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Preface 
 
On behalf of the SEE 2018 Organizing Committee, it is our great pleasure to welcome you to the Fourth 
International Conference on Science, Engineering & Environment, held at the Meitetsu New Grand Hotel, 
Nagoya,, Japan organized in conjunction with Mie University Research Center for Environmental Load 
Reduction, The GEOMATE International Society, Useful Plant Spread Society, Glorious International, AOI 
Engineering, HOJUN, JCK, CosmoWinds and Beppu Construction, Japan. 
 
The conference covers three major themes with many specific themes including:  
 
Engineering Science Environment 
•Environmental Engineering  
•Chemical Engineering 
•Civil and Structural Engineering 
•Computer Software Web 

Engineering 
•Electrical and Electronic 

Engineering 
•Energy and Thermal Engineering 
•Aerospace Engineering 
•Agricultural Engineering 
•Biological Engineering and Sciences 
•Biological Systems Engineering 
•Biomedical and Genetic Engineering 
•Bioprocess and Food Engineering 
•Geotechnical Engineering 
•Industrial and Process Engineering 
•Manufacturing Engineering 
•Mechanical and Vehicle Engineering 
•Materials and Nano Engineering 
•Nuclear Engineering 
•Petroleum and Power Engineering 
•Forest Industry Engineering 

•Environmental Sciences 
•Chemistry and Chemical Sciences 
•Fisheries and Aquaculture Sciences  
•Astronomy and Space Sciences 
•Atmospheric Sciences 
•Botany  and Biological Sciences 
•Genetics  and Bacteriology 
•Forestry Sciences 
•Geological Sciences 
•Materials Science and Mineralogy 
•Statistics and Mathematics 
•Microbiology  and Medical 

Sciences 
•Meteorology and Palaeo Ecology 
•Pharmacology 
•Physics and Physical Sciences 
•Plant Sciences and Systems Biology 
•Psychology and Systems Biology 
•Zoology and Veterinary Sciences 

•Environmental Technology  
•Recycle Solid Wastes 
•Environmental dynamics  
•Meteorology and Hydrology 
•Atmospheric and Geophysics  
•Physical oceanography  
•Bio-engineering  
•Environmental sustainability  
•Resource management  
•Modelling and decision support tools  
•Institutional development  
•Suspended and biological processes  
•Anaerobic and Process modelling  
•Modelling and numerical prediction  
•Interaction between pollutants  
•Water treatment residuals  
•Quality of drinking water 
•Distribution systems on potable water  
•Reuse of reclaimed waters 

 
As expected, this year we have received many submissions from different countries all over the world. The 
technical papers were selected from the vast number of contributions submitted after a review of the abstracts. 
The final papers in the proceedings have been peer reviewed rigorously and revised as necessary by the 
authors. It relies on the solid cooperation of numerous people to organize a conference of this size. Hence, we 
appreciate everyone who support as well as participate in the joint conferences.   
 
Last but not least, we would like to express our gratitude to all the authors, session chairs, reviewers, 
participants, institutions and companies for their contribution to SEE 2018. We hope you enjoy the 
conference and find this experience inspiring and helpful in your professional field. We look forward to 
seeing you at our upcoming conference next year. 
 
Best regards, 
 
Prof. Dr. Zakaria Hossain, Chairman  
 

Dr. Jim Shiau, USQ, Australia (Assistant to Chairman)        
 
 
 

Fourth International Conference on Science, Engineering & Environment, 
Nagoya, Japan, Nov.12-14, 2018, ISBN: 978-4-909106018 C3051 
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Fig. 1 Debris flow runoff process 

RUNOFF CHARACTERISTICS OF DEBRIS FLOW 

FLOWING DOWN A TORRENT OF MILD GRADIENT 

Naomasa Honda1

1 Faculty of Regional Environment Science, Tokyo University of Agriculture, Japan 

ABSTRACT 

When a river bed slope is steep, the debris flow generally erodes the bed material and travels down on a large 

scale. When the bed slope becomes gentle at an equilibrium bed slope for a debris flow that corresponds to a 

sediment concentration based on volume as a boundary, the debris flow allows sediment deposits and stops soon. 

But when the debris flow includes such fine sand as volcanic ash, it may flow down at a smaller incline than a 

general stop gradient. We discuss the factors under which a debris flow moves downhill even if the bed slope is 

very small, based on the relationship between the bed slope and the sediment concentration. We investigated two 

actual debris flows in Japan: Ohkanazawa torrent of Izuohshima in Tokyo Prefecture in 2013 (caused by heavy 

rainfall) and Sanohdani torrent of the Aso district in Kumamoto Prefecture in 2016 (caused by two huge 

earthquakes). Judging from the results, when the debris flow structure consisted of a high sand-water mixture, 

the material of a small size particle raised the density of the pore water. A mudflow formed in the mild gradient 

torrent, arrived downstream, and overflowed. 

Keywords: Torrent of mild gradient, Debris flow, Pore water, Fine sand concentration, Mudflow 

INTRODUCTION 

The characteristics of debris flow runoff strongly 

depend on the river bed slope as shown in Fig. 1. A 

debris flow is generally formed in the reach where 

sediments exist that might be eroded and the bed 

slope is 15° above. The debris flow erodes the bed 

material and flows down on a large scale [1] – [3]. 

When the bed slope becomes gentle at an 

equilibrium bed slope for a debris flow that 

corresponds to a sediment concentration by volume 

as a boundary, the sediment transport mode changes 

from debris flow into an earthflow with the bed 

slope’s decrease [4]. Then the debris flow allows a 

sediment deposit and stops quickly [5], [6]. But 

when the debris flow includes such fine sand as 

volcanic ash, it may flow down at a smaller incline 

than a general stop gradient [7], [8].  

Next we discuss the factors under which a debris 

flow moves downhill even if the bed slope gradient is  

very small, based on the relationship between the 

bed slope and the debris flow’s sediment centration. 

We chose two actual debris flows in Japan for 

investigation and discussion: one caused by a heavy 

rainfall and another due to huge earthquakes. 

METHOD AND PROCEDURE 

Relationship between debris flow’s bed slope and 

sediment concentration 

The following shows the relationship between 

the bed slope and the sediment concentration of the 

debris flow [1]: 





 tan

1)1/(

)1/(
tan






c

c
e

     (1) 

where θe is the equilibrium bed slope for a debris 

flow that corresponds to the sediment concentration 

by volume c, which is a bed slope that produces 

neither erosion nor deposition on the bed. σ is the 

mass density of gravel, ρ is the mass density of the 

pore water, and φ  is the sediment’s interparticle 

friction angle.  

Equation (1) is updated as follows: 
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Fig. 2 Location of debris flow occurrences 
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the sediment concentration where neither erosion 

nor deposition is produced on the bed. 

For Eq. (1), Egashira et al. [7] proposed the 

following formula based on the mudflow 

characteristics: 





 tan
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tan

h
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      (3) 

where h is the flow depth and hs is the thickness of 

the bedload layer (hs≦h).   

In Eq. (3), when hs / h equals 0.3, the flow forms 

a mudflow. When hs / h equals 1.0, Eq. (3) 

completely agrees with Eq. (1) and the flow forms a 

debris flow. 

The mudflow consists of water and material of 

small particle size. On the other hand, the debris 

flow consists of water and sediment of relatively 

large scale. Eq. (3) shows that the mudflow has 

higher fluidity than the debris flow. 

Previous work on relationship between bed slope 

and debris flow runoff characteristics 

Egashira et.al [8] performed a numerical analysis 

of the debris flow of the Gamaharazawa torrent (a 

tributary of the Hime river) caused by snowmelt in 

1996, based on one-dimensional governing 

equations for the sediment-water mixture. In their 

simulations, they assumed that the debris flow 

consists of sediment and muddy water containing a 

large amount of fine sand (concentration assumed to 

range from 30 to 50 %). Based on their results, they 

explained the sediment runoff phenomenon as 

follows: 

・Since the debris flow added to the fluidity due to 

the increase of buoyancy with muddy water, the 

debris flow flowed down the channel works of a 

small incline less than 3°. 

・When the influence of the fine sand was ignored, 

the debris flow was deposited in the middle of the 

torrent  and didn’t arrive downstream. 

・The sediment flowed down the Hime River with 

little sediment deposition  in the channel works. 

Outline of actual debris flows 

Case 1: Mud flow at Ohkanazawa torrent [10] 

Izuohsima is an island in Tokyo Prefecture as 

shown in Fig .2. In October, 2013, typhoon No.26 

caused a record-breaking heavy rainfall (824 mm/24 

hours), following by a huge mud flow of 

Ohkanazawa torrent.  

Ohkanazawa torrent was formed by the eruption 

of Mt. Mihara in the center of Izuohshima. As 

shown in Fig. 3, its downstream bed slope was loose. 

The surface layer of the mountain slope that 

constituted both sides of the torrent included volcanic 

ash of small particle size. The soil layer under the 

surface layer was aquiclude.  

The mud flow, which consisted of water and 

volcanic ash, flowed down at a mild gradient, 

reached the sea, and overflowed over a wide area. 

By this mud flow, 39 peoples were left dead or 

missing and such serious damage as house collapses 

occurred successively.  

Case 2: Debris flow at Sanohdani torrent [11] 

Two huge earthquakes of Japanese seismic 

intensity scale 6 and 7 struck Kumamoto Prefecture 

(Fig. 2) in April 14 and 16, 2016. By these 

earthquakes named “the 2016 Kumamoto 

Earthquake” later, 50 people died over two days. 

Such serious damage as house collapses, road 

surface cave-ins, and train derailments also 

occurred. 

Such sediment-related disaster occurrences as 

landslides, collapses, and debris flows were 

concentrated near the earthquake faults. Ten people 

died in two days from sediment-related disasters. In 

Minamiaso village, a debris flow occurred in 

Sanohdani torrent. 

Sanohdani torrent has a watershed area of 2.34 

km2, a reach of about 5km and a mean bed slope of 

6.9 °. It is designated as a debris flow torrent based 

Fig. 3 Bed profile of Okanazawa torrent 

Kumamoto Prefecture 

(Nagoya city) 

Izuohshima 
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Fig. 4 Bed profile of Sanohdani torrent 
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on Japanese law as shown in Fig. 4. The sediment, 

which was produced by the hillside landslide due to 

the earthquake, formed a debris flow without a water 

supply, arrived downstream, and overflowed. The 

debris flow’s soil material was mainly composed of 

clay and silt of a small particle size, except just after 

the earthquake. Its reference grain size, d50, was less 

than 0.1mm. 

Calculation Conditions 

To clarify the factors under which a debris flow 

moves downhill even if the bed slope gradient is very 

small, we investigated the relationship between the 

bed slope and the sediment concentration of the 

debris flow using Eqs.(1), (2) and (3).  

When the pore water includes fine sand, we 

cannot ignore how it influences the buoyancy [8]. 

Therefore, ρ is given as follows: 

  wsw c     (4) 

where ρw is the mass density of the fresh water and 

cs is the fine sand concentration in the pore water. In 

this study, we used σ=2.70 g/cm3 and ρw=1.00 

g/cm3. 

RESULTS AND DISCUSSIONS 

Case 1: Mud flow at Ohkanazawa torrent 

Figure 5 shows the relationship between c and θ 

by Eq. (1) and Eq. (3). In Fig. 5, φ is set at 33°. It 

ranges from 33 ° to 39 ° and is frequently in the debris 

flow runoff analysis [8], [11].  It is also a minimum 

value in the range considering the debris flow’s high 

fluidity. In Eq. (1), cs’s values are 0, 30 and 50 %. In 

Eq. (3), hs/h is set at 0.3, which shows the 

characteristics of the mud flow, and ρ equals ρw [7]. 

In Fig. 3, the mean gradient of the downstream 

that reaches Ohkanazawa torrent is 3.8 °. In Fig. 5, 

when θ is 3.8 ° in Eq. (1), the flow, whose cs is 30 %, 

has around 15 % of c and keeps the earthflow 

characteristics; the flow whose cs is 50 %, has a little 

less than 30 % of c and retains the hyper 

concentrated debris flow characteristics. Similarly, 

in Fig. 5, when θ is 3.8 ° in Eq. (3), the mudflow 

may have a high sediment concentration over than 

30 %. 

When hs/h equals 0.3 in Eq. (3), cs, which is θe 

from Eqs. (1) and (3), approximately equals 55 % 

and almost equals the sediment concentration of the 

bed layer (the critical concentration at which the 

debris flow can entrain the sediment). In addition, 

the range from 30 to 50 % of cs is in good agreement 

with the results of Egashira et al. [8]. 

Judging from the results, in Ohkanazawa torrent, 

the material of the small particle size, which was 

mainly composed of volcanic ash, raised the mass 

density of the pore water that constituted the debris 

flow and increased the fluid’s buoyancy. The 

mudflow was formed by a sediment-muddy water 

mixture and flowed down a mild gradient torrent. It 

arrived downstream with high fluidity and overflowed. 

Case 2: Debris flow at Sanohdani torrent 

Figure 6 shows the relationship between φ and 

ce  by Eq. (2) when the θ values are 3 ° and 6 °. In 

Eq. (2), cs’s values are 0, 30 and 50 %. When φ 

equals to 35 ° (it ranges from 33 ° to 39 ° , it is 

frequently used for debris flow runoff analysis [7], 

[11] and is a middle value in the range), and cs 

ranges from 30 to 50 %, ce is as follows:
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・  When θ is 6 °, the flow has a sediment 

concentration from 22 to 38 % and retains the 

hyper concentrated debris flow characteristics. 

・  When θ is 3 °, the flow has a sediment 

concentration from 10 to 18 % and retains the 

earthflow characteristics even if the bed is gentle. 

The reference grain size of the soil material 

constituting debris flow d50 was very small (less than 

0.1 mm.) and φ  was probably smaller than a 

normal value of the debris flow, which is mainly 

composed of relatively large-scale gravel. 

Figures 7(a), (b), and (c) show the relationship 

between c and θe  whenφ is  25 °, 30 ° and 35 ° in 

Eqs. (1) and (3). In Eq. (1), the values of cs are 0, 30, 

and 50 %, hs/h equals 0.3, and cs is 0 % in Eq. (3). 

In Fig. 7(a) (φ=25°), c, where θe equals 3 °, 

ranges from 16 to 28 % in Eq. (1) (cs  ranges from 30 

to 50 %) and around 35 % in Eq. (2). Similarly, in 

Fig. 7(b) (φ=30°), c, where θe equals 3 ° ranges from 

13 to 22 % in Eq. (1) (cs  ranges from 30 to 50 %) 

and around 26 % in Eq. (2). As shown in these 

figures, the flow can keep the hyper-concentrated 

debris flow characteristics on a mild bed slope. 

When hs/h equals 0.3 in Eq. (3), cs, which is θe 

by Eqs. (1) and (3), approximately equals 55 % and 

almost equals the sediment concentration of the bed 

layer, too. In addition, the range from 30% to 50 % 

of cs is in good agreement with the results of 

Egashira et al. [8]. 

Judging from our results, in Sanohdani torrent, 

the material of small particle size, which is mainly 

composed of clay and silt, raised the mass density of 

the pore water that constituted the debris flow and 

increased the fluid’s buoyancy. Such hyper 

concentrated flow as earthflow and mudflow was 

formed by a sediment-muddy water mixture and 

flowed down a mild gradient torrent. It arrived 

downstream with high fluidity and overflowed. 

CONCLUSION 

With both cases (Ohkanazawa torrent and 

Sanohdani torrent), the material of small particle size 

raised the mass density of the pore water that 

constituted the debris flow and increased the fluid’s 

buoyancy. 

A debris flow is generally recognized as a 

sediment-related disaster of steep slopes. But runoff 

characteristics strongly depend on the materials that 

comprise the debris flow (sediment and the muddy 

water) with the bed slope. As a result, the sediment 

transport mode changes from a debris flow into 

general contact loads and the disaster form and its 

scale change, too. They must be examined in 

countermeasures against debris flow hazards. 
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ABSTRACT 

 

Rubber materials are very indispensable to keep infrastructure safe against earthquakes. In Japan, these are 

normally used to support the structures (bridges, buildings). Generally speaking, They are non-compressive and 

hyper-elastic material so that the mechanical properties of them have not been clarified sufficiently into design 

codes. Based on this, we conducted simple compressive creep and thermal fatigue tests by using cylindrical 

specimens (the diameter is 80mm, the height is 80mm) made of chloroprene rubber as a bearing pad for bridge. 

We pressed the specimen to equivalent forces which are equal to the serviceability state. We have kept them and 

set into freeze-thaw test machine. And then, we applied cyclic temperature change (from -10 to 3 Celsius)  

Finally, we have compared the creep properties at normal temperature with those of cyclic temperature change for 

seven months. We found that the elastic damage would be occurred in proportion to cyclic numbers. 

 

Keywords: Chloroprene, Irreparable creep, Cyclic temperature change, Fatigue, Finite displacement theory 

 

 

INTRODUCTION 

 

Seismic isolation rubber has been used for bearing 

pad of bridges and buildings. The isolated effect 

would be dependent on the horizontal deformation of 

rubber under earthquakes. There were many 

experiments to evaluate the horizontal deformation 

without considering axial (vertical) mechanical 

properties   which are creep, visco-plasticity and  

thermal fatigue . 

Rubber is usually non-compressive and non-

volumetric material. So, if there is residual 

deformation caused by vertical inelastic behavior 

such as creep or visco-plasticity. The horizontal 

deformation is restricted. And, the isolated effect 

would become smaller. On the top of these, The 

inelastic behavior including large displacement will 

be occurred even though the applied loads are small. 

Finally, it is very important to take into account of 

the isolated effect due to inelasticity of rubber. 

Rubber also has a great influence on temperature 

change. Especially, the mechanical property caused 

by thermal fatigue has not been cleared sufficiently. 

Therefore, we have conducted simple compressive 

creep and thermal fatigue test under cyclic low 

temperature change using chloroprene specimen [1]. 

 In this study, we show the numerical analysis of 

compressive deformation by Ogden’s model that is 

the basic theory to explain large displacement 

behavior in two dimensional axisymmetric problem 

comparing with the result of experiment [2]. 

 

COMPRESSIVE TEST 

 

The load-displacement curve 

The quasi-compressive loads were applied on the 

cylindrical  specimen (φ 80mm, H=80mm) with 

upper and lower steel plates   (refer Fig.1). 

Figure 2 shows the relationship between applied 

loads and longitudinal displacements.  

In this test, The applied loading speed was 

10mm/minute. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1. Deformation of rubber (compressive test) 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2 Loads-displacements curve 
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The curve was typical compressive behavior and 

showed the strong non-linearity after the applied 

loads passed 10 (kN) [3]. 

 

Compressive creep test 

 

We conducted the Compressive creep test as 

follows. At first, we measured the displacements and 

applied loads until serviceability state which was 

supporting the self-weight of bridge girders. Secondly, 

The stresses have been holding for seven months to 

fix securely upper steel plate by four bolts with nuts 

at the corner (refer to Fig.3).   

Finally, we measured the displacements again after    

stresses were released unfastening the bolts and nuts 

(refer to Fig.4). We could evaluate non-linear state 

that including unloading elasticity, delayed elasticity 

and irreparable creep to describe the deformation 

curve after  the stresses were released. 

We determined serviceability state to consider 

relationship between real chloroprene pad section 

area and girders weight. 

 The red point in Fig.5 was equivalent to the 

serviceability state ( Load (P)=5.5 (kN)).  

This point  was approximately within linear state . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3  holding stress (serviceability state) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4 Releasing stress 

 

   We set the specimen into the freeze-thaw test 

machine to evaluate the affection by cyclic 

temperature change for seven months at the 

serviceability state . 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5 Serviceability state (red point) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.6 Specimen at serviceability state 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.7 Freeze and thaw test machine 

 

   The specimen was shown in Fig.6. We checked the 

creep properties of the specimen at normal 

temperature and under cyclic temperature change 

which indicated the mean temperature of winter in 

Tohoku area. We determined the change period by 

specified machine property as long as we could. 

P=5.5 (kN) 
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  The freeze-thaw test machine was shown in Fig.7.  

The applied temperature change was shown in Fig.8. 

The maximum and the minimum temperature were 

+3 ,-10 Celsius respectively.   

 

 

 

 

 

 

 

 

 

 

 

 

Fig.8 Temperature change 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.9 Irreparable creep properties 

 

The curve after releasing stresses indicated creep 

characteristics (refer to Fig.9). This curve was mainly 

consist of three parts. The sharp descending line near 

0 (hour) was unloading elasticity, by 80 (hours) it 

showed delayed elasticity, and after 80 (hours) it 

showed irreparable creep, respectively. 

Even though the holding times were less than for a 

year ,  it was found that the irreparable creep reached 

about 20  %  of  total displacement. In addition, The 

creep would be occurred under the small load that was 

equal to serviceability state.  

‘Normal’ showed the result  at normal temperature 

and ‘Change’ showed the result of that the cyclic 

number reached 3,200  in Fig.9. It was found that 

there were not much difference about creep properties 

between two curves. 

 

FATIGUE TEST 

 

Hysteresis curves 
 

   The strain gauge was set the middle of specimen to 

evaluate the damage or deterioration caused by cyclic 

temperature change (refer to Fig.10). 

 Figure 11 showed the relationship between 

principal strain and temperature change . The plastic 

strain was increased by 500 cycles. These hysteresis 

curves were similar like ellipses.  

So , Each curve was approximately represented as 

ellipses. 

 Figure 12 indicated the strain energy which was 

equivalent to the area of ellipse responding to cyclic 

numbers. 

 The energy of 500 cycles or after has been 

decreasing proportional to cyclic numbers. We 

considered that the energy was one of the indexes to 

evaluate the damage caused by thermal fatigue. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.10 Set the strain gauge 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.11 Hysteresis curves by 500 cycles 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.12 Relationship strain-energy and cyclic numbers 
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Equivalent thermal expansion coefficient change  

 

 We focused on the equivalent thermal expansion 

coefficient (ETEC) change derived from hysteresis 

curves , because the value was closely related with 

damage by thermal fatigue [4]. 

    We defined ETEC as the linear gradient which  

shown  the average gradient of ellipses (refer to 

Fig.13).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.13 ETEC of hysteresis curve 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.14 Relation ETEC and cyclic numbers 

 

    We showed relationship between ETEC and 

cyclic numbers in Fig.14. 

     ETEC was decreased due to cyclic numbers. So, 

we found that ETEC was one index to evaluate the 

damage by cyclic temperature change. 

 

NUMERICAL ANALYSIS 

 

Base of finite displacement theory 

 

Rubber has generally large deformation under 

compressive loads. So, There are some limitations to 

apply  the infinitesimal deformation theory. 

The deformation gradient tensor has been used to 

describe the mechanical  properties of rubber. For 

example, Cauchy stress , Green strain tensor[5]. 

In this paper, The deformation gradient tensor was 

defined as follows[6]. 

 

 

 

(1) 

 

 

 

 

 

Green-Lagrange strain tensor 

 

The strain should be described more than second 

rank orders to apply this analysis. Green-Lagrange 

strain tensor was reasonable  for variational principle 

[7]. 

 

 

 

 

 

(2) 

 

 

 

 

The Second Piola-Kirchhoff stress tensor 

 

This stress tensor is the best expression 

corresponding to the Green-Lagrange strain tensor. 

And then, This form is useful formulation in analysis 

because of  the symmetric form[5]. 

 

                              (3) 

 

 

 

 

 

 

 

 

 

Ogden’s model 

 

Strain energy function has been used to analyze the 

large deformation of rubber under various loads. 

Moony-Rivlin and Neo- Hooke models are popular 

functions for analysis. But, these models are 

inadequate for  nonlinearity in high strain region. So, 

here, we adopted  Ogden’s model to simulate high 

nonlinearity region in analysis[8]. 

 

 

(4) 

 

 

 

 

 

 

ETEC 
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Constant value α μ 

First rank α1=1.3 μ1=1.491 (N/mm2) 

Second rank α2=5.0 μ2=0.003 (N/mm2) 

Third rank α3=-2.0 μ3=-0.0237(N/mm2) 

 

stress deviatric ofinvariant  Second　:

)(N/mm stress Equivalent:

3

'

2

2

'

2

J

J

eq

eq



 

Specific heat 1.65 (J/g・K) 

Specific gravity 1.39 

Heat transfer 

coefficient 

14 (W/m2℃) 

 

In this paper, we considered third rank (N=3). The 

material properties were shown in Table.1. 

 

Table.1 Material properties 

 

 

 

 

 

 

 

Results of  deformation analysis 

 

We carried out two dimensional axisymmetric 

analysis considering the shape of specimen [2]. 

Therefore,  The analysis area  was half model. 

Figure 15 showed the deformation  and the 

equivalent stress distribution . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.15 Deformation and equivalent stress 

 

Equivalent stress was defined in equation (5).  

 

(5) 

 

 

 

 

 

We adopted the displacement control method. 

The equivalent stress distribution was typical for 

compression state. The highest stress was distributed 

at the corner of specimen which was contacted with 

steel plates (upper and lower). The maximum 

equivalent stress was approximately 0.6 (N/mm2).  

 

Unsteady thermal conduction analysis 

 

The unsteady thermal analysis is simulated under 

cyclic temperature change (refer to Fig.8). This is 

preliminary step to check the evolution of visco-

plastic and damageable properties of this pad under 

cyclic temperature change [9].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.16 Thermal distributions  

 

 

We have carried out the freeze and thaw test 

keeping the deformation of rubber at serviceability 

state. So, In this analysis, the compressive final 

deformation was the initial form . 

For example, Figure 16 showed the thermal 

distributions when the temperature reached 0 from  

-10 ℃. The center line was heat insulation and the 

others of model were heat transferable borders. The 

material properties were shown in Table 2.  

 

Table 2 Thermal properties 

 

 

 

 

 

 

 

 

Thermal distributions was changed in about four 

degrees from the surface to the center of  rubber. The 

model was also half considering axisymmetric. 

 

CONCLUSION 

 

The knowledge found in this research are as below. 

The irreparable creep is occurred under the 

serviceability state even though the elapsed time is 

only for seven months. And this value is about 20 ％ 

of  total displacement. This means that the 20 ％of 

total deformation energy is dissipated by creep.     

About thermal fatigue, The equivalent thermal 

expansion coefficient as well as the strain energy 

provides the indication of  damage caused by thermal 

fatigue. Because the relationship between both 

parameters and cyclic numbers are closely similar. 

Specially, The equivalent thermal expansion 

coefficient will be approximately linear and reduced 

about 15 ％ comparing with the initial value. This 

reduction shows damage quantitatively.  
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After the thermal fatigue test, the irreparable creep 

value is almost same result at normal temperature. 

From these results, we found that the thermal fatigue 

damage in this case is elastic. 

From the results of simulation, we found that the 

maximum equivalent stress at serviceability state is 

distributed at the corner of specimen which is 

contacted with steel plates.  The damage also would 

be distributed same parts. And then, There are only 

four degrees difference from surface to center by the 

conduction analysis. Second Piola-Kirchhoff stress 

and Green-Lagrange strain tensor are suitable 

expression for large displacement problem of rubber. 

Finally, as the next stage, we have a plan to adopt 

F-bar method that is the popular numerical way to 

describe elasto-viscoplasticity of  rubber . And, we 

would like to analyze the thermal fatigue behavior 

keeping serviceability state under cyclic temperature . 
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EFFECT OF OKRA AND TANGERINE RATIOS ON PRODUCTION OF 

MIXED JUICE WITH LYCOPENE SUPPLEMENTATION 

Wattana  Wirivutthikorn 

Faculty of Agricultural Technology, Rajamangala University of  Technology  Thanyaburi (RMUTT) 2 

Phaholyothin 87 Soi 2 Phaholyothin Road Thanyaburi Pathumthani 12130 Thailand 

Thailand has many herbal plants. The major advantage is that there are good bioactive ingredients and 

antioxidants that are beneficial to the body are possible when used as a drink. There are research reports related 

to the production of various Thai herbal drinks and fruits such as okra and tangerine were used as raw materials. 

The objective of this research was to study the optimum ratios of okra and tangerine with lycopene 

supplementation on Thai herbal beverage production. Four ratios of okra and tangerine were performed into 4 

experiments; Experiment 1: (control formula) okra juice: tangerine juice 50:50 ratio; Experiment 2: okra juice: 

tangerine juice 60:40 ratio; Experiment 3: okra juice: tangerine juice 70:30 ratio; Experiment 4: okra juice: 

tangerine juice 80:20 ratio. Physical properties, i.e. L*,a*,b* and turbidity showed that all experiments were 

significantly different except for L* and a* value.  Chemical properties, i.e. pH, percent of total acidity and total 

soluble solid revealed that all experiments were statistically significant differences. (P<0.05) Sensory evaluation 

was done by using 9-points hedonic scale. The results indicated that Experiment 1 had the highest scores of 

sensory acceptance. From the information obtained, the formulation of beverages produced from Thai herbal and 

fruit can be developed to be accepted by consumers, which has increased steadily and expanded in the large 

future level in beverage industry. 

Keywords: Okra, Tangerine, Juice, Lycopene, Supplementation 

INTRODUCTION

     Nowadays, health drink products enroll a greater 

role in everyday life. Most of the health drinks are 

derived from the ingredients of plants or herbs to be 

processed to meet the needs. Some consumers may 

not consume vegetables. Some fruits or herbs due to 

odor, spicy or bitter taste. It is not very popular with 

consumers. But because of the benefits of the 

various types of Thai herbal that can be processed 

in the form of health drinks, the benefits will be 

different according to the properties of the raw 

materials [1]. Okra is a popular health food due to 

its high fiber, vitamin C and folate content. It is also 

known for being high in antioxidants  have a good 

source of calcium and potassium and the mucilage 

contains soluble fiber. Some people prefer to 

minimize the sliminess; keeping the pods intact, and 

brief cooking. Some of the advantages of okra are 

aids in improving digestion, help to relax blood 

vessels and arteries and protect heart against 

clotting [2]. Tangerine is an orange-colored citrus 

fruit that is closely related to, or possibly a type of 

mandarin orange. It is a good source of vitamin C, 

folate and -carotene. It also contains some 

potassium, magnesium, vitamins B1, B2, and B3 [3].  

There are some researches about blended okra, gac 

fruit and passion fruit juice to produce Thai herbal 

drink. The result found that the different ratios of 

okra, gac fruit and passion fruit had influence on 

consumer acceptance [4]. For this reason, of okra 

and tangerine benefits, the researchers are interested 

in producing water-based okra and tangerine with 

healthy drink by studying  appropriate amounts of 

okra and tangerine ratios with lycopene 

supplementation which help with the quenching of 

thirst and help relax or make the body. The data 

obtained from this research was an alternative to 

make okra and tangerine as raw materials for 

beverage production to improve the nutritional 

quality and good health of consumers. The purpose 

of this research was to study the appropriate 

quantities of okra and tangerine ratios with 

lycopene supplementation for the development of 

beverage products.  

ABSTRACT
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MATERIALS AND METHOD

The research was carried out at the Faculty of 

Agricultural Technology, Rajamangala University of 

Technology Thanyaburi. (RMUTT)  Pathumthani 

Province Thailand. The samples used in this study 

were purchased from Rangsit Market  Pathumthani 

Province Thailand. 

Okra  Preparation  

       The okra was washed and cut into small pieces 

and boiled in hot water for 15 minutes. Okra 

samples were dried by using hot air oven at 75 C 

for 3 hours [5]. 

Tangerine preparation 

       The tangerine was washed with clean water and 

slice into thin small pieces as 2.1 and  peeled theirs 

to juice with fruit juice extractor. The blended 

aliquots were placed in clean container [6]. 

       This was performed as four experiments (two 

replications): 1) blended okra and tangerine juice 

50:50 (the control); 2) blended okra and tangerine 

juice 60:40; 3) blended okra and tangerine juice 

70:30 and 4) blended okra and tangerine juice 80:20. 

The ingredients were detailed in Table 1 [6]. 

Production of okra and tangerine juice with 

lycopene supplementation  

       The blended dried okra and tangerine juice were 

placed in a stainless steel pot (3 liters of clean water) 

and heated to 50°C. for 15 minutes, then, filtered 

through a cloth. Addition of some detailed 

ingredients followed as Table 1 [5], [6].     

Physical Measurement 

       Brightness (L*), color as red (a*) and yellow 

(b*) and the clarification value measured as 

percentage of transmittance (%T) were recorded as 

adapted from [8]. 

Chemical Measurement 

       The pH, percentage of total acidity and the total 

soluble solids (TSS) were measured as adapted from 

[9].  

Sensory Evaluation 

       The sensory evaluation was carried out by 30 

untrained panelists in Rajamangala University of 

Technology Thanyaburi (RMUTT), Thailand. 

Panelists was asked to analyze their level of 

preference for each treatment using a 9-point 

hedonic scale test based on the attributes of color, 

odor, taste, sediment and overall liking. A 

randomized complete block design was used with 

analysis of variance. Analysis of the mean 

differences of experiments was performed using 

Duncan’s new multiple range test [10].  

RESULTS AND DISCUSSION

Physical measurement 

          The values of L, a* and b* and physical 

appearance depending on different ratios of okra and 

tangerine [11]. The results showed that b* and %T 

value had differences (P <0.05). For L* value, it was 

found to be decreasing compared to control samples. 

Because of the increase in okra juice which gave 

dark brown color. For a* value, they were found to 

be decreasing compared to control samples. Due to 

the reduction of tangerine juice revealed orange 

yellow color. For b* value, they were found to be 

decreasing compared to control samples (the same as 

a* value). Due to the increasing of okra juice 

indicated green color.    For percent of transmittance, 

clarification value increased with comparison to 

control samples. The Experiment 4 gave the highest 

value, while the Experiment 1 gave the lowest value. 

Possible reasons were that the reduction of tangerine 

juice contained pulp could be affected on the cause 

of turbidity [12]. 

Chemical measurement 

       Results, pH values depending on different ratios 

of okra and tangerine, there was a tendency towards 

increased acidity and alkalinity when compared to 

control samples due to the reduction of tangerine 

juice. In tangerine juice contains of citric acid, it has 

an increased amount of acidity and alkalinity [13]. 

For total soluble solid values showed that there was 
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a tendency of decrease compared to the control 

sample due to the reduction of tangerine juice. 

Organic acids, i.e., citric acid  naturally occurring in 

many foods including citrus, such as orange and 

lime reduces low total acidity values. [14]. 

Sensory evaluation 

        The results of the sensory analysis showed that 

there were differences in all experiments. (P < 0.05) 

When considering the average all score tests, 

Experiment 1 was the most acceptable in 

comparison to other experiments. One possible 

reason might be due to the proportion of okra and 

tangerine was equal. Tangerine  juice can reduce the 

smell of okra, which is a smell that consumers did 

not like. As a result, the characteristics of color, 

smell, taste, sediment, and overall acceptance, 

received the highest scores [15]. 

Physical appearance 

       From the Fig 1, the images could be seen that 

the red color in all experiments were not 

significantly different.  As a result of the ratio of 

okra juice and tangerine juice. When considering the 

appearance, it was found that all the experiments 

were suspended, which is the pulp of tangerine, 

which is derived from tangerine. When considering 

the color, revealed that all the samples were reddish 

orange as the color result of the lycopene [16]. The 

color is yellow, orange, red and orange - red. Okra 

and tangerine consist of three pigments (chlorophyll, 

carotenoid and lycopene) were quite distinct and 

different chemical compositions and structures such 

as carotenoid in tangerine, chlorophyll in okra and 

lycopene supplementation. The odor will vary with 

the amount of increased okra juice and the decrease 

amount of tangerine juice which compared to control 

samples. The taste indicated that all experiments 

were sweet and sour. Due to the taste adjustment 

with same amount of sugar and citric acid [17]. 

Table 1 Optimum ratios of okra juice and tangerine with 

lycopene supplementation [17]. 

Ingredients (g)   Experiment no. 

1 2 3 4 

okra juice 

tangerine juice 

lycopene 
sugar 

salt 

citric acid 

300 

300 

0.1 
40 

1 

0.3 

360 

240 

0.1 
40 

1 

0.3 

420 

180 

0.1 
40 

1 

0.3 

480 

120 

0.1 
40 

1 

0.3 

Table 2  Physical measurement of blended okra juice 

and tangerine juice 

Experiment Physical value 

L*ns a*ns b* 
   %T* 

   1 27.88 9.89 1.79a 15.53d 

   2 24.74 9.56 0.85a 22.63c 

   3 23.12 9.26 0.84a 26.47b 

   4 22.33 7.44 -3.35b 30.67a 

a-d The different letters in the same column mean 

significant  difference (P < 0.05) ns  non significant 

difference (P>0.05) 

Table 3  Chemical  measurement of blended okra juice and 

tangerine juice 

Experiment 

 Chemical value 

pH* 
Total acidity   Total soluble solid 

  (percent)*   (Brix)* 

   1 3.81c                      3.41a        13.00a 

   2 3.97b   2.56b        11.90b       

   3 3.99b   1.92c        11.00c 

   4 4.16a   1.28d        10.70d 

a-d The different letters in the same column mean 

significant  difference (P < 0.05)     

Table 4  Mean  score of  preference for sensory properties 

of okra and tangerine juice  

Experiment  Scores* 

color* odor* taste* sediment* overall 

liking* 

1 7.37a 7.40a 7.50a 7.17ab 7.40a 

2 6.70b 7.27a 7.50a   7.47a 7.30a 

3 6.90b 6.53b 6.43b 6.87bc 6.60b 

4 6.73b 6.47b 6.20b   6.63c 6.33b 

a-d The different letters in the same column mean 

significant  difference (P < 0.05) 
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E1  E2  E3  E4 

Fig. 1  Product of different ratios of okra blended 

with gac fruit and passion fruit. 

       E1: okra: tangerine juice  50:50 (control 

experiment) 

 E2: okra: tangerine juice  60 :40 

 E3: okra: tangerine juice 70:30 

 E4: okra: tangerine juice 80:20 

Copyright Form 

       Copyright form signed by all authors is 

necessary for GEOMATE. It should be submitted 

along with the paper submission. Copyright form 

can be downloaded from geomate web site. 

CONCLUSIONS

1. The uses of different ratios of raw material

preparation had effects on color of mixed okra, 

tangerine and lycopene supplementation.  

2. The results of the physical properties analysis

showed that only b* and percent of transmittance 

values were statistically significant differences. 

(P<0.05) 

3. The results of the chemical analysis showed

that all values were significantly different. (P<0.05) 

4. Experiment 1 involved that gave the most

acceptable from the panelists. 

5. Based on this research, researchers  will be able

to launch new beverage products in the future by 

selecting Thai local herbs that are beneficial for 

antioxidants, an option for health conscious 

consumers 
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ABSTRACT 

An optimal design of rain gauge network is important as it produces fast, accurate and important rainfall data 

which can be used to design an effective and economic hydraulic structure for flood control. In this paper, 

geostatistical method integrated with hybrid of particle swarm optimization-simulated annealing is proposed to 

determine the optimal number and location of rain gauge network. This paper considers the repositioning of the 

existing rain gauge into new locations to improve its effectiveness and accuracy. The analyses of daily rainfall 

data, latitude and longitude of the rain gauge location, elevation, humidity, wind speed, temperature and solar 

radiation reveal that the proposed method is successful in providing the optimum number and location of the 

stations. It also indicates that the repositioning of all rain gauge stations to new locations would provide better 

results in terms of the estimated variance value but, is not cost effective due to its expensive costs. 

Keywords: Rain Gauge Network, Geostatistics, Particle Swarm Optimization, Simulated Annealing 

INTRODUCTION 

A reliable and optimal rain gauge network can 

provide accurate and precise rainfall data as rainfall 

data are employed in numerous water resources 

management tasks such as water budget analysis and 

assessment, flood analysis and forecasting, 

streamflow estimation, and design of hydraulic 

structures. Good rainfall data will help the researchers 

to minimize the hydrological and economic risk and 

errors involved in different water resources projects. 

A well-designed rain gauge network thus should 

contain a sufficient number of rain gauges, which 

reflect the spatial and temporal variability of rainfall 

in a catchment [3]. 

Thus, identification and selection of the optimal 

rain gauge network configuration with optimal 

number and locations of rain gauge stations is the 

main objective of the network design. Hence, the 

optimal rain gauge network should contain the 

number and locations of rain gauge stations in such a 

way that it can produce optimum rainfall information 

and data with minimum uncertainty and cost [2]-[4]. 

One can approach the problem either by removing 

redundant stations from the network to minimize the 

cost or by expanding the network with installation of 

additional stations to reduce the estimation 

uncertainty [5]. Some studies applied the kriging 

technique in combination with other techniques such 

as entropy [3] and multivariate factor analysis [7] for 

the network design. A few studies also combined 

optimization method based on simulation tools (e.g. 

simulated annealing) with the kriging technique [2], 

[8],[9] to obtain the optimal rain gauge network. 

A network design methodology was developed in 

this paper to determine optimal number and locations 

of the existing stations in the current rain gauge 

network located in the Johor state, Malaysia is based 

on geostatistical and hybrid of particle swarm 

optimization-simulated annealing (PSO-SA) as an 

optimization method. The basic idea of the hybrid 

algorithms study in this paper is simply based on 

running PSO algorithm first and then improving the 

result by employing a SA. The major contribution 

here is that unlike the work of [2], the developed 

methodology considered the hybrid of PSO-SA 

technique as an optimization method which capable 

of escaping from a local optimum with a fast 

convergence.  

STUDY AREA AND DATA DESCRIPTION 

Johor is the second largest state in the Malaysia 

Peninsular, with an area of 18,941 km2. The 

catchment area contains a dense rain gauge network, 

84 rain gauges covering 19,210 km2 in Johor (see 
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Figure 1). The current overall network density for the 

whole of Johor state is about 194 km2 per gauge, 

which surpasses even the ideal WMO 

recommendation of one gauge per 600 – 900 km2 for 

flat areas. In fact, it also fulfills the ideal density for 

mountainous region of 100 – 200 km2 per gauge. The 

data used to perform the analysis was from the daily 

rainfall data, latitude and longitude of the rain gauge 

location, elevation, humidity, wind speed, 

temperature and solar radiation from November until 

February of 1975 through 2008 from 84 rain gauge 

stations that are located all over Johor obtained from 

Department of Irrigation and Drainage (DID) 

Malaysia and Malaysia Meteorological Department 

(MMD).  

Fig.1 Rain gauge locations 

METHODOLOGY 

Geostatistical Method 

The network design problem consists in obtaining 

the number N and the location of rain gauges stations 

that give the best estimate areal mean rainfall. The 

estimation variance 
2 is a basic tool of variance 

reduction techniques for optimal selection of 

sampling locations. For the application of the 

variance reduction method to optimal location of 

sampling sites, a semivariogram must be modelled.  

A semivariogram,  h  is one of the significant

functions to indicate spatial correlation in 

observations measured at sample locations. 

Semivariogram is represented as a graph that shows 

the difference in measure with distance between all 

pairs of sampled locations. The estimated variance 

depends on the semivariogram model, the number N 

of rain gauges and its spatial location. Therefore, 

choosing an appropriate semivariogram model is vital 

in determined the optimal estimation variance. 

Let h be the lag or distance, and Z be an intrinsic 

random function and let  ixZ , for Ni ,,2,1   be

a sampling of size N. Then the following expression 

is an unbiased estimator for the semivariogram of the 

random function: 
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Equation 1 is used to compute experimental 

semivariogram from the data under study. By 

changing h, both in distance and direction, a set of the 

sample (or experimental) semivariograms for the data 

is obtained [10]. 

The exponential semivariogram models are 

selected to fit the data. The exponential 

semivariogram model equation is as follow: 
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where C is the sill and a is the range. 

Once the model of the semivariogram is fixed, the 

estimation variance only depends on the number N 

and the location of the rain gauges. To calculate the 

estimation variance using ordinary kriging, 
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This is an algorithm for the ordinary kriging 

estimation to calculate the estimation variance [13]: 

1. Calculate each term in matrix G.

Let ix ’s be the sampling sites of a sample subset

of size k , ki ,,2,1  and let  jxix , ’s be the

experimental variogram. Then the G is the matrix 
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2. Calculate each term in matrix g.

Let 0x be the estimation location, then the g is the 

matrix

       1,,, 02010 kxxxxxxg   (6) 

3. Solve the system of equations

,gGW 

1
 gGW , 

Where   
k

W 21 . 

Legend

!H Rain Gauge Station

River 

Mountain
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4. Calculate the ordinary kriging estimation variance

  .
1

0
2

gGgWgx


           (7) 

Partical Swarm Optimization 

PSO was developed by Kennedy and Eberhart, 

[12] in 1995, inspired by the social behavior of bird 

flocking. The movement of each swarming particle is 

determined by a combination of a stochastic element 

and a deterministic element, [1]. A population 

(swarm) of particles is initialized in an n-dimensional 

search space in which each particle 

 inxixixix ,,2,1  represents a possible solution. 

Each particle is aware of its current position, its own 

personal best position, its current velocity and the 

single global (or local) best position. The global best 

position is represented as  ingigigig ,,2,1  and 

symbolizes the best position of all particles in the 

population (swarm). The personal best position 

represents the best position found by a particle so far 

and is denoted as  inpipipip ,,2,1  . 

The velocity  inviviviv ,,2,1   gives the 

position change of a particle. In the original proposed 

PSO of Kennedy and Eberhart, the new velocity for 

each particle is calculated according to Eq. (8). To 

update the new position of each particle, Eq. (9) is 

used: 

   ixgrcixiprciviv  .2.2.1.1         (8) 

iii vxx   (9) 

where Ni ,,2,1  , with N as population size. 1c

and 2c  are two positive constants; 1r  and 2r are two 

random numbers with range (0,1). 

The original version of PSO is as follows: 

1. Initialize a population (swarm) of particles with

random positions and velocities on d dimensions

in the problem space.

2. For each particle, evaluate the desired

optimization fitness function in d variables.

3. Compare particle’s fitness evaluation with

particle’s pbest. If current value is better than

pbest, then set pbest value equal to the current

value and the pbest location equal to the current

location in d-dimensional space.

4. Generate new particles from the neighbourhood.

Compare fitness evaluation with the population’s

overall previous best. If current value is better

than gbest, then reset gbest to the current particles

array index and value.

5. Change the velocity and position of the particle

according to Equations 8 and 9 respectively.

6. Loop to Step 2, until criterion is met, usually a

sufficiently good fitness or a maximum number of

iterations (generations).

Simulated Annealing 

Annealing is a family of techniques for creating 

metals with desirable mechanical properties. The SA 

technique originates from the theory of statistical 

mechanics and is based upon the analogy between the 

annealing of solids and solving optimization problem. 

SA was first introduced by Kirkpatrick and Vecchi 

[6]. 

Basic SA algorithm: 

1. Select an initial solution x and initial

temperature
0T , set 0k . Set 0

ˆ,0 xxxx  . 

2. Choose a solution x in N(x) and compute

   xFxF 

3. If  0 or  0 and

   1,0
/

Ue kT


 
 then accept the new 

solution x and set xx  . Else keep x.

4. If    xFxF ˆ , then set xx ˆ and 

.ˆ
k

TT   

5. If some stopping criteria are satisfied, stop.

6. Update the temperature  
k

T
k

Tg
k

T 
1

, 

set 1 kk and go to step 2.

Hybrid of Particle Swarm Optimization and 

Simulated Annealing 

 The basic idea of the hybrid algorithms study in 

this research is simply based on running PSO 

algorithm first and then improving the result by 

employing a simulated annealing. As we know, the 

most significant character of SA is the probabilistic 

jumping property, i.e. probability to accept a worse 

solution to be a new solution.  Therefore, through 

integration of SA to PSO, the proposed algorithm is 

capable of escaping from a local optimum with a fast 

convergence. Based on the PSO and SA 

characteristics, the whole procedure of PSO-SA is 

described as follows: 

1. Initialization:

1a. Randomly initialize the x particles representing 

different combinations of N rain gauge 

placements. 

1b.  Evaluate each particle in the population using 

the fitness function in Eq. (7) and minimum 

fitness function is set as pbest. 

1c. Set all parameters, including 1c  and 2c , maxv , 

initial temperature 0T , cooling rate α. 

2. Repeat this step until the stopping criterion is

satisfied:
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2a. Evaluate velocity and position of each particle 

by Eq. (8) and Eq. (9). 

2b. Calculate the fitness of each particle, x .

2c. Calculate   =    xfxf   and then randomly 

generate a number  1,0 . If 0 , as the 

objective is to minimum, meaning that the new 

position is improved, then the new position is 

accepted as the new position of particle i. 

Otherwise, new position is accepted according 

to the following criterion: k
T

e







 . Proceed to 

step 2d when the velocity of all particles are 

determined, or return to step 2a for those 

particles failing to be accepted. And generate 

new velocities using the same evaluation 

process.  

2d.  Renew each particle to the new velocity and 

position and modify gbest and pbest by simple 

comparison of their fitness values. 

2e. When the evolution process has achieved a 

stopping criterion (or maximum iteration is 

reached), proceed to step 3, otherwise, modify 

the annealing temperature and return to step 2. 

Output the best solution gbest and its fitness 

value. The output is the optimal number and location 

of stations with the minimum estimated variance. 

Optimization Procedure 

The optimization model to determine the optimal 

number and locations of rain gauge can be divided 

into two different scenarios and formulated 

mathematically as below. 

1. The model for optimal number and locations of

the rain gauges:

Minimize 
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2. The model for relocating the rain gauges:

Minimize 
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𝒙𝒋 = {
1,

0,

if a rain gauge is placed at a point 𝑗

otherwise

p  number of rain gauges relocated 

RESULTS AND DISCUSSION 

The variance reduction technique requires an 

appropriate semivariogram model that fitted the 

observed data. Initially, an experimental 

semivariogram from the experimental data is derived. 

Then, a functional semivariogram model is fitted to 

the experimental variogram. The obtained 

semivariogram model has essential information to be 

used in kriging interpolation of observed data. Fitting 

and selection of suitable semivariogram model can be 

accomplished through the variogram modelling 

technique. Once a proper semivariogram model is 

selected for the observed dataset, kriging is applied 

for the generation of interpolated surfaces and the 

estimation of the corresponding kriging error. The 

semivariogram model fitted to the experimental data 

is shown as in table below: 

Table 1 Exponential semivariogram model 

Nugget Sill Range 

0.93917 1.5568 1.05449 

When the semivariogram is successfully fitted to 

the empirical rainfall data, the PSO-SA method is 

applied to find the minimum objective function 

(equation 3) in order to get the optimum number and 

location of rain gauge stations. The optimization 

technique done based on the steps mentioned earlier. 

The results of the optimization process were shown in 

Figure 1 and Table 2. 

Fig. 2 Estimation variance versus number of 

stations  
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Table 2 Estimated variance value with optimal 

number of stations 

No. of 

Iterations 

Number of 

Stations 

Selected 

Estimated 

Variance 

Removed 

Stations 

50 62 0.8608 22 

100 61 0.8607 23 

500 59 0.8604 25 

1000 59 0.8604 25 

The new optimal rain gauge network 

demonstrates that the high density of existing rain 

gauge in Johor has been reduced by removing several 

stations. Fig. 2 depicts that the estimated variance 

value decreased as the number of rain gauges 

increased. This value approach optimal value when 

the optimization process gives the number of optimal 

rain gauge stations. In Table 2, it is shown that the 

optimal number of rain gauge stations is 59 stations 

with estimated variance value 0.8604 is achieved 

when the iterations is more than 500. The locations of 

the 59 selected locations are as shown in Fig. 3 below. 

From Fig. 3, most of the removed stations are 

redundant stations that are unnecessary needed. 

Fig. 3 Optimal locations for 59 selected rain gauge 

stations. 

After the execution of the optimization process, 

two scenarios were considered for the 25 removed 

stations in Table 2. 

 Scenario-1: Optimal positioning of 25 removed

stations to find their new optimal locations.

 Scenario-2: All 84 existing stations were reset into

new optimal locations

For the redesignation purpose of the network, the

whole study area is discretized into 250 square grids 

with each unit equivalent to 100km² (Fig. 4). This is 

in line with the criterion set by the World 

Meteorological Centre [11] which stated that every 

rain gauge in the mountain region of temperate, 

Mediterranean and tropical zone need to be in the area 

of 100-250km² each.  

The PSO-SA algorithm is applied once again to 

determine the optimal rain gauge location for the 

scenario 1 and 2. The humidity, temperature, solar 

radiation, wind speed and elevation data will help the 

algorithm locates suitable locations for the rain 

gauges. 

Fig. 4 Johor with grids 

Table 4 shows the resulted estimated variance for 

both scenarios. For scenario 1, the estimated variance 

value reduces when the removed stations were 

located into new optimal locations. This shows that 

the removed stations were able to improve the 

accuracy of the network by placing it in an optimum 

location. For scenario 2, the estimated variance 

decreases lower than scenario 1 and previous 

estimated variance. This shows that in order to 

achieve an optimal network with the existing stations, 

all stations must be reorganized and relocated into 

new locations. Elevation, temperature, wind speed, 

solar radiation and humidity data has help in 

identifying the optimal locations in the discretized 

Johor and the new locations of the restructured rain 

gauge networks for both scenarios are as shown in 

Fig.5. The PSO-SA algorithm managed to determine 

a new site for each rain gauge stations.  

Table 4 Estimated variance 

Scenario 1 Scenario 2 

Estimated Variance 0.8473 0.7163 

Legend

Retained stations

E Removed stations+ 



SEE - Nagoya, Japan, Nov.12-14, 2018 

25 

(a) Scenario 1 

(b) Scenario 2 

Fig. 5 New optimal locations for 84 rain gauge 

stations 

CONCLUSIONS 

Combination of geostatistics methods and PSO-

SA as an algorithm of optimization can be used as a 

framework for rain gauge network design models as 

it improves the existing rainfall network by 

minimizing the variance of estimation value. Overall, 

this study has illustrated that the geostatistics method 

with PSO-SA annealing can be used as the 

optimization method to provide the solution in 

designing an optimal rain gauges network system. 

This optimal network also is essential in providing 

better rainfall data. This model and methodology can 

provide information that will help decision makers to 

understand the relationship between numbers and 

locations of rain gauge stations in order to provide a 

better and more accurate rainfall data. Further 

researches on the optimization technique are required 

for better results. 
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ABSTRACT 

The effect of crude extracts from Piper spp. on Colletotrichum sp. and Phytophthora sp. causing plant diseases 

were studies in vitro test. The paper disc diffusion method was applied for evaluation the mycelial growth at 0, 

25,000, 50,000 and 100,000 ppm and the spore germination test was implemented for determining the inhibition 

of spore germination at   0, 12,500, 25,000 and 50,000 ppm. The results show that crude extracts at 100,000 ppm 

had the greatest activities compared to others in inhibition of the mycelia growth of Colletotrichum sp. at 35.50% 

with samples no. P18 and P39 and Phytophthora sp. at 50% and 53.33% with samples no. P38 and P8, respectively. 

Moreover, all samples with all concentrations evaluated completely prevented the germination of spores (100%). 

. 

Keywords:  Piper, Plant extract, Plant disease, Botanical fungicides 

INTRODUCTION 

Plant diseases have caused severe losses to 

humans in several ways. They are causing economic 

losses of plant production and reducing the aesthetic 

values of landscape plants. The chemical fungicides 

have been used for more than a hundred years and 

new fungicides continue to be developed for 

controlling plant diseases. However, the side effects 

of fungicides cause risks such as serious hazards to 

environment and humans, including to the 

development of fungicide-resistance in plant 

pathogen. Several researcher have attempted to find 

alternative ways to solve this problems. Currently, the 

search for natural products with novel uses, 

particularly related to plant disease management is 

very active. Aromatic and medicinal plants have 

attracted interests in the field of plant disease control, 

particularly plant extracts with antimicrobial 

properties and contain a spectrum of secondary 

metabolites. The concentration of these bioactive 

compounds in each plant species depends on the 

environmental conditions. 

Piper is a genus of family Piperaceae, with more 

than 2,000 species. These plants distributed mainly in 

tropical and subtropical regions of the world. Some of 

these species are also found in Thailand. They have 

been used for many other purpose such as foods and 

medicines in Thai culture [1], [2]. They are reported 

for potential pharmaceutical or agricultural fungicide 

development. A total of 68 compounds isolated from 

22 Piper species have been reported to possess 

significant antifungal activities. These compounds 

include amides, flavonoids, prenylated benzoic acid 

derivatives, lignans, phenylpropanoids, butenolides, 

and cyclopentenediones. Some of them extraction 

shows antifungal activity against several pathogenic 

fungi [3], [4]. Therefore, the objective of this study 

was to screen the antifungal activity of crude extracts 

from samples of Piper spp. in Thailand against 

Colletotrichum sp. and Phytophthora sp. causing 

plant disease in vitro test. 

MATERIALS AND METHODS 

Plant material 

 The leaves of the plants used in this study were 

collected from wild vegetation in Thailand forests. 

Sixteen samples were processed for extraction. 

Leaves of sample plants were cut into small pieces 

and air dried. The small pieces of dry leaves were 

blended to obtain fine powder and used for crude 

extraction. The crude extracts were collected using 

ethanol extraction process, using vacuum rotary 

evaporator.  

Test plant pathogenic fungi 

 Two plant pathogenic fungi: Colletotrichum sp., 

and Phytophthora sp. were tested for antifungal 

activity. They were respectively isolated from 

infected mango and durian fruits.  

Determination of antifungal activity of crude 

extract  

Mycelial growth test 

Antifungal activity test of the crude extracts (the 
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original plant extracts without separation) were tested 

on mycelial growth by using agar disc diffusion 

method. Sixteen samples of crude extracts at 25,000, 

50,000 and 100,000 ppm were used in this 

experiment. Mycelia discs (5 mm diameter) were 

taken from the peripheral region of 5 day old of 

culture, which grown on PDA plates. Each of the 

mycelia discs was then transferred to the center of the 

PDA and incubated for 2 days at room temperature.  

After incubation, the 20 µl of each crude extract 

solution was loaded on the sterile paper discs (6 mm 

in diameter). Sterilized distilled water were used as a 

control. The plates were then incubated at room 

temperature. Radius of each colony was measured 

and the percentage inhibition of mycelia growth was 

calculated. Each treatment was performed in four 

with a complete randomized design. 

Spore germination test 

The conidia of Colletotrichum sp., and 

sporangium of Phytophthora sp. were obtained from 

a 10 day old culture grown on PDA and V8, 

respectively. The spore suspension were harvested by 

flooding the medium surface with sterilized distilled 

water and adjusted to 1 x 106  spores/ml and using a 

hemacytometer cell counting. Each crude extract 

solution and spore suspension were dropped into 

Eppendrof tube to give a final concentration at 12,500, 

25,000 and 50,000 ppm. The mixture was transferred 

onto water agar. 100 spores were observed for 

germination and recorded using a compound 

microscope at 24 hr.  

RESULTS AND DISCUSSION 

 The results of this study indicate that all Piper 

species ethanol crude extracts could inhibit growth of 

Colletotrichum sp., and Phytophthora sp., which are 

the causative agents of mango and durian diseases in 

Thailand. However, the crude extracts of sample no. 

P18 and P39 at 100,000 ppm gave the highest 

inhibition activity to the mycelial growth of 

Colletotrichum sp. at 35.50%, followed by the sample 

no. P24 at 31.10%. Moreover, it was also found that, 

the crude extracts of sample no. P8 and P38 at 

100,000 ppm showed the highest inhibition activity to 

mycelial growth of Phytophthora sp. at 53.33% and 

50% respectively, followed by the sample P38 at 

50,000 ppm (Table 1). This situation is similar to that 

Piper species have been reported to possess 

significant antifungal activities. Many researchers 

reported that the crude extract from Piper species 

exhibited pronounced antifungal activity against 

phytopathogenic fungi, such as Aspergillus flavus, 

A. fumigatus, A. niger, Rhyzopus sp., Microsporum 

canis, M. gypseum, Trichophyton mentagrophytes, 

T. rubrum, Epidermophyton flocosum, Cryptococcus 

neoformans, Candida albicans, C. tropicalis, 

Colletotrichum capsici, C. acutatum, C. 

gloeosporioides, B. theobromae, and Fusarium 

oxysporum f.sp. cubense [5]-[10].  

Table 1 Effect of crude extracts from 16 samples of 

Piper spp. on the mycerial growth of 

Phytophthora sp. and Colletotrichum sp. 

Sample 

code 

Concentration 

(ppm) 

Mycerial inhibition (%) 
Phytophthora sp. Colletotrichum sp. 

control 0 0.00 V 0.00 V 

mancozeb 100 7.73 R-U 6.60 P-S 

P8 25,000 25.50 D-F 12.20 L-N 

50,000 36.63 BC 17.73 H-K 

100,000 53.33 A 29.97 BC 

P9 25,000 5.50 TU 1.10 UV 

50,000 10.00 P-T 4.40 R-U 

100,000 15.50 K-O 11.10 M-O 

P11 25,000 21.10 F-J 12.20 L-N 

50,000 24.40 D-G 19.97 G-I 

100,000 28.83 D 25.50 DE 

P12 25,000 15.53 K-O 4.40 R-U 

50,000 21.10 F-J 12.20 L-N 

100,000 28.83 D 21.10 F-H 

P14 25,000 7.73 R-U 2.20 T-V 

50,000 11.10 O-S 8.87 N-Q 

100,000 21.10 F-J 23.30 E-G 

P15 25,000 11.10 O-S 8.87 N-Q 

50,000 19.97 G-K 14.40 K-M 

100,000 24.40 D-G 18.83 HIJ 

P16 25,000 6.60 S-U 4.40 R-U 

50,000 11.10 O-S 6.60 P-S 

100,000 17.73 I-M 11.10 M-O 

P17 25,000 8.87 Q-U 3.30 S-V 

50,000 13.30 M-Q 7.73 O-R 

100,000 17.73 I-M 12.20 L-N 

P18 25,000 11.07 O-S 17.73 H-K 

50,000 16.63 J-N 26.63 C-E 

100,000 21.06 F-J 35.50 A 

P22 25,000 15.50 K-O 11.10 M-O 

50,000 21.10 F-J 15.50 J-L 

100,000 26.63 DE 17.73 H-K 

P23 25,000 7.7333 R-U 10.00 N-P 

50,000 11.10 O-S 14.40 K-M 

100,000 18.87 H-L 19.97 G-I 

P24 25,000 13.30 M-Q 11.10 M-O 

50,000 21.10 F-J 16.60 I-K 

100,000 24.40 D-G 31.10 B 

P26 25,000 11.10 O-S 16.60 I-K 

50,000 17.73 I-M 23.30 E-G 

100,000 25.50 D-F 28.83 B-D 

P27 25,000 12.20 N-R 16.63 I-K 

50,000 12.20 N-R 18.83 H-J 

100,000 22.20 E-I 24.40 EF 

P38 25,000 34.40 BC 12.20 L-N 

50,000 41.10 B 18.87 H-J 

100,000 50.00 A 25.50 DE 

P39 25,000 5.50 TU 15.50 J-L 

50,000 7.73 R-U 25.50 DE 

100,000 11.10 O-S 35.50 A 

 Moreover, it was observed that after 24 hr. of 

incubation, all tested those Piper species with all 

tested concentrations could completely prevented the 
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germination of spores in Phytophthora sp. and 

Colletotrichum sp. (Table 2). This results indicated 

that the active compound contained in crude extract 

of Piper species possesses fungicidal activity to kill 

or inhibit the spores of fungi [3]-[4].    

Table 2 Effect of crude extracts from 16 samples of 

Piper spp. on spore germination of 

Phytophthora sp. and Colletotrichum sp. 

Sample 

code 

Concentration 

(ppm) 

Inhibition of spore germination 

(%) 
Phytophthora sp. Colletotrichum sp. 

control 0 0 C 0 B 

mannose 100 68 B 100 A 

P8 12,500 100 A 100 A 

25,000 100 A 100 A 

50,000 100 A 100 A 

P9 12,500 100 A 100 A 

25,000 100 A 100 A 

50,000 100 A 100 A 

P11 12,500 100 A 100 A 

25,000 100 A 100 A 

50,000 100 A 100 A 

P12 12,500 100 A 100 A 

25,000 100 A 100 A 

50,000 100 A 100 A 

P14 12,500 100 A 100 A 

25,000 100 A 100 A 

50,000 100 A 100 A 

P15 12,500 100 A 100 A 

25,000 100 A 100 A 

50,000 100 A 100 A 

P16 12,500 100 A 100 A 

25,000 100 A 100 A 

50,000 100 A 100 A 

P17 12,500 100 A 100 A 

25,000 100 A 100 A 

50,000 100 A 100 A 

P18 12,500 100 A 100 A 

25,000 100 A 100 A 

50,000 100 A 100 A 

P22 12,500 100 A 100 A 

25,000 100 A 100 A 

50,000 100 A 100 A 

P23 12,500 100 A 100 A 

25,000 100 A 100 A 

50,000 100 A 100 A 

P24 12,500 100 A 100 A 

25,000 100 A 100 A 

50,000 100 A 100 A 

P26 12,500 100 A 100 A 

25,000 100 A 100 A 

50,000 100 A 100 A 

P27 12,500 100 A 100 A 

25,000 100 A 100 A 

50,000 100 A 100 A 

P38 12,500 100 A 100 A 

25,000 100 A 100 A 

50,000 100 A 100 A 

P39 12,500 100 A 100 A 

25,000 100 A 100 A 

50,000 100 A 100 A 

CONCLUSION 

In conclusion, the preliminary screening in this 

study indicate that ethanol crude extract of Piper 

species leaves significantly inhibited the mycelial 

growth and spore germination of Colletotrichum sp., 

and Phytophthora sp. There is a great scope in 

studying that Piper are potentially to be develop as a 

natural and effective alternative to synthetic fungicide 

for using in the treatment of plant diseases 

management in the future. However, we will study 

the chemical composition of the bioactive materials 

in Piper species leaves from different location in 

Thailand.    
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ABSTRACT 

Hyaluronic acid (HA) is a biodegradable, high molecular weight polymer and a major component of mucoid 

capsule in bacteria and extracellular matrix (ECM) of vertebrate tissue. Due to its unique characteristics, HA is 

used extensively in medical and cosmetic field. HA was extracted from animal tissues or produced by 

fermentation using native producer of the biopolymer, Streptococcus zooepidemicus. However, due to exotoxins 

production from these sources, HA production by recombinant microorganisms has gained interest. A fragment 

of an approximate size of 1.5kb that encodes the hyaluronan synthase (hasA) gene from S. zooepidemicus ATCC 

39920 was amplified by PCR using the designated primers. The hasA gene was ligated into the plasmid 

pLbADH and cloned into the expression host, Escherichia coli BL21 strain and further identified by miniprep 

and DNA sequencing. Then, genetically engineered E. coli strain BL21 was used for the production of HA by 

fermentation using different glucose concentration in shake flask culture. Varying glucose concentration (10-50 

g/L) was used and carried out at 200 rpm for 7 hours in shaking incubator. Biomass concentration was 

determined using dry cell weight (DCW) method, whereas, colorimetric method was used to determine the 

amount of glucose consumption and HA concentration. Amongst varying glucose concentrations, results showed 

that 50 g/L glucose produced the highest HA concentration (0.074±0.001 g/L) and HA productivity (0.018 g/L.h
-

1
). The use of nutrient rich media containing nitrogen source along with 50 g/L glucose was able to produce the 

highest HA concentration (0.115±0.002 g/L) and HA productivity (0.028 g/L.  h
-1

). 

Keywords: hyaluronic acid, hyaluronan synthase, Streptococcus  zooepidemicus, Escherichia coli 

INTRODUCTION 

Hyaluronic acid (or hyaluronan or HA) is a 

polysaccharide that belongs to glycosaminoglycan 

family and consists of D-glucuronic acid (GlcUA) 

and N-acetylglucosamine (GlcNAc), linked 

alternately by β-1,3 and β-1,4 glycosidic bond [1]. 

HA is a high molecular weight linear 

polysaccharide with the molecular weight ranging 

from 10
4
 to 10

7
 Da [2].  HA is abundantly present 

in the umbilical cord, synovial fluid and vitreous 

humor (eye). Due to its biocompatibility, 

viscoelasticity and hygroscopicity, HA is 

extensively used for the treatment of ulcer and burn 

[3], in ophthalmology, rheumatology and 

dermatology [4]. In conjunction with the properties 

of HA, it is also widely used in cosmetic products, 

medicine and specialty foods. According to Widner 

et al. [5], the market value of HA was estimated to 

be over a billion dollars.  

Previously, HA was extracted from rooster 

comb. According to a study conducted by Rosa et 

al. [6] they concluded that rooster comb was 

composed of about 90% HA, making it suitable for 

extraction. However, use of animal-derived 

biochemical can be risky due to zoonosis and 

unpremeditated infection transfer [3]. Hence, 

currently, HA production from microbial 

fermentation is the commonly used method to meet 

the demands of the market. Since the 1980s, HA 

was produced by fermentation of group C 

Streptococci [7]. However, these microorganisms 

are potential human pathogens, thus making HA 

purification costly. Genetic engineering of 

microorganisms for HA synthesis has allowed HA 

production from non-pathogenic microorganisms 

[8]. HA production is commonly observed in 

Gram-positive bacteria, but by genetic engineering 

of gram negative bacteria such as Escherichia coli, 

synthesis of HA has been possible and they can be 

used as potential host candidate for industrial HA 

production [7]. Scientists have used Generally 

Regarded as Safe (GRAS) microorganisms for HA 

production, such as recombinant Lactococcus lactis 

that produced 0.65 g/L of HA [9], recombinant 

Escherichia coli that produced 0.203 g/L of HA 

[10]. 

 Since the biosynthesis pathway of HA is 

partially similar to cell wall biosynthesis, the 

heterologous expression of hasA gene alone is 
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sufficient to induce production of hyaluronic acid in 

these organisms. The effort of using recombinant 

systems to produce HA started when the 

hyaluronan synthase gene (hasA) encoding for the 

enzyme that polymerizes UDP-GlcNAc and UDP-

GlcUA into hyaluronan was isolated from 

Streptococcus pyogenes [11]. In HA fermentation, 

carbon source plays a vital role as the intermediates 

are shared for both biomass formation and HA 

production [2]. There is limited study on the 

biosynthetic capabilities of recombinant E. coli 

BL21 for the production of HA. Hence, the aim of 

this research study is to clone and express hasA 

gene into E.coli BL21 and use this recombinant E. 

coli strain BL21 as host in order to explore the 

biosynthetic capabilities for HA production in batch 

fermentation using shake flask culture.  

MATERIALS AND METHODS 

Bacteria Strains and Plasmid 

 Streptococcus equi sub sp. zooepidemicus 

(American Type Culture Collection® 39920™) was 

used and stored at -80°C in 50% (v/v) glycerol 

stock, Escherichia coli BL21 was used as the 

recombinant host cell and plasmid pLbADH was 

used. 

Isolation of hasA Gene using PCR Amplification 

from S. zooepidemicus 

 The hasA gene was isolated from S. 

zooepidemicus and amplified by PCR using the 

designed forward (5’ GGG GAA TTC ATG AGA 

ACA TTA AAA AAC CTC 3’) and reverse 

(5’GCC AAG CTT ATT ATA ATA ATT TTT 

TAC GTG TTC CCC 3’) primers, which named 

HasA_01F and HasA_01R, respectively. With the 

bacteria S. zooepidemicus used as the template, 

polymerase chain reaction (PCR) was performed 

with KOD Hot Start DNA polymerase in a thermal 

cycler using the following program: 1 cycle at 95°C 

for 3 minutes, 30 cycles of 95°C for 15 seconds, 

60°C for 30 seconds, 72°C for 90 seconds and 1 

cycle of 72°C for 5 minutes. 5μL of PCR product 

was taken to perform gel electrophoresis, and the 

remaining were stored in the freezer at -20°C until 

use. 

Preparation of Competent E.coli Cell 

 A single E. coli bacteria colony from an 

overnight bacteria culture was transferred into a 

50mL falcon tube with 50mL of LB broth. The 

culture was incubated in a growth incubator at 37°C 

for about 4 hours. The growth of the culture was 

monitored after 2 hours. The OD600 of the culture 

was until the reading of cell OD600 reach 0.35. The 

bacteria culture was put on ice for 10 minutes to 

cool down to 0°C. 

 The E. coli cells were recovered by 

centrifugation at 4100 rpm for 10 minutes at 4°C. 

The medium was separated and removed 

completely from the cell pellets. The pellets were 

then resuspended in 30 mL of ice-cold MgCl2-

CaCl2 solution by gently swirling. The cells were 

centrifuged again at 4100 rpm for 10 minutes at 

4°C and separated it from medium. The pellet was 

then added with ice-cold 0.1M CaCl2 solution and 

resuspended by gently swirling. The competent E. 

coli cells culture was then aliquoted into 1.5mL 

microcentrifuge tubes with 100 µL of culture in 

each tube.  

Cloning of hasA Gene into Bacteria Expression 

Vector (pLbADH) 

 The PCR product obtained from hasA gene and 

the plasmid pLbADH were digested separately with 

FastDigest enzyme EcoRI and HindIII in an 

incubator at 37°C for 1 hour. The tubes were then 

put on a rack in an 80°C water bath for 20 minutes 

to heat inactivate the enzyme.  

 Both digestion products were transferred to a 

same 0.5mL microcentrifuge tube for ligation using 

T4 DNA ligase enzyme. The ligation takes place in 

a thermal cycler at 22°C for overnight. The ligation 

product was then used for transformation. 

Transformation of Recombinant E. coli Bacteria 

 Five µL of the ligation product were transferred 

into the tube containing the competent cells. The 

contents of the cells were mixed by swirling gently. 

The tubes were rested on ice for 30 minutes before 

the heat shock step. The tubes were then put on a 

rack in a pre-heated 42°C water bath for exactly 90 

seconds. The tubes were immediately transferred 

back to the ice for 5 minutes. 900 mL of LB broth 

was added into the tubes, and placed in a shaking 

incubator at 37°C, 200rpm for an hour. 

 The tubes were centrifuged at 5000 rpm for 5 

minutes. 900 mL of medium was removed by 

pipetting. The remaining medium was resuspended 

with the cell pellets, and transferred onto a LB agar 

plate with ampicillin. Spread plate was applied and 

incubated in a 37°C incubator for 12 to 16 hours.  

PCR Screening for Positive Transformant 

 All the colonies grown on the LB agar plates 

were collected and screened with PCR using the 

following program: 1 cycle at 95°C for 3 minutes, 

30 cycles of 95°C for 15 seconds, 60°C for 30 

seconds, 72°C for 90 seconds and 1 cycle of 72°C 

for 5 minutes. HasA_01F and HasA¬_01R were 

used as primer in selection of positive transformant. 
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PCR products were performed with gel 

electrophoresis and gel documentation allowed the 

comparison of base pairs with the original hasA 

gene to be made. PCR products that showed 

difference were discarded, while the colonies 

containing the hasA gene were subcultured for HA 

analysis. 

Medium and Fermentation 

The cells were grown at 37
o
C with 200 rev/min 

shaking speed for 5 h in the LB broth (as an 

inoculum) supplemented with 100 mg/ml of 

ampicillin. The fermentation medium contained 

two different types of components; one is LB and 

glucose (10-50 g/L) only; one is nutrient rich 

medium which consisted of (in g/L) glucose 50, 

tryptone 15, yeast extract 5, KH2PO4 2, K2HPO4 2, 

MgSO4.7H2O 0.5. The culture medium was 

sterilized at 121
o
C for 15 min. The glucose and 

MgSO4.7H2O were autoclaved separately. The 

ampicillin was sterilized by filtration using 0.45 µm 

nylon syringe membrane filter.  Fermentations were 

carried out in duplicates and the mean value of each 

experiment was obtained.  

To investigate the effect of glucose 

concentrations (10 – 50 g/L) for HA biosynthesis 

by the recombinant E. coli strain, experiments were 

carried out using a 500 mL Erlenmeyer flask. The 

flask cultures were incubated in rotary shaker at 

200 rev/min with different glucose concentrations. 

To initiate the fermentation, 1 loop of colony 

culture was transferred to 50 mL of LB inoculum 

medium for 5 hours at pH 7,  and 10 % (v/v) of 

inoculum was inoculated into the 500 mL shake 

flask containing 180 mL of the production medium 

and run for another 7 hours at initial pH 7, 37
o
C. 

Inducer of 0.5 mM isopropyl β-D-1-

thiogalactopyranoside (IPTG) was added to induce 

the expression of hasA genes when OD600 reached 

about 0.6.  

Analytical Methods 

All samples were withdrawn at regular time 

intervals for analysis of cell, HA and glucose 

concentration. Cell growth was observed by 

measuring the optical density of the culture broth at 

600 nm using a spectrophotometer. Correlation 

between the dry cell weight (DCW) and OD was 

estimated from several batch experiments using the 

equation: DCW (g/L) = 2.2511 x OD 

The supernatants were used for HA and 

reducing sugar determination. After the removal of 

the cell pellet for cell growth determination, two 

volumes of ethanol were added to one volume of 

the supernatant in a 15 ml centrifuge tube and the 

solution was refrigerated at 4°C for 1 h to 

precipitate HA. The precipitate was re-dissolved in 

1 ml of 0.15 mol/L of NaCl solution and 

centrifuged at 3,000 x g for 20 min; then was re-

dissolved with a 2 to 3-fold volume of distilled 

water. The HA concentration was determined using 

the carbazole method [12] and the optical density 

was measured at 530 nm. The HA concentration 

was calculated using a standard curve prepared at 

different concentrations of HA standards (Sigma-

Aldrich, Malaysia). For reducing sugar 

concentration, 3,5-dinitrosalicylic acid (DNS) 

method was used [13]. 

RESULTS AND DISCUSSIONS 

Cloning of hasA gene from S. zooepidemicus 

The hasA gene from S. zooepidemicus was 

successfully amplified by PCR and cloned into the 

plasmid pLbADH as shown in Fig. 1 with ProTAC 

promoter (constitutive promoter). There was 

several plasmid constructed along with different 

promoters to transformed hasA gene into other 

recombinant hosts.  Jeong, Shim & Kim [14] 

utilized two types of plasmid, pAO815 and 

pGAPZB which have an inducible promoter (AOX) 

and a constitutive promoter (GAP), respectively. 

Their study use the vector with constitutive 

promoters to accumulate of both sugar precursors 

of HA in the cell, then activate the inducible 

promoter preceding the hasA gene, leading to an 

increased production and higher MW of HA. 

Plasmid Rearrangement in Transformed 

Recombinant E. coli 

 PCR analysis on initial culture of recombinant 

E. coli colony showed that hasA gene is 

successfully cloned and transformed into E. coli 

BL21 (Fig. 1). Interestingly, no hasA gene was 

detected in second subculture of recombinant E. 

coli. In addition, restriction enzyme analysis carried 

out on the recombinant hasA plasmid isolated from 

second subculture showed multiple bands with 

different MW (data not shown). To confirm 

whether the unidentified extra bands are from 

contamination or due to the rearrangement of 

recombinant hasA plasmid, the miniprep products 

were digested separately using different 

combination of restriction enzymes to evaluate the 

plasmid size. Further restriction analysis on isolated 

plasmid DNA confirmed that the recombinant hasA 

plasmid was rearranged. A cloned plasmid will be 

more prone to be selected against by the host cell, 

either by deletion or rearrangement when the 

plasmid size is too large [15]. 
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Fig. 1 Screening for positive transformant. Lane 1: 

1kb plus DNA ladder; Lane 2: positive control of 

hasA gene; lane 3-5: Sample 1-3. 

This is further supported by the evidence that 

further analysis with carbazole method showed the 

presence of HA produced by the recombinant E. 

coli, and the ability of the bacteria to propagate 

under selection of 100mg/mL ampicillin.  

Effect of Different Glucose Concentrations on 

HA Production by Recombinant E. coli BL21 

Based on the kinetic parameter values (Table 1), 

highest biomass concentration (Xm) and highest HA 

concentration (Pm) was 3.031±0.004 g/L and 

0.074±0.001 g/L respectively, both achieved at 50 

g/L glucose concentration.  However, lowest Xm 

and Pm was 2.161±0.002 g/L and 0.018±0.013 g/L 

respectively, both achieved with control. This is in 

accordance to our expected results, as the bacteria 

requires carbon source for cell growth and HA 

production. In control, there was no glucose 

present, so there was insufficient precursor for HA 

production. However, as glucose concentration 

increased, the precursors, GlcUA and GlcNAc were 

made and HA concentration increased.  According 

to a study conducted by Don & Shoparwe [1] 

highest HA concentration of 0.589 g/L was 

achieved at 50 g/L glucose concentration. However, 

in their experiment, when glucose concentration 

was increased to 60 g/L, HA concentration 

decreased.  

Highest cell yield coefficient (YX/S) was 

achieved at 20 g/L glucose concentration. This 

result suggests that highest YX/S does not mean 

highest productivity. The result matches with an 

experiment conducted by Holmstrom & Ricica 

[16], which also proposed that highest yield of cell 

does not necessarily mean highest HA production. 

At 50 g/L, the YX/S value was the least, 0.313 g cell/ 

g substrate, suggesting that less cells were produced 

per gram of glucose. It is suggested that glucose 

concentration above 50 g/L glucose concentration 

causes reduction in water activity which may lead 

to growth inhibition. Glucose is a monosaccharide 

and hence its’ osmotic pressure will be higher, so 

microorganisms will detect the changes in osmotic 

pressure and alter their metabolic pathway [17]. 

Ding & Tan [18] also stated that high initial glucose 

concentration in batch fermentation method can 

cause low cell mass due to substrate inhibition. 

At 50 g/L, product yield per substrate produced 

(YP/S) and maximum productivity (Pr) had 

maximum values of 0.004 g HA/g cell and 0.018 g 

HA/L.h
-1

 respectively. At 40 g/L, YP/S was 0.003 g

HA/ g cell and at 50 g/L, YP/S was 0.004 g HA/g 

cell suggesting that glucose was more efficiently 

consumed at 50 g/L. Values for product yield per 

biomass produced (YP/X) increased with increase in 

glucose concentration, reaching a maximum value 

of 0.010 g HA/g cell at 50 g/L glucose 

concentration. This suggested that as the number of 

cells increased, the amount of HA production also 

increased. Hence, the results showed that HA 

fermentation by recombinant E. coli BL21 is highly 

growth associated as shown in Fig. 2. However, 

studies conducted by Huang et al. [19] suggested 

that HA production was delayed-growth associated 

which was in accordance to several other reports. 

       At 50 g/L, YX/S was least and YP/S was highest, 

suggesting glucose was mainly used for HA 

production. Precursors such as glucose-1-

phosphate, UDP-glucose and UDP-N-

acetylglucosamine are shared in HA synthesis and 

cell growth. Hence, competition between these two 

pathways exist to consume the same precursors. In 

addition, competition for carbon flux exists 

between HA synthesis and glycolysis [2]. 

Metabolites such as glucose-6-phosphate and 

fructose-6-phosphate are consumed by 

hexomonophosphate shunt and glycolysis, 

respectively. Hence, there is strong competition for 

metabolites between HA production and cell 

growth [20]. HA production is an energy intensive 

process and total of 4 mol ATP is required for 

production of 1 mol of repeating unit of HA 

disaccharide. Hence, in order to balance between 

biomass and HA production, maintenance of 

metabolic balance is important as well [21].  

Izawa et al [21] suggested that use of aerobic 

bacteria for HA production can cause increase in 

viscosity of the culture broth, inhibiting the 

transport of nutrients and gas. However, it has been 

found that aeration can improve the yield of HA 

compared to corresponding anaerobic culture. But 

Mausolf et al. [22] suggested that under aerobic 

conditions, degradation of HA can take place due to 

the presence of oxygen-derived free radicals.
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Fig. 2 Graph of mean biomass and HA concentration (g/L) by recombinant E. coli BL21 in shake flask culture 

using 50 g/L glucose. All concentrations were represented as the mean value of duplicated results from 

independent fermentation. ( ■) HA (♦) Biomass 

Table 1 Kinetic parameter values of HA production by recombinant E. coli BL21 using different glucose 

concentrations 

Kinetic 

parameters 

Glucose concentration (g/L) 

10 20 30 40 50 

Xm (g cell /L) 2.501±0.010 2.602±0.011 2.656±0.002 2.879±0.004 3.031±0.004 

Pm (g HA/L) 0.026
b
±0.001 0.029

c
±0.0001 0.037

d
±0.0001 0.057e±0.003

e
 0.074±0.001

f
 

S (g 

glucose/L) 

5.260 6.396 6.476 8.686 11.341 

µm (h
-1

) 0.500 0.520 0.531 0.575 0.606 

YX/S (g cell/g 

substrate) 

0.669 0.682 0.415 0.446 0.313 

YP/S (g HA/g 

substrate) 

0.001 0.001 0.001 0.003 0.004 

YP/X (g HA/g 

cell) 

0.002 0.002 0.004 0.005 0.010 

Pr (g HA/L.h
-

1
) 

0.006 0.007 0.009 0.014 0.018 

Legend: (Xm) maximum biomass concentration; (Pm) maximum HA concentration; (S) consumed substrate 

concentration; (µm) maximum specific growth rate; (YX/S) cell yield coefficient; (YP/S) product yield coefficient; 

(YP/X) product yield per biomass produced; (Pr) maximum productivity. All results are expressed as means ± 

standard deviation of means; Values are means of duplicates from two separate runs (n = 2). p-value for average 

HA concentration in accordance to glucose concentration was obtained using two way ANOVA statistical 

analysis (α=0.05). 
a b c d e f 

 :Values with different lowercase superscript are significantly different. 

Effect of Nutrient Rich Media on HA 

fermentation by Recombinant E.coli BL21 

The use of nutrient rich media for HA production 

yielded higher biomass concentration and HA 

concentration when compared to use of glucose 

alone. As shown in Table 2, maximum biomass 

concentration (Xm) was 3.280±0.108 g/L when 50 

g/L glucose along with nutrient rich media was used. 

However, when only 50 g/L glucose was used, the 

biomass concentration was 3.031±0.004 g/L. Studies 

by other researchers were conducted with constant 
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glucose concentration and varying yeast extract 

concentration (as nitrogen source). The results 

supported our results, suggesting that presence of 

organic nitrogen source improves the microorganism 

growth, with maximum cell growth when C: N ratio 

is 2:1 [23]. The increase in biomass concentration is 

because yeast extract is a good substrate for many 

microorganisms as it contains important components 

such as amino acid, peptide, water-soluble vitamins 

and carbon source which are required for growth and 

metabolism. With nutrient rich media, 

maximum HA concentration (Pm) was 0.115±0.002 g 

HA/ L, whereas with 50 g/L glucose concentration it 

was only 0.074±0.001 g HA/L. This might have 

been due to availability of amino acid and B-

vitamins provided by organic nitrogen source, yeast 

extract and tryptone. Additionally, presence of these 

organic nitrogen source provides large portion of 

carbon for the growth and production of cells [24]. 

The specific growth rate (µm) was slightly higher at 

50 g/L glucose concentration. This can be explained 

by the cell yield coefficient (YX/S) which is also 

higher for 50 g/L glucose concentration, which 

suggests that more cells are produced per substrate 

consumed at 50 g/L. In nutrient rich media, more of 

the metabolised carbon source might have been used 

for HA production, as a result slightly lower specific 

growth rate was achieved. The product yield 

coefficient (YP/S) and product yield per biomass 

coefficient (YP/S) was higher with nutrient rich 

media containing 50 g/L glucose. The productivity is 

also higher in nutrient rich media, with a value of 

0.028 g HA/ L.h
-1

 which is in accordance to results 

obtained by other researchers which suggests that 

presence of nitrogen source increases the production 

of HA [24].  

According to Aroskar, Kamat & Kamat [25], the 

overall HA production is dependent on the nitrogen 

sources present in the fermentation media. However, 

there is limited information about the consequence 

of medium carbon-to-nitrogen (C/N) ratios which 

will cause an effect on the metabolic flux [23]. 

Studies show that presence of potassium dihydrogen 

phosphate (KH2PO4) and magnesium sulphate 

heptahydrate (MgSO4.7H2O) also contribute to 

increase in biomass and HA productivity [25]. 

Hence, the presence of these substances in nutrient 

rich media may have also contributed to higher 

biomass and HA concentration.   

CONCLUSION 

The hasA gene was cloned from S. zooepidemicus 

and successfully expressed   in recombinant E.coli  

BL21 cells. 50 g/L glucose concentration along with 

nitrogen source such as yeast and tryptone is the 

preferred combination to produce the highest 

concentration of HA through fermentation by 

recombinant E. coli BL21 using shake flask culture. 

The results obtained from this study showed that 

amongst the range of glucose concentration used 

from 10-50 g/L, 50 g/L glucose produced highest 

concentration of HA of 0.074±0.001 g/L at 4
th

 hour 

of fermentation in shake flask culture. Comparison 

between HA production in media consisting of only 

glucose and nutrient rich media containing glucose 

showed that higher HA production was achieved in 

nutrient rich media with HA concentration of 

0.115±0.002 g/L. The findings can be used to further 

optimize HA production by varying other parameters 

such as nitrogen source, agitation rate and aeration 

rate before upscaling the process. 

Table 2 Kinetic parameter values of HA production 

by recombinant E. coli BL21 using different media  

Legend: (Xm) maximum biomass concentration; 

(Pm) maximum HA concentration; (S) consumed 

substrate concentration; (µm) maximum specific 

growth rate; (YX/S) cell yield coefficient; (YP/S) 

product yield coefficient; (YP/X) product yield per 

biomass produced; (Pr) maximum productivity. All 

results are expressed as means ± standard deviation 

of means; Values are means of duplicates from two 

separate runs (n = 2). p-value was obtained using 

two-way ANOVA statistical analysis(α=0.05). 

ACKNOWLEDGEMENTS 

This work was financially supported by Emerging 

Research Funding Scheme funded by Taylor’s 

University Lakeside Campus. 

REFERENCES 

[1] Don, M.M., and Shoparwe, N.F., Kinetics of 

Hyaluronic Acid Production by Streptococcus 

zooepidemicus Considering the Effect of 

Glucose. Biochemical Engineering Journal, Vol. 

49, Issue 1, 2010,  pp. 95-103.  

Kinetic 

parameters 

Glucose concentration (g/L) 

50 without 

nutrient rich 

components 

50 & 

Nutrient 

Rich Media 

Xm (g cell /L) 3.031±0.004 3.280±0.108 

Pm (g HA/L) 0.074±0.001 0.115±0.002 

S (g glucose/L) 11.341 13.126 

µm (h
-1

) 0.606 0.546 

YX/S (g cell/g 

substrate) 

0.313 0.259 

YP/S (g HA/g 

substrate) 

0.004 0.006 

YP/X (g HA/g 

cell) 

0.010 0.0195 

Pr (g HA/L.h
-1

) 0.018 0.0287 



SEE - Nagoya, Japan Nov.12-14, 2018 

36 

[2] Liu, L., Liu, Y., Li, J., Du, G., and Chen, 

Microbial Production of Hyaluronic Acid: 

Current State, Challenges, and Perspectives. 

Microbial Cell Factories, Vol. 10, Issue 1, 2011, 

pp. 99. 

[3] Chong, B.F., Blank, L.M., Mclaughlin, R., and 

Nielsel, L.K., Microbial Hyaluronic Acid 

Production. Applied Microbial Biotechnology, 
Vol. 66, 2005, pp. 341-351. 

[4] Weindl, G., Schaller, M., Schafer-Korting, M., 

and Korting, H.C., Hyaluronic Acid in the 

Treatment and Prevention of Skin Diseases: 

Molecular Biological, Pharmaceutical and 

Clinical Aspects. Skin Pharmacology and 

Physiology, Vol. 17, Issue 5, 2004, pp. 207-213. 

[5] Widner, B., Behr, R., Dollen, S.V., Tang, M., 

Heu, T., Sloma, A., Sternberg, D., DeAngelis, 

P.L., Weigl, P.H., and Brown, S., Hyaluronic 

Acid Production in Bacillus subtilis. 

Applied and Environmental Microbiology, Vol. 

71, Issue 7, 2005, pp. 3747-3752. 

[6] Rosa, C.S., Tovar, A.F., Mourao, P., Pereira, R., 

Barreto, P., and Beirao, L.H., Purification and 

Characterization of Hyaluronic Acid from 

Chicken Combs. Ciencia Rural, Vol. 42, Issue 9, 

2012, pp. 1682-1687. 

[7] Yamada, T., and Kawasaki, T., Microbial 

Synthesis of Hyaluronan and Chitin. Journal of 

Bioscience and Bioengineering, Vol. 99, Issue. 

6, 2005, pp. 521-528. 

[8] de Oliveira, J.D., Carvalho, L.S., Gomes, 

A.M.V., Queiroz, L.R., Magalhaes, M.S. and 

Parachin, N.S., Genetic Basis for Hyper 

Production of Hyaluronic Acid in Natural and 

Engineered Microorganisms. Microbial Cell 

Factories, Vol. 15, Issue 119. 2016. 

[9] Chien, L.J., and Lee, C.K., Hyaluronic Acid 

Production by Recombinant Lactococcus  lactis. 

Applied Microbial Biotechnology, Vol. 77, 

Issue 2, 2007, pp. 339-346. 

[10] Yu, H., and Stephanopoulos, G., Metabolic 

Engineering of Escherichia coli for 

Biosynthesis of Hyaluronic Acid. Metabolic 

Engineering, Vol. 10, Issue 1, 2008, pp. 24-32. 

[11] DeAngelis, P.L., Molecular Directionality of 

Polysaccharide Polymerization by the 

Pasteurella multocida Hyaluronan Synthase. 

The Journal of Biological Chemistry, Vol. 274, 

Issue 37, 1999, pp. 26557-26562. 

[12] Bitter, T., and Muir, H.M., A Modified Uronic 

Acid Carbazole Reaction. Analytica 

Biochemistry, Vol. 4, Issue 4, 1962, pp. 330-

334. 

[13] Miller, G.L., Use of Dinitrosalicylic Acid 

Reagent for Determination of Reducing Sugars. 

Analytical Chemistry, Vol. 31, 1959, pp. 426-

428. 

[14] Jeong, E., Shim, W.Y., and Kim, J.H., 

Metabolic Engineering of Pichia pastoris for 

Production of Hyaluronic Acid with High 

Molecular Weight. Journal of Biotechnology, 

Vol. 185, 2014, pp.28-36. 

[15] Al-Allaf, F.A., Tolmachov, O.E., Zambetti, L.P, 

Tchetchelnitski, V., and Mehmet, H., 

Remarkable Stability of an Instability-prone 

Lentiviral Vector Plasmid in Escherichia coli 

Stbl3. 3 Biotech, Vol. 3, 2013, pp. 61-67. 

[16] Holmstrom, B., and Ricica, J., Production of 

Hyaluronic Acid by a Streptococcal Strain in 

Batch Culture. Applied Microbiology, Vol. 15, 

Issue 6, 1967, pp. 1409-1413. 

[17] Don, M.M. Kinetics of Hydrogen Peroxide 

Formation and its Relation to Hyaluronic Acid 

Production by Streptococcus zooepidemicus 

Hyaluronic acid. Universiti Malaya, 2006. 

[18] Ding, S., and Tan, T. L-Lactic acid production 

by Lactobacillus casei Fermentation Using 

Different Fed-batch Feeding Strategies. Process 

Biochemistry, Vol. 41, Issue 6, 2006, pp. 1451-

1454. 

[19] Huang, W.C., Chen, S.J., and Chen, T.L., 

Modelling the Microbial Production of 

Hyaluronic Acid. Journal of the Chinese 

Institute of Chemical Engineers, Vol. 38, 2007, 

pp. 355-359. 

[20] Lai, Z.W., Rahim, R.A., Ariff, A., and 

Mohamad, R., Comparison of Hyaluronic Acid 

Biosynthesis by the Recombinant Escherichia 

coli strains in Different Mode of   Bioreactor 

Operation. Journal of Microbiology, 

Biotechnology and Food Sciences, Vol. 6, Issue 

3, 2016, pp. 905-910. 

[21] Izawa, M., Serata, M., Sone, T., Omasa, T., and 

Ohtake, H., Hyaluronic Acid Production by 

Recombinant Streptococcus thermophiles. 

Journal of Bioscience and Bioengineering, Vol. 

111, no. 6, 2011, pp. 665-670. 

[22] Mausolf, A., Jungmann, J., Robenek, H., and 

Prehm, P., Shedding of Hyaluronate Synthase 

from Streptococci. Biochemical Journal, Vol. 

267, no. 1, 1990, pp. 191-196. 

[23] Chen, S.J., Chen, J.L., Huang, W.C., and Chen, 

H.L., Fermentation Process  Development of 

Hyaluronic Acid Production by Streptococcus 

zooepidemicus ATCC 39920. Korean Journal of 

Chemical Engineering, Vol. 26, Issue 2, 2009, 

pp. 428-432. 

[24] Pan, N.C., Marques, R., Pereira, H.C.B., 

Vignoli, J.A., and Celligoi, MAPC. ‘Effects of 

Different Nitrogen Sources on the Production of 

Hyaluronic Acid by Streptococcus. BMC 

Proceedings, Vol. 8, Issue 4, 2014, pp. 204. 

[25] Aroskar, V. J., Kamat, S.D., and Kamat, D.V., 

Effect of Various Physical Parameters and  

Statistical Medium Optimization on Production 

of Hyaluronic Acid Using S. equi subsp. 

zooepidemicus ATCC 39920. IIOAB Letters, 

Vol. 2, no. 1, 2012, pp. 7-15. 



SEE - Nagoya, Japan Nov.12-14, 2018 

37 



38 

4th Int. Conf.  on Science, Engineering & Environment (SEE), 
Nagoya, Japan, Nov.12-14, 2018, ISBN: 978-4-909106018 C3051 

THE UTILIZATION OF THE MITOCHONDRIAL COI AND THE 
NUCLEAR HISTONE H3 GENES FOR DNA BARCODING STUDY 
OF INTERTIDAL SHELLED GASTROPODS FROM NADA COAST 

IN WAKAYAMA PREFECTURE, JAPAN 

Nagisa Nakaji1, Shoma Iwamoto1, Shinnosuke Teruya2, Masataka Kusube1, Akira Kosaka4, 
Takenori Sasaki3, Davin H. E. Setiamarga1,3,* 

1 National Institute of Technology, Wakayama College, Gobo, Wakayama, Japan 
2 Okinawa Prefectural Deep Sea Water Research Center, Kumejima, Okinawa, Japan 

3 The University Museum, The University of Tokyo, Bunkyo, -ku, Tokyo, Japan 4 
4 Wakayama Prefectural Museum of Natural History, Kainan, Wakayama, Japan 

† Equal contributions (Co-first Authors) 
* Corresponding Author / Senior Author (email: davin@wakayama-nct.ac.jp)

ABSTRACT 

DNA Barcoding, especially when coupled with Environmental DNA (eDNA), has been acknowledged 
as a powerful method for biodiversity monitoring due to its minimal invasiveness and relatively high 
accuracy. However, this method depends heavily on the availability of useful DNA markers and a reliable 
reference DNA data base. Although the coasts of Wakayama Prefecture are known to be among the most 
biologically diverse coastal areas of Japan and thus have a rich assemblage of shelled gastropods, very little 
molecular-based biodiversity studies have been conducted in the area. In this paper, we report the result of 
our study to provide a reliable reference DNA data of the mitochondrial gene COI and the nuclear gene 
Histone H3, for the shelled gastropods of the intertidal area of the Nada Coast in central Wakayama. In 
order to do so, we collected up to five individuals of nine species of shelled gastropods from the intertidal 
rocky beach. Samples were identified morphologically and then vouchered at the University Museum of 
the University of Tokyo. PCR and sequencings were conducted using previously reported Histone H3 and 
COI primers. We also found that the Histone H3 of most of our target species are not available on Genbank. 
Sequence comparisons and phylogenetic analyses indicated that the both genes have enough substitutions 
to differentiate species. Our result thus contributed to the building of a set of reference DNA sequences for 
future DNA-based environment and biodiversity monitoring. 

Keywords: DNA Barcoding, Gastropoda, Monitoring, Intertidal 

INTRODUCTION 

 Recent development in sequencing technology 
has made DNA Barcoding a powerful and practical 
method for taxonomic identification of samples 
collected from the field, due to its relatively high 
accuracy [1]. DNA barcoding, which can be 
defined as "Identification of organism samples by 
interrogating query samples against data base-
registered DNA data of taxonomically identified 
samples", depends heavily on the availability of 
useful DNA markers and a reliable reference DNA 
data base. 

 However, the lacks of reliable databases, 
including those of DNA, have been a problem. For 
example, Troudet et al [2] has reported biases in 
taxon sample representatives in the Global 
Biodiversity Information Facility (GBIF) database. 
They found that while popular vertebrate taxa such 
as bird and mammals were over-represented, data 
for all major invertebrate lineages, such as 
gastropods and arthropods, were poorly 
represented. 

Marine gastropods and other mollusks have 
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been known to be sensitive to environmental 
changes [3, 4]. Meanwhile, with an estimated 
number of extant species to be ca. 32,000-40,000, 
intertidal shelled marine Gastropod is a mollusk 
taxon with high biodiversity. Members of this 
group are distributed widely around the coastal 
area around the world. Accordingly, this group is a 
useful model taxon for the assessment of the 
impacts of environmental changes, at both the 
global and local scales. 
 The coasts of Wakayama Prefecture, including 
the Nada Coast in central Wakayama, are known to 
be among the most biologically diverse coastal 
areas of Japan [5, 6], and thus have a rich 
assemblage of shelled gastropods. However, 
although many ecological and species observation 
studies have been reported (e.g. [7] [8]), very little 
molecular-based biodiversity studies have been 
conducted in the area. 
 In this study, we report the result of our DNA 
Barcoding study on the shelled gastropods of the 
intertidal area of the Nada Coast in central 
Wakayama, using the mitochondrial gene COI and 
the nuclear gene Histone H3 (H3). We aimed to test 
the usefulness of these two gene markers, and to 
provide reliable sequence data linked to vouchered 
museum samples, for intertidal shelled gastropods 
barcoding studies. 
 
 
MATERIALS AND METHODS 
 
Taxon sampling 

 41 individuals of shelled gastropods from nine 
species were collected from the rocky intertidal 
area of the Nada Coast in central Wakayama. 
(Table 1, Fig. 1). Samples were identified 
morphologically based on current taxonomical 
classification [9] and then preserved in 95% 
ethanol and vouchered at the University Museum 
of the University of Tokyo. 
 
DNA extraction and amplification 
 Pieces of muscle tissue (ca. 0.25 mg) were 
excised from samples. DNA was extracted using 
standard CTAB-phenol-chloroform method. The 
mitochondrial cytochrome c oxidase I (COI) gene 
was amplified using LCO1490 and HCO2198 [10] 
and LCO mod_Kano2008 and HCO mod_Kano 
2008 [11]. Primer pairs H3aF’ and H3aR [12] were 
used for the nuclear Histone H3 gene. PCR 
reactions were then conducted at the annealing 
temperatures of 45° and 50°, respectively. PCR 
products were visualized on a 0.7% agarose gel. 
Sanger sequencings of successful PCR products 
were performed by FASMAC (Japan). 
 We confirmed our sequence data using BLAST 
on NCBI optimized for highly similar sequences 
setting (megablast). When we obtained no hit, we 
researched using the somewhat similar sequences 
setting (blastn). 
 Sequences were aligned using MAFFT version 7 
[13]. we used the online version of Gblocks 0.91b 
to remove ambiguously aligned positions with the 
least stringent settings [14]. We used Mesquite 
version 3.40 [15] for sequence visualizations.  

Figure1.  Target species of this study. A: Eurytrochus cognatus, B: Turbo stenogyrus, C: Reishia 
clavigena D: Chlorostoma xanthostigma, E: Omphalius nigerrimus, F: Japeuthria ferrea, G: Patelloida 
saccharina lanx, H: Nipponacmea fuscoviridis, I: Siphonaria sirius, J: Siphonaria japonica. 
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Outgroup bivalves were selected based on the 
availability of gene sequence data. We used 
sequences of Crassostrea gigas (Genbank: 
AB904889) and Pinctada fucata [16] (Genbank: 
GQ355871) for COI. The out groups for H3 were 
C. gigas [17] (Genbank: HQ809488) and P. fusca 
(Genbank: HQ329300) [18]. 
 We made five datasets for phylogenetic analyses: 
Dataset A: COI sequences; Dataset B: COI 
sequence with the 3rd codon removed; Dataset C: 
Histone H3 sequences, D: concatenated A and C 
dataset, E: concatenated B and C dataset. The 
outgroup sequences C. gigas and P. fusca were 
chimeric on D and E datasets. 
 Phylogenetic tree of A-E datasets were 
constructed by two inference methods: the 
Maximum Likelihood (ML) analysis using 
RaxmlGUI v.1.5 on the GTR-GAMMMA 
substitution model, with 1000 bootstrap 
replications [19], and Neighbor-joining (NJ) 
analysis using MEGA 7 with the partial deletion 
option and the Maximum Composite Likelihood 
model, also with 1000 bootstrap replications [20]. 
 
 
RESULTS 
 
Sequencing results and GenBank availability 
 Using various primers mentioned previously, we 
succeeded in amplifying both genes of all samples. 
We obtained 700 bases for COI, and 313 bases for 
Histone H3. After sequence editing, alignment, 
and removals ambiguously aligned regions, we 
obtained 607 positions for COI and 269 positions 
for Histone H3. When the 3rd codon positions were 
omitted on COI, 406 positions were left.   
 All BLAST searches of the obtained COI and 
H3 sequences using megablast of blastn on the nr 
databases, hit gastropod sequences of the same 
families, and, if reference sequence data were 
available, genera and species (Table1). In COI, 
reference sequences for nine species were 
available in Genbank database. The one species hit 
a congeneric sequence. Meanwhile, for the H3, 
only the reference sequence of one species was 
available. six species hit at the genus level, while 
three species hit only at the family level.  
 
Phylogenetic analysis 
 Phylogenetic analyses on the datasets A (only 
COI), C (only H3), and concatenated datasets (D 
and E) showed well supported trees (Fig2, Fig3). 
All species were monophyletic in the COI trees, 
but Chlorostoma xanthostigma and Omphalius 

nigerrimus were not monophyletic in the H3 trees.           
 The topologies of the COI and H3 gene trees 
were different (Fig. 2). At the family level, the 
topologies of both gene trees disagree with 
morphology-based systematics by Sasaki [21]. For 
example, Siphonaria (Pulmonata) was not 
included in Neogastropoda, in both gene trees. 
 On the other hand, ML and NJ analyses on the 
concatenated datasets resulted in trees with well 
resolved topologies, regardless of the inclusion of 
the 3rd codons of COI.  Monophyly was observed 
at the species, genus and order levels in both 
inference methods. The monophylies at the family 
and subfamily level were observed on 
phylogenetic trees inferred on dataset E (COI 3rd 
codon excluded), but not on trees of dataset D (COI 
3rd codon included). For example, Turbinidae was 
found to be paraphyletic to Trochidae on dataset D 
trees, while Turbinidae was monophyletic on 
dataset E trees. 
 
 
DISCUSSION 
 
 Phylogenetic analyses on our concatenated data 
showed that removing 3rd codon data improves 
tree topology and the taxonomic placements of 
samples. Taxonomic grouping of samples also 
agreed with the morphology-based classification 
by Sasaki [21]. Mitochondrial genomes are known 
to have fast evolutionary rates, and thus the 3rd 
codons of the mitochondrial gene COI were 
probably saturated [22], causing homoplasies and 
thus incorrect phylogenetic inference caused by 
long branch attractions. However, the nuclear gene 
Histone H3 is known to have a low substitution rate, 
and was considered useful for phylogenetic 
analyses at the higher taxonomic levels. Exclusion 
of the 3rd codon positions of this gene might be 
detrimental, because of the lack of enough 
nucleotide variations for phylogenetic inference.  
 When we use only one gene, all samples were 
monophyletic at the species level, but at the genus 
level and above, many clades were taxonomically 
misplaced. This was remedied when both genes 
were concatenated and analyzed as a single dataset. 
However, despite the lack of resolution at the 
higher taxonomic level, both genes were 
successful in placing conspecific samples in a 
single monophyletic group with high bootstrap 
supports regardless of the inference method (NJ or 
ML). Therefore, we suggest that both genes are 
useful to differentiate species for barcoding and  
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identification purposes.  All results considered, 
we thus suggest that using at least two gene 
markers, the mitochondrial COI and nuclear 
Histone H3, for barcoding purposes, will provide 
more reliable results. Moreover, utilizing two gene 
markers or more is useful as a fail-safe in DNA 
Barcoding and eDNA studies: one marker gene 
might pick sequences of organisms uncollected 
using another marker gene.   
 
 
CONCLUSION 
 
 We were successful in providing novel sequence 
data for 10 intertidal shelled gastropod species 
collected from Nada coast in central Wakayama, 
especially for the Histone H3 gene. Since our 
samples are vouchered as museum collections 
(Table. 1), the sequences we provide here will be 
useful as references for future DNA Barcoding and 
eDNA studies. Moreover, the sequences could also 
be useful for future molecular phylogenetic studies 
on gastropods.  
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ABSTRACT 

 
Thai massage is a kind of the alternative medicine commonly used in Thailand for relieving of muscle fatigue 

and pain. Several studies reported that it can increase blood circulation. This may be due to increasing muscle 
oxygenation and time to fatigue. However, there is no evidence to support. A cross-over study design was 
employed to evaluate the effects of Thai massage on leg muscle oxygenation, time to fatigue and muscle force. 
Twenty-five healthy males were allocated to receive isometric exercise by performing series of 10s of sustained 
contraction and 5s rest until they reach peripheral fatigue point where the quadriceps torque declined to less than 
60% of peak torque in the last 10 times (control period). Conversely they received a 60-minutesession of Thai 
massage before isometric exercise (massage period). The results showed that after massage, the muscle 
oxygenation was significantly increased (79.47±9.24%) (P< 0.05) when comparing to control period 
(75.04±10.68%). In addition, the time to fatigue and quadriceps muscle force revealed no significant differences 
(P>0.05) although the massage period tended to have more prolonged duration (8.74±2.68 min.) than the control 
period (7.82±1.79 min), and massage period showed higher quadriceps muscle force. As a result, Thai massage 
is effective to increase muscle oxygenation levels. Also, it seems to be associated with increased duration of 
isometric muscle fatigue and higher muscle force. 
 
Keywords: Thai massage, muscle oxygenation, time to fatigue, isometric exercise. 
 
INTRODUCTION 

 
Basic characteristic of Traditional Thai Massage 

(TTM or Nuad Thai) includes deep pressure 
massage along the meridian lines (SenSib) of the 
body using sustained pressure by thumbs, palms or 
elbows of a practitioner, and muscle stretching 
technique.Moreover, TTM is also used in many 
athletes or patientsfor increasing muscle blood 
circulation and time to fatigue; however, there is not 
any evidence to support these methods [1]. Several 
studies report that TTM can increase skin blood 
flow, skin temperature, and muscle blood volume, 
but the study has used Laser Doppler technique 
where the depth of measurement may not reach the 
muscle layer, so stimulation of muscle blood flow 
has not been verified [2]. 

Recently, near infrared spectroscopy (NIRS) was 
developed to measure clinical muscle with 
17.5mm.depth length of measurement. NIRS is a 
non-invasive technique and multiple-wave-length 
method based on the principle of Beer-Lambert law 
used for continuous measurement of muscle blood 
flow including intravascular hemoglobin (Hb), intra 
muscular myoglobin (Mb), muscle oxygenation, and 
tissue oxygen index [3]-[5]. Currently, NIRS has 
high reproducibility and agreement with gold 
standard techniques [6]. Previous studies show that 
NIRS can be used to study both athlete and clinical 

assessment [7]-[10]. 
The sustain isometric muscles contraction 

increasing intramuscular pressure (IMP) linearly and 
ultimately reaches a critical level which compresses 
intramuscular blood vessel resulting in impaired 
circulation [11], alterations in O2 delivery, and other 
substrate. These affect working muscles and lead to 
lower muscle oxygen saturation throughout exercise 
[12], which causes increased acidity of blood and 
muscle cells [13], [14].Additionally, the study of 
Hepple [15] on localized muscle fatigue reports that 
hypoxic or ischemia condition of exercise is related 
to muscle force decreased. Therefore, oxygen is an 
important factor contributing to muscle fatigue 
[16]-[18]. However, the study of Murthy [19] 
determining the relationship between muscle 
oxygenation and twitch force demonstrates positive 
correlation (r = 0.78). Also, this study shows that 
ischemia and muscle hypoxemia is probably the 
cause of muscle fatigue. Conversely, TTM can 
increase local muscle microcirculation, lymph flow, 
and muscle flexibility but reduce muscle stiffness 
[1]. Thus, this study speculates that TTM may 
improve muscle oxygenation, time to localized 
muscle fatigue, and muscle force. 
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MATERIALS AND METHOD 
  
Subjects  

 
 Male healthy subjects were recruited using oral 
requests and bulletin boards. They were screened 
by researcher and rechecked by internist using 
developed inclusion criteria; male between 18-35 
years of age, no history of cardiopulmonary 
problems (i.e. heart arrhythmias, aortic stenosis, 
pulmonary embolus), no reported hypertension (i.e. 
uncontrolled hypertension with diastolic above 
110mmHg. and systolic above 180 mmHg.) [2], 
[20]-[21], no present acute pain in isometric exercise 
[21], and values of adipose tissue thickness (ATT) 
less than 6.7 mm [5].Subjects must not recently 
receive caffeine, nicotine, alcohol, and mixed meal 
or a glucose load within 30 min well as perform any 
extensive physical activity [20]. 

Twenty eight male subjects initially enrolled in 
this study. But, two subjects dropped out from the 
study due to loss of follow up in final session. 
Twenty six subjects (22.62±2.43 years of age; height 
173.2±6.6 cm; body mass 68.8±6.9 kg; BMI 
22.9±2.0; ATT 3.9±1.2 mm) completed the study. 
Each subject was informed about the experimental 
procedures and signed an informed consent 
statement before taking part in the study. The study 
was approved by the Human Research Ethics 
Committee of KhonKaen University (Fig.1). 

 
Procedures 

 
Each of twenty-six male participated in two 

experimental sessions conducted on separate days. 
The interval between each session was one week 
[22] in order to avoid carrying over effects. The 
subjects who meet the inclusion criteria were 
randomly assigned to the first experimental session 
control group or TMM group based on a computer-
generated block randomization code. Then they 
received intervention in reverse order [23].  

Before getting into TTM or control group, the 
subjects were allowed to wear comfortable clothes 
and familiarized with the testing procedure by 
performing isometric muscle contraction for 5 times. 
Later, subjects who were randomized into TTM 
group were asked to lie in a supine position on a 
treatment table for one-hour Thai massage by an 
experienced therapist while control group lie in the 
same position only. Then both groups received 
fatiguing protocols using a quadriceps broad 
connected with electronic scale. The subjects 
comfortably lied supine with the Rt. Knee joint 
flexion at 25º-30º on quadriceps broad while the 
opposite leg was placed in the appropriate posture, 
and arms were placed across the chest with each 
hand clasping the opposite shoulder during testing 
[24]-[28]. The subjects were asked to perform 

maximal isometric voluntary contraction (MIVC) 
i.e. 10s for sustain and 5s for rest until reaching the 
localized muscle fatigue; the point at which the last 
10 contractions decreased less than 60% of peak 
torque. The peak torque was defined as the highest 
torque obtained from the first 3 maximal isometric 
contractions at baseline [29] (Fig.2).  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 Procedures of experimental study 
 
Measurements 
 
 Muscle oxygenation was measured by NIRS 
(MOXY oxygen monitor; SROC: r = 0.842-0.993, 
ICC: r = 0.773-0.992) [30]. It is noninvasive 
technique which is able to continuously measure 
covering after received intervention, highest muscle 
force period, continuous MVIC to fatigue muscle 
force period, and recovery period to monitor the 
changes in muscle tissue saturation. The probe of 
NIRS was positioned on the belly of right vastus 
lateralis muscle (about 10 cm from the center of the 
patella and 25º laterals to the midline of the thigh) 
[31]. Pen-marks were made in transparent to confirm 
the margins of the probe to enable reproduction of 
the placement position in the subsequent procedure. 
The probe was secured with tape. Then black elastic 
bandages were wrapped around the leg with MOXY 
to protect artifacts. 

Time to fatigue was recorded by video recording 
starting from the first MVIC to fatigue point. 

The quadriceps muscle force was measured 
using a quadriceps broad [24] that Rt. distal leg at 
lateral malleolus was fixed with electronic scale 
(ICC=0.908) which passed calibrates. Then muscle 
torque and muscle force were calculated by equation 
of joint moment as Eq. 1, 2, and 3. 
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Fig. 2 Position of moment arms and joint angle 
 
Equations 
 
 Muscle torque can be calculated based on 
magnitude of force multiplied by distance from the 
fulcrum dragged perpendicular to the force as the 
equations below [32]: 
 
F2 = ma 
F2 = (kg) (9.8m/s2)   (1) 

  
M2 = F2 ×r2 
M2 = F2 cos35º ×r2   (2) 
 
 Quadriceps muscle force can be calculated on 
balance of joint moment. 
 
ΣM = 0 
M1+M2 = 0 
F1 cos X°(r1) + (-)F2 cos 35° (r2) = 0 
F1 = F2 cos 35° (r2)/ cos X°(r1)  (3) 
 
(M =magnitude of moment or torque, F= magnitude 
of leg kick (kg), r=distance (m) from the fulcrum 
dragged perpendicular to the force) 
 
Statistical Analysis 
 
 Subjects’ baseline characteristics were presented 
as mean ± standard deviation (SD). Each variable 
was evaluated by Shapiro–Wilk test in terms of 
normal distribution. The carryover effects were 
measured sequence, period, and treatment effects 
using cross analysis methods [36] and sample t-tests. 
Comparisons for the dependent variables within 
groups were analyzed using repeated measures 
ANOVA. Paired sample t-tests analyses were used to 
compare the pairs of means between groups. Data 
were analyzed using the SPSS (IBM SPSS, version 
23.0). Statistical significance was set at P<0.05. 

 
RESULTS 
 
Muscle Oxygenation 
 

Muscle oxygenation represented data from 
twenty-six subjects. TTM revealed that muscle 

oxygenation was statistically significant higher in 
muscle oxygenation after received TTM period than 
control group 4.43% (79.47±9.24%, 75.04±10.68%; 
P<0.05 respectively). However, when both of them 
received MIVC exercise, both TTM and control 
groups tend to be statistically significant lower in 
muscle oxygenation (P<0.05) comparing to after 
received intervention period. Moreover, in recovery 
period after subjects received MIVC exercise 
protocol, they showed higher muscle oxygenation of 
both groups comparing to resting period. However, 
TTM tended to be higher in recovery muscle 
oxygenation than control groups without statistical 
significance (Tab. 1 and Fig.3). 
 
Time to Fatigue 
 
 Time to quadriceps muscle fatigue in TTM group 
(8.74±2.68 min.) was increased to 0.92 min 
comparing with control group (7.82±1.79 min). 
However, there was not statistically significant  
(P >0.05) between groups (Fig.4).  
 
Quadriceps Muscle Force 
 

The highest quadriceps muscle force tended to 
increase in TTM group (2727.50±860.84 N.) to 
156.60 N. comparing with control group 
(2570.90±669.64 N.), but it was not statistically 
significant. In addition, the fatigue quadriceps muscle 
force was higher in TTM (1334.37±449.12 N.) than 
control group (1218.96±248.42 N.), but it was not 
statistically significant (Tab.1).  

 
 

Fig. 3 The mean value of vastus lateralis muscle 
oxygenation levels (n=26) after received 
intervention (I), highest muscle force period (II), 
continuous MVIC to  fatigue muscle force period 
(III-IV), and recovery period (V).   
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Fig. 4 Time to fatigue between TTM and control 
group (n=26) 

 
 
DISCUSSION 
 
 TTM affects many mechanism such as 
mechanical pressure on tissues (increased muscle 
compliance, ROM, and decreased tissue adhesion) 
[1] and changes tissue circulation (increased skin 
and muscle blood flow) described by physiological 
effects [33]. This investigation evaluates the possible 
increased muscle oxygenation, time to fatigue, and 
muscle force. 
 Influence of TTM can stimulate both skin and 
muscle blood circulations measured by laser 
Doppler flow meter. However, this effect is thought 
to help enhance muscle oxygenation which is 
measured by NIRS. The present study shows 
significant increase of muscle oxygenation in period 
of after received intervention 4.43% after receiving 
TTM for one hour. This result is consistent with 
previous studies [1], [33], and it is supported by 
physiological mechanism. After massage, local 
heatingincreases and results in hyperaemia of skin 
and intramuscular temperature, so O2 circulated with 
hemoglobin into myoglobin may be higher. The 
present study also reveals higher level of muscle 
oxygenation which agrees with previous studies [3], 
[4], [6], [9], [33]. Conversely, the study of 
Weerapong [33] shows that there could be several 
possible mechanisms such as psycho physiological, 
biomechanical, and neurological effects. Besides, 
the result shows that during MVIC exercise at 
highest muscle force period of both TTM and 
control group, muscle oxygenation is rapidly lower 
and gradually increases reversing with the decrease 
of muscle force until recovery period which tends to 
be higher in muscle oxygenation comparing to after 
received intervention period. The present study is 
different from the study of Murthy [19] in case of 
measurement method of the muscle contraction 
amplitude. Murthy uses electrical muscular 
stimulation, but compression to vascular cannot be 
seen, so it can lead to positive correlation between 
muscle oxygenation and muscle force. Nevertheless, 
the present study discovers negative correlation 

between muscle oxygenation and muscle force. This 
can be described that measurement method 
implemented in the study has an effect on IMP 
increases during MVIC exercise that affects 
mechanical compression of local blood vessel 
resulting from force of contraction going up that 
causes an increase in the capillary perfusion. Thus, 
fluid from the vascular space gets into the interstitial 
tissue resulting in the increase of IMP [11], [12]. 
Moreover, MVIC leads to hypoxic condition that 
causes the decrease of arterial oxygen content 
(CaO2). As a result, hypoxic sensor such as 
endothelium cells, vascular smooth muscle cells, and 
RBC is stimulated to produce NO and PGs, so 
higher blood flow and muscle oxygenation was 
found in recovery period. In addition, in recovery 
period of TTM group tends to get higher than 
control group because massage can stimulate the 
creation of NO, and it is possible to decrease IMP. 
Nevertheless, further study should be carried on 
[34], [35].  
 Time to localized muscle fatigue of TTM group 
is longer than control group for 0.92 min. that can be 
seen from muscular acidity. In other words, during 
isometric exercise, anaerobic respiration is 
stimulated and inorganic phosphate (Pi) including 
hydrogen ions (H+) are produced influencing acidity 
of blood and muscle cells [14]. Moreover, this 
acidity slow down enzyme activity, and muscle is 
aggravated that can lead to nerve ending, pain, and 
irritation of the central nervous system [14]. On the 
contrary, the present study shows increased muscle 
oxygenation that reduces the acidity of the muscle 
cells. In other words, when O2 in both blood 
concentration and muscle oxygenation increases, 
bicarbonate (HCO3

-) also increase at the same time, 
so acidity is lower. This is the theory clarifying that 
fatigue can be delayed, and exercise can be 
continuously carried on. However, there is not 
statistical significance for time to localized muscle 
fatigue. Also, local muscular fatigue protocol may 
be inappropriate, so different metabolic demands are 
imposed. 
 Highest quadriceps muscle force increase to 
156.60 N. after TTM, but there is not statistical 
significance. However, the increase of muscle force 
can be explained by physiological effect that 
massage can increase blood circulation and oxygen 
delivery to working muscle. Additionally, it can 
decrease metabolic waste products from anaerobic 
respiration [33]. On the other hand, during MVIC, 
metabolic waste products is produced metabolize 
from anaerobic respiration such as Pi, H+ and lactic 
acid. This metabolize is stored within the muscle 
cells where the Pi is allowed to bind to Ca2+ and 
precipitate, respectively. As a result, Ca2+ is 
decreased, and cross-bridge turnover is decreased, 
eventually [15]. 
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Table 1 the comparisons of muscle oxygenation, muscle force, and time to fatigue between control and TTM 
group.  
 

Outcome Seq. Period 1 
Mean ± SD 

Period 2 
Mean ± SD Effect size 95% Conf. Interval P 

Mo2 after 
received 

INT. 

1 77.66±9.95 77.46±11.19 I (-4.62) 
II (0.31) 

III (-4.43) 

(-8.10 to -1.14) 
(-3.38 to 4.00) 
(-7.91 to -1.90) 

0.01* 
0.86 

0.01* 2 81.48±7.28 72.42±11.41 

Mo2 of 
highest 
force 

1 25.75±23.52 24.91±20.37 I (-4.50) 
II (-3.38) 
III (0.38) 

(-10.12 to 9.22) 
(-12.04 to 5.27) 
(-9.29 to 10.05) 

0.92 
0.42 
0.94 2 32.14±26.36 32.07±26.26 

Mo2 of 
fatigue 
force 

1 48.83±27.42 50.33±22.82 I (-1.54) 
II (-3.60) 
III (-3.04) 

(-7.18 to 4.10) 
(-12.96 to 5.76) 
(-8.68 to 2.61) 

0.57 
0.43 
0.28 2 59.07±23.62 54.50±22.49 

Mo2 of 
recovery 

1 83.83±7.04 83.25±7.46 I (-2.26) 
II (-0.14) 
III (-1.67) 

(-5.49 to 0.98) 
(-2.35 to 2.07 ) 
(-4.91 to 1.56) 

0.16 
0.90 
0.30 2 85.79±5.06 81.86±7.28 

Highest 
muscle 
force 

1 2527.39±599.57 2747.95±613.80 I (63.96) 
II (-11.54) 
III (-156.6) 

(-163.22 to 291.14) 
(-318.32 to 295.24) 
(-383.78 to 70.58) 

0.57 
0.94 
0.17 2 2707.06±1107.88 2614.42±739.70 

Fatigue 
muscle 
force 

1 1222.52±230.60 1347.71±427.40 I (9.78) 
II (8.45) 

III (-115.41) 

(-140.18 to 159.75) 
(-119.40 to 136.30) 
(-265.37 to 34.55) 

0.90 
0.90 
0.12 2 1321.034±70.84 1215.40±266.23 

Time to 
Fatigue 

1 7.56±2.21 8.90±2.65 I (0.41) 
II (-0.06) 
III (-0.92) 

(-0.83 to 1.65) 
(-0.77 to 0.66) 
(-2.16 to 0.33) 

0.50 
0.88 
0.14 2 8.59±2.70 8.08±1.37 

Abbreviations: INT.; Intervention, I; Period effect, II; Carryover effect and III; Treatment effect 
Note: The data were presented using mean ± SD which were analyzed by cros analysis (method of Alman DG.). 
*P < 0.05  
 
CONCLUSION 
 
 This study evaluated the effects of TTM on 
muscle oxygenation, time to fatigue, and muscle 
force. The results show that TTM increases muscle 
oxygenation after received intervention period, and  
it seems prolong duration of time to fatigue and 
higher muscle force. It would be interesting to 
characterize the effect of TTM for boxing, tennis or 
endurance exercise and to analyze its possible 
influence on muscle oxygenation, time to fatigue, 
and muscle force in the subsequent performance. 
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ABSTRACT 

 
Chlorophyll is necessary for photosynthesis in plant and also affecting for crop yield, chlorophyll can be 

directly measured however, that method is destructive leaves. In sugarcane, indirect methods were used for 

drought or stress condition however literature is lacking for normal condition. The objective of this research was 

to study on relationship between directly and indirectly chlorophyll measurement. The experiment was conducted 

under two locations in Mahasarakham Thailand. RCBD with 4 replications and 16 varieties were used. The 

chlorophyll content (CC), SPAD chlorophyll meter reading (SCMR) and chlorophyll fluorescence (CF) were 

measured five times and a month interval between 8-12 months after planting. The results revealed that CC and 

SCMR of sixteen varieties in both locations were significantly different however, CF was not significantly 

different. The interaction between location and varieties were found. The relationships between methods of 

measurement were also found. At Kut Rung, CC and SCMR was positive correlated in 8 to 12 months except 11 

months (0.71**, 0.55*, 0.77** and 0.78** respectively). Another location, CC and SCMR was correlated in 8 and 

9 months (0.51*and 0.73** respectively) and CF was not correlated with CC and SCMR. Combined analysis, CC 

was positive correlated with SCMR at 8-12 months except 11 months (0.61*, 0.55*, 0.63** and 0.50* 

respectively). SCMR is a useful strategy for indirectly chlorophyll measurement in sugarcane. However, CF could 

not apply for measurement in this case. For further research, we are looking for relationship between chlorophyll 

content and sugarcane yield or other desirable characteristics in sugarcane. 

 

Keywords: Correlation, Chlorophyll content, SPAD chlorophyll, SCMR 

 

 

 

INTRODUCTION 

 Sugarcane (Saccharum officinarum L.) is known 

as effective crop for sugar and biomass production 

according to bio-fuel production. It can produce high 

cane yield and high quality of juice, however seem to 

be greatly reduced by drought stress and others [1]. 

Sugarcane is one of the most important cash crop in 

Thailand which occupies around 1.76 million ha [2], 

and most of sugarcane production in Thailand is 

under rain-fed condition and drought is usually 

appearance during growth season and it affect to 

reduce growth and yield of sugarcane. Several 

previously researches studied on effect of drought to 

physiological characteristics such as chlorophyll 

content, SCMR [3]-[5], chlorophyll fluorescence [5], 

cane yield [6]-[7], root length, root dry weight, 

root/shoot ratio, stalk diameter and biomass [8]. 

Chlorophyll is a pigment that is important for 

photosynthesis in plant and also related to crop yield. 

Photosynthetically active radiation (PAR) is absorbed 

by chlorophyll and accessory pigments of chlorophyll 

protein complexes and related to PS I and II [9]. 

Analysis of chlorophyll content is important for 

evaluating health or detecting and quantifying plants 

tolerance to drought stress [10]. Chlorophyll 

measurement can be measured both direct and 

indirect methods however direct method must be 

destructive leaves, expensive, laborious and time 

consuming. Indirect methods are the alternative 

methods which are more rapid and straightforward. 

Generally, chlorophyll measurements are usually 

using for drought condition for detecting drought 

tolerance in plant including sugarcane, however 

literature is lacking for normal condition and the 

relationship between direct and indirect methods 

require more study in normal condition.  Therefore, 

the objective of this research was to study on 

relationship between directly and indirectly 

chlorophyll measurement to determine the rapid and 

accurate methods for chlorophyll measurement in 

sugarcane. 
 

MATERIAL AND MATHEODS 
 

Plant Material 

 Sixteen varieties of sugarcane namely KK06-

501, KK07-478, NSUT08-22-3-13, RT2004-085, 

CSB06-2-15, CSB06-2-21, CSB06-4-162, CSB06-5-

20, TBy27-1385, TBy28-0348, MPT02-458, MPT03-

166, 91-2-527, KK3, LK92-11 and KPS01-12 were 

used. All of varieties were improved from 

government agency and private company in Thailand. 
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Experimental design  

 The experiment was conducted in 2016-2017 

under rain-fed condition at two locations in Maha 

Sarakham province where is located in Northeast of 

Thailand. The first location was Kut Rang district and 

16 varieties were planted in November 9 2016. 

Another location was Wapi Prathum district, it is and 

sugarcane was planted in December 18 2016. The 

experiment was laid out in randomized complete 

block design (RCBD) with 4 replications, 4 rows a 

plot, 50 cm between plant and 130 cm between row, 

plot size was 5.2 × 5 m2 (Wapi Prathum district) and 

5.2 × 6 m2 (Kut Rang district). Chemical fertilizer 

formula 15-15-15 at rate 50 kg/rai at 4 and 6 months 

after planting.  

 

Data Collection 

Chlorophyll content (CC), SPAD chlorophyll 

meter reading (SCMR) and chlorophyll fluorescence 

(CF) were observed 5 times from 8 to 12 months after 

planting and a month interval, three parameters were 

measured on 2nd or 3rd expanded leaf from the top. 

The SCMR was measured using by SPAD-502 meter 

(Minolta SPAD-502 meter, Tokyo, Japan). The data 

points were recorded at three positions along the 

length of leaf blade (avoid veins and midribs) and 

then data points were averaged as a single value. The 

CC in leaves was measured by the method described 

by Moran [11]. Briefly the leaf was cut one small leaf 

disc with the area 1 cm2 using cork border, the leaf 

disc was placed in a vial containing 5 ml DMF (N, N-

dimethylformamide) and incubated in 4 °C for 24 h 

in dark. The chlorophyll extract was measured at 647 

and 664 nm by spectrophotometer. The equations to 

calculate for total chlorophyll, chlorophyll a (Chl a) 

and b (Chl b) were as follows: Chl a = 12.64 A664-2.99 

A647, Chl b= -5.6 A664+23.24 A647, expressed in µg 

cm-2. The CF was measured two positions in middle 

of leaf and midrib was avoided, Fv/Fm was used and 

averaged as single value, the CF was measured using 

chlorophyll fluorescence meter (PAM-2000, Heinz 

Walz GmbH, Germany). The measured leaf was dark- 

adapted for 30 min using leaf clips (FL-DC, Opti-

Science) before fluorescence measurements. The 

chlorophyll fluorescence was determined following 

the procedures of Maxwell and Johnson [12]. 

 

Statistical Data Analysis  

 Analysis of variance (ANOVA) was conducted 

on the collected data using STATISTICS 9 and 

treatment means were separated using DMRT at 5 % 

probability level. Location × treatment was analyzed 

and correlation among CC SCMR and CF were done. 
 

RESULTS AND DISCUSSIONS 

 The results showed that SCMR and CC were 

significantly different in both locations however, CF 

was not significantly different.  

 For combine analyzed between location we 

found interaction between location and varieties in 

SCMR and CC and also two parameters were 

significantly difference, however an interaction 

between CF was not found. At 8 months after 

planting, KKU06-501 had the highest SCMR (44.15 

SPAD Unit) following CSB06-2-21 and NSUT08-

22-3-13 (42.30 and 41.86 SPAD unit, respectively), 

however, at 9 months NSUT08-22-3-13 had the 

highest SCMR following KK06-501 (42.06 and 40.76 

SPAD unit, respectively). Whereas 91-2-527 had the 

highest SCMR at 10 months following RT2004-085 

and CSB06-2-15, however at 11 and 12 months 

KK06-501 had the highest SCMR (40.73 and 40.13 

SPAD unit, respectively) following CSB06-4-162 

(40.09 and 39.24 SPAD unit, respectively) (Table 1). 

In previous studies, SCMR was measured at 90, 100 

and 110 days after transplanting (DAT), they reported 

that SCMR at 90 and 110 DAT compared between 

drought and FC was not significantly different 

(average SCMR at 90 and 100 DAT was 33.23 and 

33.44 SPAD unit, respectively) but SCMR at 100 

DAT had significant between stress and FC (27.36 

and 30.06 SPAD unit, respectively) [3]. In normal 

condition, SCMR was observed at 60, 90, 120 and 

150 days after planting (DAP), they found that 

increasing trend of SCMR up to 120 DAP in all 

promising clones and decreasing trend was noticed in 

some clones and SCMR of all clones was under 50 

SPAD unit [6] and this value was similar to present 

study however, in present study SCMR was observed 

during 8 to 12 months after planting whereas previous 

study was done 4 times during 60-150 DAP. 

Sudhakar [4] reported that SCMR at 60 and 120 DAP 

of 14 genotypes under irrigated condition was 

significantly different and the value ranged between 

35.0 to 40.5 for 60 DAP and 35.5 to 46.6 for 120 

DAP, the SCMR values were slightly lower than 

present study. Radhamani, Kannan and Pakkiyappan 

[13] reported that SCMR at 3 growth stages was 

investigated in 15 cultivars of sugarcane and they 

showed significant at different stages, an average 

SCMR value at tillering, grand growth and maturity 

was 24.34, 24.04 and 22.00 respectively. SCMR 

value at 120 DAP of 12 cultivars was significant that 

ranged between 39.63 to 51.15 [14]. Moreover, 

SCMR was measured in other crops in normal 

condition i.e. sweet sorghum [15], [16], sorghum and 

barley. The SCMR of sweet sorghum in 50% days to 

flowering ranged between 36.03-48.36 that the values 

were not different with sugarcane and SCMR had 

related to biomass yield (r=0.39*) [15] but this 

relationship did not study in our research. It would be 

studied in further research.  

 Chlorophyll content (CC) at Kut Rung was 

significantly different all of five times interval a 

month during 8-12 months. At 8 months, NSUT08-

22-3-13 had highest CC whereas KK06-501 had the 

highest CC at 9 months, however at 10 months both 

variety NSUT08-22-3-13 and CSB06-5-20 had 
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highest CC, moreover NSUT08-22-3-13 had the 

highest CC at 11 months as well and CSB06-4-162 

had the highest CC at 12 months (data not show).  The 

CC at Wapi Prathum district was significantly 

different, KK06-501 had the highest CC at 8 months 

whereas CSB06-5-20 had the highest CC at 9 months.  

 

However, at 10 months CSB06-2-15 gave the highest 

CC and MPT02-458 gave the highest CC at 11 

months, 91-2-527 have the highest CC in 12 months 

(data not show). 

 

 

Table 1 SCMR of 16 sugarcane varieties during 8-12 months after planting under two locations 

 

variety SCMR (SPAD unit) 

8 m 9 m 10 m 11 m 12 m 

KK06-501 44.15a 40.76ab 35.04abc 40.73a 40.13a 

KK07-478 37.94c-g 33.18e 29.20e 33.30fgh 33.49cde 

NSUT08-22-3-13 41.86abc 42.06a 34.86abc 34.66d-h 33.78cde 

RT2004-85 37.90d-g 33.31e 35.63ab 36.05c-f 36.37a-d 

CSB06-2-15 40.14b-f 39.28abc 35.60ab 36.40cde 39.16ab 

CSB06-2-21 42.30ab 37.20bcd 31.81d 36.70cd 35.40bcd 

CSB06-4-162 41.45a-d 37.94bc 33.69a-d 40.09ab 39.24ab 

CSB06-5-20 37.85d-g 37.54bcd 35.01abc 33.69e-h 32.06de 

TBy27-1385 41.13a-d 37.03cd 34.25a-d 32.84ghi 33.63cde 

TBy28-0348 35.56g 36.08cde 32.01d 38.28abc 36.66abc 

MPT02-458 37.06efg 36.50cde 35.53ab 36.60cd 36.14a-d 

MPT03-166 36.50fg 34.18de 31.81d 35.45c-g 33.78cde 

91-2-527 40.74a-e 36.43cde 35.86a 37.38bcd 39.09ab 

KK3 38.61b-g 38.74abc 34.20a-d 32.08hi 33.80cde 

LK92-11 39.04b-g 36.60cde 32.71cd 30.08i 32.41cde 

KPS01-12 40.56a-e 37.48bcd 33.21bcd 34.71d-h 29.64e 

F-test ** ** ** ** ** 

CV (%) 10.07 9.71 7.54 8.02 12.31 

** significant at P< 0.01,  

Mean in the same column followed by the same letter(s) are not significantly different 

 

For combined analysis, CC was significantly at 8-

12 months except 11 months after planting. At 8 

months, both variety KK06-501 and CSB06-4-162 

gave the highest CC following NSUT08-22-3-13 

(8.92, 8.68 and 7.41 µg cm-2 respectively). At 9 

months we found that CSB06-2-15 had the highest 

CC following CSB06-5-20, whereas NSUT08-22-3-

13 showed the highest CC at 10 months following 

CSB06-5-20 and CSB06-2-15 and 12 months 

CSB06-4-162 had the highest CC following 91-2-527 

and KK06-501 (8.84. 8.41 and 8.26 µg cm-2 

respectively) (Table 2). The previous researches, 

chlorophyll content under drought and field capacity 

(FC) was not significantly different at 90 and 110 

except 100 DAT, it was different CC between drought 

and FC (3.78 and 6.64 µg cm-2 respectively). The 

average CC of 10 cultivars ranged between 4.07 to 

7.65 (90 DAT), 4.07 to 6.07 (100 DAT) and 4.89 to 

9.21 µg cm-2 (110 DAT) [3], in the one hand, total 

chlorophyll under stress was lower than non-stress 

condition [17], that results were slightly lower than 

present study especially CC under FC condition 

because present research studied on non-stress 

condition and chlorophyll content was observed at 

different growth stage. Chlorophyll content was 

measured under non-stress condition at 3 growth 

stage; tillering, grand growth and maturity stage, the 

results showed that chlorophyll content of 15 varieties 

had significant and total chlorophyll content 

decreased with stage of plant [13]. However, present 

study chlorophyll content was observed 5 times and a 

month interval therefore the results of both study was 

different. 

The association between SCMR, CC and CF, at 

Kut Rung, CC and SCMR were positive correlated in 

8 to 12 months except 11 months (0.71**, 0.55*, 

0.77** and 0.78** respectively) (data not show). For 

another location, CC and SCMR were positive 

correlated only in 8 and 9 months (0.51* and 0.73** 

respectively) (data not show) and CF was not 

correlated with CC and SCMR. 
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Table 2 Chlorophyll content (CC) of 16 sugarcane varieties during 8-12 months after planting under two locations 

 

variety Chlorophyll content (µg cm-1) 

8 m 9 m 10 m 11 m 12 m 

KK06-501 8.92a 9.03abc 13.85a-d 5.89 8.26ab 

KK07-478 5.09e 5.70g 12.56efg 4.81 4.97e 

NSUT08-22-3-13 7.41b 8.40a-e 14.94a 6.29 7.07bcd 

RT2004-85 5.93cde 8.24a-e 12.89d-g 6.56 5.77de 

CSB06-2-15 6.73bc 9.39a 14.48ab 6.14 6.11cde 

CSB06-2-21 6.14cde 7.88c-f 12.31fg 5.36 5.97cde 

CSB06-4-162 8.68a 8.74a-d 14.16abc 6.04 8.84a 

CSB06-5-20 6.50bcd 9.37ab 14.63ab 4.87 7.37bc 

TBy27-1385 6.53bcd 7.72c-f 12.54efg 4.61 5.97cde 

TBy28-0348 6.42bcd 6.69fg 12.21fg 6.54 6.74cd 

MPT02-458 5.96cde 7.19ef 13.97a-d 7.24 6.65cd 

MPT03-166 5.63cde 8.12a-e 12.04g 5.79 7.27bc 

91-2-527 6.11cde 7.53def 13.76a-e 6.21 8.41ab 

KK3 6.06cde 7.49def 12.95c-g 4.86 6.30cde 

LK92-11 5.84cde 8.04b-e 13.80a-d 6.24 6.71cd 

KPS01-12 5.31de 8.79a-d 13.44b-f 4.88 6.16cde 

F-test ** ** ** ns ** 

CV (%) 19.55 16.95 9.23 19.94 21.05 

** and ns; significant at P< 0.01 and not significant,  

Mean in the same column followed by the same letter(s) are not significantly different 

 

For combined analysis, the correlation 

coefficients between SCMR and CC were calculated 

from means of 16 sugarcane cultivars of two locations 

we found that SCMR had positive correlated with CC 

at 8-12 months except 11 months after planting. 

At 8 months after planting, the correlation 

coefficient between SCMR and CC was positive and 

significant (r=0.61, p≤0.05) (Fig. 1a). At 9 months, 

SCMR had positive correlated with CC and 

significantly different (r=0.55, p≤0.05) (Fig. 1b) 

whereas at 10 months the relationship between 

SCMR and CC was positive and highly significant 

(r=0.63, p≤0.01) (Fig. 1c) and 12 months, the 

correlation coefficient between SCMR and CC was 

positive and significant different (r=0.50, p≤0.05) 

(Fig. 1d). For previous studies, the correlation 

coefficients between chlorophyll content and SCMR 

were calculated from means of 10 sugarcane cultivars 

at 90 and 100 DAT (r=0.78**, 0.74**) [3] whereas 

SCMR and CC were calculated from 15 cultivars and 

significant correlation was found (r=0.833**) [13]. 

The relationship between SCMR and chlorophyll 

content of 24 cultivars both control and iron 

deficiency had positive correlated (0.900**) [18], this 

results were slightly higher than present study.  In 

species more closely related to sugarcane such as 

sweet sorghum, the relationship between SCMR and 

CC was found during 40 to 100 DAP [16], wheat 

(r=0.90) [19] and also found in maize [20], moreover 

SCMR was positively correlated with biomass yield 

in sweet sorghum (r=0.39**) [15]. However, SCMR 

had positive correlated with other traits i.e. stalk 

number and tiller number (r=0.72* and 0.77** 

respectively) [7]. 

 

CONCLUSION 

 

Chlrophyll content and SCMR of 16 varieties in 

both locations were significantly different however, 

CF was not significantly different. The interaction 

between location and varieties were found. The 

relationships between methods of measurement were 

also found. At Kut Rung, CC and SCMR had 

correlated in 8 to 12 months except 11 months 

(0.71**, 0.55*, 0.77** and 0.78** respectively). For 

another location, CC and SCMR were correlated in 8 

and 9 months (0.51* and 0.73** respectively) and CF 

was not correlated with CC and SCMR both 

locations. Combined analysis, CC was significantly 

correlated with SCMR in 8 to 12 months except 11 

months (0.61*, 0.55*, 0.63** and 0.50* 

respectively). SCMR is a useful tool for indirectly 

chlorophyll measurement in sugarcane. However, CF 

could not apply for measurement in this case. For the 

further study, we are looking forward using the 
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knowledge from present study to estimation yield or 

desirable traits in sugarcane. It could be alternative 

methods for selection or investigation good 

performances of sugarcane. 

  

  

Fig. 1 Relationship between SCMR and CC of 16 sugarcane varieties at 8, 9, 10 and 12 months after planting (1a, 

1b, 1c and 1d, respectively) under two locations in Maha Sarakham province.
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ABSTRACT 
 
We present a case study of semi-organic rice farming in which a farmer decided to change the rice farming 

system from conventional to organic. This study compared the alteration of aquatic invertebrate composition and 
diversity between semi-organic and conventional rice farming. Aquatic invertebrates were collected in semi-
organic and conventional rice fields during the flooding periods from August to October. The results showed that 
a total of 4 phylum 12 taxa of aquatic invertebrates. The average abundance of aquatic invertebrates in semi-
organic and conventional samples were 10,676 and 5,735 individuals/m2, respectively. The Shannon diversity 
index in conventional and semi-organic samples ranged between 0.45-0.62 and 0.35-0.59, respectively. Water 
quality parameter, temperature, dissolved oxygen and pH were not significantly different between two sites. The 
present study found signs of chemical substance contamination in semi-organic rice fields. The abundance of 
pollution indicator species in semi-organic paddies indicated that agrochemical residues persisted from former 
conventional rice farming. 
 
Keywords: Ecotoxicology, Semi-Organic Rice Farming, Aquatic Invertebrate, Soil Ecology 
 
 
INTRODUCTION 

 
Rice is a semi-aquatic annual grass that is 

cultivated on almost countries of the world [1]-[2]. 
Rice fields are temporary wetland that are important 
habitats for many aquatic organisms such as 
earthworm, aquatic insect, water bird and fish [3]-[5]. 
Agrochemical induce the rice fields are contaminated 
from pesticides and chemical fertilizers [4]-[7]. In 
conventional rice cultivation, herbicides and 
insecticides are applied during the rice vegetative 
growth stage to the reproductive growth stage, this 
may cause a variation of benthic community [8]. 
Many groups of benthic invertebrate have been used 
as indicator of freshwater ecology [9]-[10], [21]. The 
Chironomidae in rice fields had statistically 
significant relationship with dissolved oxygen [11]. 
Usually, in the soil of flooded rice fields 
predominated by aquatic oligochaetes such as the 
tubificid Branchiura sowerbyi [12].  

The rice cultivation have categories into three 
groups based on cultivated methods: (1) conventional 
rice farming, which have application mineral 
fertilizers and pesticides, and source of water come 
from irrigation water (2) semi-organic farming, has 
just developed to organic farming, the farmer applied 
organic fertilizer and bio pesticides but may have 
some chemical compounds remain contamination 
into rice field areas and may applied some inorganic 
fertilizers [13], (3) organic rice cultivation, 
completely without chemical fertilizers and 
pesticides and the water source is fully from spring 
water or rainfed paddy fields [14]. The aim of this 

study to investigate the influence of rice field 
managements between conventional and semi-
organic farming on the abundance and community of 
benthic animals. 

 
MATERIALS AND METHODS  

 
Study Sites and Sampling Methods 
 

The study areas were located at Maha Sarakham 
Province, northeast of Thailand. The sampling sites 
cultivated rice crops by conventional and semi-
organic techniques. The conventional rice cultivation 
technique, the farmers burned straw stubbles with fire, 
applied inorganic fertilizers, herbicides, insecticides 
and used gravity-fed irrigation water. In the semi-
organic rice farming, the farmer prepared the soil by 
incorporated stubbles and soil with the tractor, 
applied inorganic and organic fertilizers, avoided 
herbicides or insecticides and used irrigation water. 
The invertebrate samples were collected from 3 
paddy fields of conventional plots (16° 20' 15" N; 
103° 9' 56" E) and semi-organic plots (16° 20' 9" N; 
103° 10' 13" E) and 3 replicates of each paddy field 
by using sediment corer 12 cm diameter during 
flooding period from August to October 2015. The 
benthos were sieved through a 0.5 mm mesh net and 
preserved in 80% ethanol. The water quality 
(temperature, pH and dissolved oxygen) were 
investigated by using OAKTON (Eutech PCD 650). 

 
Aquatic Invertebrates Identification 
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Benthos samples were sorted under the light 
microscope and identified taxa to the lowest possible 
level according taxonomic keys [20]. The benthos of 
each taxa were counted and recorded total number. 
 
Data Analysis 
 

The diversity and evenness indices [15] were 
calculated following Eq. (1) to (3) and dominance 
index [16] used Eq. (4).  

        ∑−= ii ppH ln'                (1) 

        Nnp ii /=                                     (2) 

      SHEH ln/'=                                 (3) 

        ∑= 2
ipD                       (4) 

While 'H  is the Shannon’s diversity index; ip is 

the proportion of individuals found in a taxon i; in is 
the number of individuals in a taxon i; N is the total 
number of individuals of all taxa; HE  is the evenness 
index; S is the total number of taxa; D is the dominant 
index.  

The benthos abundance, diversity, evenness and 
dominance indices between the conventional and 
semi-organic rice farming were compared by using 
Levene’s test for equality of variances and t-test for 
equality of means (significant level p-values less than 
0.05). 
 
RESULT AND DISCUSSION 
 
The Composition and Abundance of Benthos 
 

The freshwater invertebrates were found 3 
phylum 12 taxa in conventional rice fields and 4 
phylum 11 taxa in semi-organic rice fields. The taxa 
richness showed no difference between conventional 
and semi-organic. Five taxa as Chironomidae, 
Ephemerellidae, Cyclopoida, Oligochaeta and 
Viviparidae were found in all plots. While 3 taxa 
(Odonata, Anisoptera, and Hirudinea) were only 
observed in conventional rice fields and 3 taxa 
(Nematoda, Tipulidae and Baetidae) found only semi-
organic plots (Table 1).  

The total numbers of benthos found in 
conventional and semi-organic rice fields were 1,753 
and 3,266 individuals, respectively. The composition 
in conventional rice fields included Oligochaeta 
(88%), followed by Gastropoda (10%) and Insecta 
(2%) whereas the semi-organic rice fields composed 
of Oligochaeta (91%), Gastropoda (8%) and 
Arthropoda (1%) (Fig. 1). The Oligochaeta were 
dominant taxa of all sampling sites.  

The average abundance of benthos in 
conventional and semi-organic were 5,735 and 
10,676 individuals/m2, respectively (Table 2). 
Average abundance between rice field treatments 

showed no significant difference because of high 
variability of abundance between sampling sites.   
 
The diversity, Evenness and Dominant Indices 
 

The diversity index in conventional and semi-
organic was ranged between 0.45-0.62 and 0.35-0.59, 
respectively. The benthos diversity index of both 
study sites lower than previous report in conventional 
and organic rice fields of Kalasin province, Thailand 
(0.88 in conventional, 1.36 in organic) [5].  
 
Water Quality of Soil Surface Water 
 
    The water quality parameters, temperature, 
dissolved oxygen and pH ranged between 26.33-
33.34, 2.93-8.08 and 6.11-7.50, respectively (Table 
3). All parameters were no significant difference 
between conventional and semi-organic paddy fields 
(p>0.05)  
 

 

 
Fig. 1 The composition of benthos in (a) 
Conventional (b) Semi-organic rice fields. 
 

The effects of rice field managements have not 
showed significant difference in taxa richness, 
abundance, diversity, evenness and dominant indices 
(p>0.05). In contrast, apparent of some taxa may 
resulted from agrochemical used in rice field areas. 
Abundance of aquatic insect (Baetidae) were 
negatively correlated with pesticide used in 
conventional rice fields [4], which this taxa was 
present only conventional paddy fields. Cyclopoida 
was high abundance in semi-organic fields, it was 
used as indicator of non-polluted area [17]-[18]. 
Same as Chironomidae was applied to indicator of 
nutrient enrichment in water and sediment [6], found 
more abundance in semi-organic rice fields than 
conventional plot. 
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Table 1 Total number (individuals) of Benthos classified to taxa between conventional and semi-organic rice 

farming during the cycle of flooded. 

Benthos Taxa Conventional Semi-0rganic 
 
ANNELIDA 

  

     Oligochaeta 1550 2964 
     Hirudinea 1 0 
NEMATODA 0 7 
MOLLUSCA   
     Gastropoda   
         Architaenioglossa   
             Hydrobiidae 9 12 
             Viviparidae 161 247 
ARTHROPODA   
    Insecta   
       Odonata 1 0 
       Anisoptera 1 0 
       Zygoptera 5 0 
       Diptera   
            Chironomidae 7 11 
            Tipulidae 0 1 
       Ephemeroptera   
            Ephemerellidae 13 3 
            Baetidae 0 1 
   Copepoda   
            Cyclopoida 2 16 
   Entognatha   
       Collembola 1 0 
   Branchiopoda   
      Cladocera 1 0 
   Crustacea   
      Decapoda 1 3 
   Ostracoda 0 1 
   

Total number 1753 3266 
 
Table 2 Abundance (individuals/m2), diversity index, evenness index and dominant index of benthos during the 

flooding period 

Index 
Conventional Semi-Organic 

Aug Sep Oct Aug Sep Oct 
Abundance 1,990 8,328 6,833 2,510 21,843 7,676 
Diversity 0.62 0.45 0.58 0.59 0.35 0.42 
Evenness 0.65 0.26 0.39 0.71 0.23 0.28 
Dominant 0.63 0.78 0.69 0.63 0.81 0.78 
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Table 3 Water quality in rice fields 

Rice fields Parameters Aug Sep Oct 

Conventional 
Temperature (°C) 33.33 29.43 26.33 

DO (mg/l) 8.08 3.04 2.93 
pH 7.14 6.31 6.64 

Semi-Organic 
Temperature  (°C) 33.43 30.33 26.83 

DO  (mg/l) 6.97 4.83 4.53 
pH 7.50 6.53 6.65 

However, the oligochaete was used as indicator of 
application herbicide and positively correlated with 
pH in rice fields [4], [19]. The present study, 
oligochaetes were found more total number in semi-
organic than conventional rice fields. The represent 
semi-organic rice fields in this study used water from 
irrigation canal, this may cause of chemical substance 
contaminated in semi-organic paddy fields, which 
make similarity of benthic community between two 
sites. Moreover, the farmer just change rice 
cultivation method from conventional to semi-
organic which the chemical substance may remain in 
soil. This cause of low diversity and more abundance 
of oligochaetes were found in both sites.  
 
CONCLUSION 
 
The present study is a case study of farmer that 
decided to change the rice farming system from 
conventional to semi-organic. However, we found a 
sign of the chemical substance contamination in semi-
organic farming system. The abundance of polluted 
indicator species (Oligochaeta and Chironomidae) in 
semi-organic system was effect of pesticide or 
herbicide that contaminated from source of water or 
residue of agrochemical in former conventional rice 
farming system.     
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ABSTRACT 
 

      Clover fern is water fern weed. It grows well in soft mud by most likely shallow water. Some country used it 
for vegetable and medicine. After this fern dies every part still has the sticky fiber. It can be used for plant material. 
This experiment was conducted in pots at the nursery. As follow the depths of soil: 5, 10, 15, 20 and 25 cm in the 
planting pots were expected to demonstrate some effects on the growth of clover fern (Marsilea crenata C. Presl.). 
The observations were made on 3 replications in a RCBD experiment. The mean comparisons were made with the 
Duncan’s test at 0.05 significant level. It was found that the ferns on the 15 cm deep soil possessed the longest 
internode length of 7.43 cm, while those with the 20 cm depth possessed the longest stalk of 16.16 cm and those 
of the 25 cm depth showed the widest leaf diameter at 4.00 cm. However, there was no significant difference for 
the latter three measurements. The clover ferns on the soil with 25 cm depth demonstrated the highest fresh weight 
of 971.11 g and dry weight of 146.11 g (p<0.05). The spores germinated on the mixed media with clover fern and 
peat moss, it was only observed in one chamber containing 1:2 clover fern to peat moss, and another one with 2:1 
mixture but the germination rate was low. Clover fern should study for use as agricultural materials, vegetables 
and medicine 
  
Keywords: Clover fern, Water fern, Planting material, weeds 
 
 
INTRODUCTION 

 
     Weeds are defined as native plant species that 
grow in cultivating fields. Most weeds give important 
impact on crop yields [1]. Some of them grow along 
and compete with the cultivating crops [2] while 
some clog irrigation networks [3]. In wetland 
plantation such as rice field, there are also weed 
problems. Some water weed outbreaks have been 
reported “In press” [4]. Clover fern (M. crenata C. 
Presl) is one of the cause.  This fern is known as 
aquatic, semi-aquatic fern or water fern [5], [6] which 
has been classified as a weed.  It grows well in 
shallow water such as in the rice field. It is found 
mainly in Southeast Asia, the rainforest zone with 
high humidity [7]. The general characters of the 
clover fern are: rhizome (stem) consisting nodes and 
internodes, growing on soil or the mud surface, 
having four leaflets (frond) on the top of a petiole that 
grows from node of the rhizome. It has fibrous roots 
and sporocarps growing from the nodes [8]. The 
clover fern is one of edible wild plants. Some Thais 
take this fern as a vegetable, and it could be found in 
many Thai recipes. So, it is a part of Thai culture [9], 
[10], [11].  
     The clover fern can also be an ornamental plant. It 
is unique when it is planted in a pot and placed in a 
garden or a pond [12]. It can also be grown in 
aquarium or shallow water basin   [13]. This fern has 
some medicinal properties as well. Its extract has 

been proved for estrogen therapies [14]. The use for 
hepatitis and colic treatment by Thai folk healers in 
the south of Thailand has long been known [15].  
      In an environmental point of view, this fern could 
be used to test the soil for lead contamination. A 
stronger inhibition to the growth of the fern was found 
in relation to the increasing of lead in soil [16].     
     This research team has been looking for some 
native plants that can replace the imported peat moss. 
In nursery environment, it was notice that the clover 
fern grew well on clay, in containers with some water, 
especially in the rainy season. In the dry season, the 
ferns became disrepair and died off.  They could be 
harvested, dried, and then used as a planting material. 
Some other fern species and epiphytic plants can 
grow on them when they have a suitable moisture 
content. Drying and cracking of clover fern are very 
similar physical properties to peat moss. Usually, peat 
moss is popular in use for sowing seeds and fern 
spores, also transplanting some fern seedlings [17]. 
However, potentially, the stems and petioles of clover 
ferns consist of aerenchymal tissues which allow 
good gas exchange. [18], [8] 
     The objectives of this study were to determine  
1) the effects of the soil depths on clover fern growth 
and 2) the effects of clover fern in germination media 
for bird-nest-fern spores.  
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MATERIAL PREPARATION   
 

     Fern stock preparation: The clover fern tips were 
collected from the ferns naturally grown on rice field.  
The tips were then planted on clay in large plastic 
bowls. After two months, the ferns grew up and filled 
up each bowl. These ferns were used as the fern stock 
for this experiment. Some small clusters of the ferns 
were collected from the stock with their roots 
attached on the clay on which they were grown. Each 
cluster was allowed a 10 x 10 cm clay block with it 
(fig.1). Five clusters each were then planted in a 
container containing some clay. The same procedure 
was applied to other containers. All containers were 
60 cm in diameter and 30 cm in height.  After 
planting, some water was added up to the top of the 
containers. (fig.2) 
     Germinating media preparation: Some dried 
clover ferns were ground and sieved. The ground 
product was mixed with some peat moss at three 
different ratios: 1:1, 1:2 and 2:1 (table 3). The mixture 
was added into moisture chambers (6.5 cm in width, 
8.5 cm in length and 3 cm in height) and spread 
evenly. It was then sprayed with some water prior to 
use. 
  
METHOD 
  
     Planting experiment: Some clay was used as the 
as planting soil for the clover ferns in this experiment. 
It was added into planting containers to achieve five 
different depths: 5, 10, 15, 20 and 25 cm and water 
height was 30 cm. These depths were expected to 
demonstrate some effects on the growth of clover 
ferns. The observations were made on 3 replications 
in a randomized complete block design (RCBD). The 
internode lengths, stalk lengths, leaf diameters, fresh 
weights and dry weights were collected and analyzed. 
The mean comparisons were made with the Duncan 
multiple range test at 0.05 significant level.  
     Germinating experiment: The spores from bird-
nest fern (Asplenium nidus) were chosen for this 
experiment. They were sown onto the moisten media 
prepared early on, at amount of 2.5 mg per chamber. 
The chamber were closed and observed for the 
presence of prothalli. 
 
RESULTS 

 
It was found that the clover ferns on the 15 cm 

deep soil possessed the longest internode length with 
an average of 7.43 cm.  Those on the 20 cm depth 
demonstrated the longest stalk of 16.16 cm in 
average. On the other hand, the ones on the 25 cm 
depth showed the average width of leaves of 4.00 cm. 
However, there was no significant difference 
(p>0.05. (Table 1, fig. 3-7) 

In term of weights, the clover ferns which planted 
on 25 cm deep soil were the heaviest by fresh weight 

(971.11 g in average). They also showed the highest 
dry weight (146.11 g) as well. These figures were 
significantly different (p < 0.05) and the details could 
be found (Table 2, fig. 8-9) 
     On the other hand, the bird-nest-fern spores could 
germinate in all chambers with pure peat moss but no 
germination was found with pure clover fern.  Some 
spores could germinate on the mixed media but the 
germination rate was low. It was only observed in one 
chamber containing 1:2 clover fern to peat moss, and 
another one with 2:1 mixture (Table 3, fig. 10-14)    
 
Tables  
 
Table 1 The growth of Clover ferns planted on clay 
with different depths, at 13 weeks  
                              

 
Treatment1 

      Growth of Clover fern (x̄/cm) 
Internode 

length 
Stalk 
length 

Leaf 
diameter 

5cm 6.97 15.00 3.79 
10cm 7.26 13.39 3.94 
15cm 7.43 14.84 3.91 
20cm 7.24 16.16 3.87 
25cm 7.16 14.09 4.00 

    CV% 6.83 13.38 6.18 
F test ns ns ns 

1 depth of clay soil 
 
Table 2 The fresh and dry weights of clover fern at 
13 weeks on clay with different depths.  
  

Treatments1 Weight of Clover fern (x̄/g) 
Fresh weight/g Dry weight/g 

5cm 524.99  c 66.11  c 
10cm 683.88  b 89.99  bc 
15cm 798.88  b 118.88  ab 
20cm 793.88  b 123.33  ab 
25cm 971.11  a 146.11  a 

      CV% 11.52  2.60 
      F test * * 

1 depth of clay soil, * = significantly different (p < 
0.05) 
 
Table 3 The germination of bird-nest fern spores on 
dried-ground clover fern, peat moss and their 
mixtures 
 

Material ratio Box number 
1 2 3 4 5 6 

    C - - - - - - 
    P  + + + + + + 
    C: P =1:1  - - - - - - 
    C: P =1:2 - - + - - - 
    C: P =2:1 - + - - - - 

C= clover fern, P= peat moss, 
presence of prothalli: + = found, - = not found 
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Figures 
 

     The clover ferns in the soil depth experiment are 
shown in figure 1-9. The bird-nest ferns spore in the 
germinating experiment are shown in figure 10-14. 
 

 
 
Fig.1 Collected clover fern clusters  
 

 
 

Fig.2   The experimental clover ferns in the   
                 nursery 

 

 
 

Fig.3   The clover ferns on 5cm deep clay soil 
 

 
 

Fig.4  The clover ferns on 10cm deep clay soil 
 

 
 
Fig.5    The clover ferns on 15cm deep clay soil 

 

 
 
Fig.6   The clover ferns on 20cm deep clay soil 
 



SEE - Nagoya, Japan, Nov.12-14, 2018 

67 
 

 
 
Fig.7    The clover ferns on 25cm deep clay soil 

 
 

 
 

Fig.8 The fresh clover ferns  
 

 
 
Fig.9 The dried clover ferns 
 

 
 

Fig.10 The germination of bird-nest fern spores on  
            ground clover fern 
 

 
 
Fig.11   The germination of bird-nest fern spores on  
             peat moss 

 

 
 

Fig.12   The germination of bird-nest fern spores on    
             1:1 clover fern: peat moss mixture 
 

Prothallus 
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Fig.13 The germination of bird-nest fern spores on  
            2:1 clover fern: peat moss mixture 
 

 
 
Fig.14 The germination of bird-nest fern spores on  
            1:2 clover fern: peat moss mixture 
 
 
CONCLUSION 
 
      
     The values of many native plants have not been 
well studied. This study chose to test the clover fern 
for its production potential and its potential use as a 
planting material. The study was conducted in a plant 
nursery for 13 weeks in a rainy season. On the basis 
of fresh weight and dry weight, ferns appeared to 
grow well on 25 cm deep clay soil and 5 cm shallow 
water. 
     To be used as a germination material, the ground 
clover fern did not show a positive result with respect 
peat moss. Although some bird-nest-fern spores can 
germinate on 1:2 and 2:1 clover fern for mixing peat 
moss, germination has been delayed for a few weeks. 
In contrast, fern spores completed their germination 
in the first month. 
     The observation made during the experiment had 
noticed that the ground clover fern was looked 
perfectly sound, but it generated some decomposition 
odor. This may suggest the negative effect found in 
this experiment. It might be caused by some toxins 
generated during the decomposition process which 
are required some further studies. Clover fern should 

be developed for use as agricultural materials because 
it free material from nature and also research to be 
vegetable commercial and medicine. 
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ABSTRACT 

 
Biopesticide has become more important in stored product pest management, since the use of synthetic 

insecticides causes adverse effects to human health and the environment. The aim of this research was to 
determine the chemical composition and toxicity of essential oil from Indian borage, Plectranthus amboinicu 
(Lour.), leaves against adults of maize weevil, Sitophilus zeamais Motschulsky. The essential oil was 
investigated by Gas Chromatograph-Mass Spectrometer (GC-MS) technique. The efficacy of this essential oil 
against S. zeamais using impregnated filter paper and vapor-phase tests. Experiments were performed under 
Completely Randomized Design (CRD) with 4 replications. Contact toxicity towards maize was investigated at 6 
concentrations of essential oil 0 5,000 10,000 15,000 20,000 and 25,000 ppm and fumigant activity was 
performed using bioassay at 6 concentrations including 0 50 100 150 200 and 250 µL/L air. Data were recorded 
as number of deaths maize weevil from 24 to 168 hours. The principal compounds in the oil were carvacrol 
(40.49%), caryophyllene (16.76%), Ç-terpinene (11.61%), o-Cymene (8.50%), humulene (5.88%), 
caryophyllene oxide (2.75), p-mentha-1,4(8)-diene (2.17%), and terpinen-4-ol (1.19%). The essential oil of P. 
amboinicu leaves showed strong contact toxicity at 120 hours and fumigant toxicity at 72 hours against adults of 
S. zeamais with 100% adult mortality of 25,000 ppm and 250 µL/L air, respectively. The results indicated that 
the essential oil of P. amboinicu leaves showed potent for management of S. zeamais population. 
 
Keywords: Chemical composition, Toxicity, Essential oil, Plectranthus amboinicu, Sitophilus zeamais 
 
 
INTRODUCTION 

 
Preservation and protection of stored grain are 

dietary, economic, and social requirements [1]. 
Damage caused by insects in stored maize, Zea mays 
L., is a serious problem worldwide. Losses are 10% 
in developed countries and 20% in developing 
countries [2]. A major insect pest of stored maize is 
the maize weevil, Sitophilus zeamais Mostchulsky 
(Coleoptera: Curculionidae) found in moist tropics 
and subtropics and temperate zones [3]. This specie 
is generally controlled by insecticides such as 
phosphine [1]. However, insecticides are toxic to 
humans and pollute the environment such as ozone 
depletion, environmental pollution, increasing costs 
of application, pesticide residue in food, insects 
develop insecticidal resistance and toxicity hazards 
on non-target organisms in addition to direct toxicity 
to users [4], [5]. These problems have highlighted 
the need to develop new types of selective insect-
control alternatives.  

Plant essential oils have traditionally been used 
to kill or repel insects [4] being considered as an 
alternative to stored grain conventional pesticides 
because of their low toxicity to warm-blooded 
mammals, their high volatility [6], [7], rapid 
degradation [8], and the most terpenoids and phenols 
found in plant essential oil have low toxicity [9], [1]. 
Essential oils are effective against insect pests of 

stored products [10]. Some components cause 
larvicidal effect and oviposition deterrence in 
agricultural pests [11]. Phenolic compounds in 
essential oils react with chemical groups of enzymes 
through hydrogen bonds or hydrophobic 
interactions, inhibiting activity [12]. Essential oil 
from wild L. palmeri is a good option for controlling 
maize weevil. The aim of this research were 
determination of chemical composition of the 
essential oil of Indian borage, Plectranthus 
amboinicu (Lour.), from fresh leaves and evaluation 
of the insecticidal activities against adult stage of S. 
zeamais as a possible alternative for synthetic 
chemical insecticidal compounds. 

 
MATERIALS AND METHODS 

 
Insect Rearing 

 
Maize weevil, Sitophilus zeamais Mostchulsky, 

from the grain store located in Kantharawichai 
district, Maha Sarakham Province, Thailand were 
used throughout this study. Fifteen pairs of adults 
were maintained in a plastic box (diameter 15 cm, 
height 30 cm). The cultures were reared on 1 kg of 
jasmine rice, Oryza sativa L. at 30±5°C and 70±5% 
relative humidity and 16:8 h light/dark cycle and 
were allowed for mating and oviposition. Adult of 
maize weevil used for tests were 7 days old. 

https://webbook.nist.gov/cgi/cbook.cgi?ID=C562743&Mask=200
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Extraction of Essential Oil 
 

Essential oil was extracted from fresh leaves of 
Indian borage, Plectranthus amboinicu (Lour.), 
using a Clevenger-type apparatus, (200 g of an air-
dried sample, 1:3 plant/distilled water ratios) were 
hydrodistilled for 3 hours. Anhydrous sodium 
sulphate was used to remove water after the 
extraction. Essential oil was kept in a refrigerator at 
4 ºC until its use. 
 
Analytical Essential Oil 
 

Essential oil constituents from fresh leaves of 
Indian borage P. amboinicu were established by the 
gas chromatograph-mass spectrometry (GC-MS) 
analyses. GC-MS analyses were performed on a 
PerkinElmer Clarus SQ8 GC/MS system (Roster, 
USA) operating in EI mode (70 eV).A Rtx-5MS 
capillary column (with a 5% phenyl-methylpoly 
siloxane stationary phase, 30 m x 0.25 mm, 0.25 µm 
film thickness) was used. The GC settings were as 
follows: the initial oven temperature was kept at 60 
ºC for 1 min and increased to 180 ºC at a rate of 10 
ºC/min, held for 1 min, and then increased at 3 
ºC/min to 246 ºC for 15 min. The injector 
temperature was maintained at 250 ºC. The samples 
(1 µL, dilute to 1% with acetone) were injected, with 
a split ratio of 1:10. The carrier gas was helium with 
a flow rate of 1.0 mL/min. Spectra were scanned 
from 50 to 550 m/z. The identification of essential 
oil components was undertaken firstly by comparing 
their mass spectra with those stored in National 
Institute of Standard and Technology (NIST) Mass 
Spectral Search Program and Chemstation Wiley 
Spectral Library. Essential oil components were 
done by comparison of their retention times with 
authentic samples to a series of n-alkanes under the 
same operating conditions. 
 
Contact Toxicity 

 
A series of dilutions of essential oil from Indian 

borage P. amboinicu (0 5,000 10,000 15,000 and 
25,000 ppm) was prepared using 100% acetone as 
solvent as described. Aliquot of each dilution (100 
μL) was separately applied on top surface of filter 
paper (whatman no.1, diameter 9 cm) with a 
micropipette. The solvent was allowed to evaporate 
for 2 min and placed into each petri-dish (diameter 9 
cm). Ten active of female adults S. zeamais (7 days) 
were introduced into the each petri-dish separately.  
After incubation at 30±5°C and 70±5% relative 
humidity and 16:8 hours light/dark cycle and 24 
hours exposure to 168 hours, adult mortality was 
recorded. The insects were considered to be dead as 
no leg or antennal movements were observed. A 
control experiment was maintained in which 
treatment was made with 100% acetone alone. Each 

set of treatment was repeated four times and 
percentage adult mortality was calculated by using 
the Abbott formula. 
 
Fumigant Toxicity 

 
Whatman (no.1) filter paper strips (1.5x5 cm) 

were impregnated with 100 µL of 0 (100 % 
Acetone; control) 50 100 150 200 and 300 µL/L air 
dilution of essential oils as prepared earlier. After 
evaporating the solvent for 2 min. Filter paper strips 
were placed into the hanging of glass vials (diameter 
2.5 cm x height 5 cm) from the center of screw cap 
of fumigation bottle (diameter 5.5 cm x height 10.5 
cm) to avoid contact effect of insects with paper 
strip. Ten active of female adults S. zeamais (7 days) 
were placed inside the fumigation bottle by vapor-
phase test. The cap of each bottle was screwed 
tightly and kept at 30±5 ºC, 70±5% relative 
humidity, and 16:8 hours light/dark cycle. Adult 
mortality was observed after 24 hours exposure to 
168 hours. The insects were considered to be dead as 
no leg or antennal movements were detected. A 
control experiment was maintained in which 
treatment was made with 100% acetone alone. Each 
set of treatment was repeated four times and 
percentage adult mortality was calculated by using 
the Abbott formula. 

 
RESULTS AND DISCUSSION 
 
Identification of Compounds 

 
Chemical composition of essential oil from the 

leaves of Indian borage, Plectranthus amboinicu, is 
given in Table 1. The major components in the 
essential oil from P. amboinicu leaves  were: 
carvacrol (40.49%); caryophyllene (16.76%); Ç-
terpinene ( 111.6 %); p-cymene (8.50%); humulene 
( 85.8 %);caryophyllene oxide (2.75%); terpinolene 
(2.17%); α-bergamotene (1.97%); germacra-4 
(15),5,10(14)-trien-1α-ol (1.28%); and terpinen-4-ol 
(1.19%).  

Chemical analysis indicated clearly that 
carvacrol was the main component of Indian borage 
essential oil. Ortega et al. [13] indicated the 
chemical constituents varied according to genetic 
and environmental factors as well as harvest. Erler 
and Cetin [14] evaluated components and potential 
larvicidal effects of Origanum onites and O. 
minutiflorum against brown-tail moth, Euproctis 
chrysorrhoea (L.), and found carvacrol, thymol, c-
terpinene, and terpinen-4-ol, with the major 
component being carvacrol for both species of 
oregano. Toxic effects of terpenoid compounds can 
be attributed to reversible competitive acetyl 
cholinesterase inhibition occupying the hydrophobic 
site of the enzyme active site [15].  

https://webbook.nist.gov/cgi/formula?ID=R411213
https://webbook.nist.gov/cgi/formula?ID=R411213
https://webbook.nist.gov/cgi/cbook.cgi?ID=C562743&Mask=200
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Carvacrol has insecticidal activity against pests 
of stored products and is toxic to termites and to 
nymphs and adults of rice weevil, S. oryzae, 
Callosobruchus chinensis, and Lasioderma  
serricorne. Toxic effects in the current study could 
be attributed to constituents such as thymol, 

carvacrol, and ρ-cymene. Successful insecticidal 
plant constituents are monoterpenes and because of 
volatility, fungicidal, bactericidal, and insecticidal 
activity might be used to control stored product 
insects [16]. 

 
 
Table 1 Chemical composition of the essential oil from leaves of Indian borage Plectranthus amboinicu (Lour.) 
 

No. Compounds Retention time (min) Area% 

1 2-Thujene; β-Thujene 8.224 0.35 

2 Orthodene   8.534 0.13 

3 á-Myrcene    10.068 0.84 

4 1-Hepten-3-ol    10.068 0.24 

5 à-Pellandrene    11.294 0.23 

6 Terpinolene  11.817 2.17 

7 p-Cymene    12.172 8.50 

8 trans-1,2-bis-(1-methylethenyl)cyclobutane  12.340 0.40 

9 Ç-Terpinene    13.688 11.61 

10 Terpinolene  14.979 0.13 

11 Linalool    15.345 0.28 

12  Terpinen-4-ol 19.120 1.19 

13 à-Terpineol    19.698 0.10 

14 2-isopropyl-5-methylphenol    23.802 0.10 

15 Thymol    24.104 0.25 

16 Carvacrol   24.775 40.49 

17 Caryophyllene    30.059 16.76 

18 α-Bergamotene 30.449 1.97 

19 Humulene    31.420 5.88 

20 α-Amorphene    33.187 0.37 

21 Cadina-1(6),4-diene 34.095 0.10 

22 Caryophyllene oxide    36.664 2.75 

23 Humulene epoxide II    37.655 0.33 

24 11,11-Dimethyl-4,8-dimethylenebicyclo[7.2.0]undecan-3-ol 38.624 0.12 

25  Germacra-4(15),5,10(14)-trien-1α-ol 39.835 1.28 

26 á-Longipinene    41.218 0.10 

27 1,3-Bis-(2-cyclopropyl,2-methylcyclopropyl)-but-2-en-1-one 41.463 0.10 

28 n-Hexadecanoic acid    49.275 0.10 

29 Ethyltetramethylcyclopentadiene    52.818 0.10 

30 3,7,11,15-Tetramethyl-2-hexadecen-1ol   54.091 0.38 

 Total identified  97.31 
 
 

 

https://en.wikipedia.org/wiki/Lasioderma_serricorne
https://webbook.nist.gov/cgi/cbook.cgi?ID=C562743&Mask=200
https://webbook.nist.gov/cgi/formula?ID=R411213
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Contact Toxicity   
Mortality of maize weevil (S. zeamais) at 120 h 

after treatment was highest at the concentration of 
25,000 ppm of  essential oil from Indian borage (P. 
amboinicu) leaves with cumulative values of 100% 
and there was a significant difference (P<0.01) in 
relation to the other concentrations. However, 
thatwas not different compared with 20,000 ppm 
(Table 2). The number of dead insects increased as 
the concentration of the essential oil and time of 
exposure increased. 
 
Fumigant Toxicity 

 
Mortality value exposed with 250 µL/L air of  

essential oil from Indian borage (P. amboinicu) 

leaves to adults of maize weevil (S. zeamais) after 
treatment at 72 h resulted in mortality values 100% 
and it caused the highest significant difference 
(P<0.01).  However, it was not different compared 
with 100 150 and 200 µL/L air (Table 3). All 
concentrations of essential oil had greater efficiency 
against maize weevil (S. zeamais) at 168 h with 
100% of adult mortality when comparison with 0 
µL/L air, acetone treatments and also was high 
significant different. Maize weevil (S. zeamais) was 
more sensitive to oil at greater concentrations 
during the first 72 hours and adapted as time 
passed. Compared with data from this study, Indian 
borage oil shows greater potential as an insecticide.

 
Table 2 Mortality of maize weevil S. zeamais with contact toxicity treated Indian borage essential oil 
 

Conc. 
(ppm) 

Mean (±SE) of adult mortality (%) of maize weevil S. zeamais 
24 h 48 h 72 h 96 h 120 h 144 h 168 h 

0 0.0±0.0d 0.0±0.0c 0.0±0.0e 0.0±0.0e 0.0±0.0e 0.0±0.0d 0.0±0.0c 

5,000 2.5±5.0d 15±12.6b 17.5±5.0d 30.0±8.2d 40.0±8.2d 50.0±8.2c 92.5±9.6b 

10,000 12.5±5.0c 20.0±8.2b 30.0±8.2c 47.5±5.0c 60.0±8.2c 77.5±5.0b 100.0±0.0a 

15,000 32.5±9.6b 55.0±5.8a 65.0±5.8b 67.5±5.0b 72.5±9.6b 95.0±5.8a 100.0±0.0a 

20,000 47.5±12.6b 80.0±8.2a 87.5±5.0a 92.5±9.6a 92.5±9.6a 100.0±0.0a 100.0±0.0a 

25,000 70.0±8.2a 77.5±9.6a 85.0±5.8a 95.0±5.8a 100.0±0.0a 100.0±0.0a 100.0±0.0a 

Means within the same column followed by the same letter are not significantly different (DMRT: P>0.05) 
 

 
Table 3 Mortality of maize weevil S. zeamais with fumigant toxicity treated Indian borage essential oil 
 

Conc. 
(µL/L air) 

Mean (±SE) of adult mortality (%) of maize weevil S. zeamais 
24 h 48 h 72 h 96 h 120 h 144 h 168 h 

0 0.0±0.0c 0.0±0.0c 0.0±0.0c 0.0±0.0c 0.0±0.0c 0.0±0.0b 0.0±0.0b 

50 10.0±8.2b 50.0±14.1b 67.5±12.6b 77.5±15.0b 92.5±9.6b 97.5±5.0a 100.0±0.0a 

100 17.5±9.6b 70.0±8.2ab 87.5±12.6a 95.0±5.8a 95.0±5.0ab 100.0±0.0a 100.0±0.0a 

150 25.0±5.0ab 85.0±5.8a 87.5±5.0a 97.5±5.0a 100.0±0.0a 100.0±0.0a 100.0±0.0a 

200 17.5±17.1b 65.0±28.9ab 92.5±9.6a 100.0±0.0a 100.0±0.0a 100.0±0.0a 100.0±0.0a 

250 47.5±15.0a 82.5±5.0a 100.0±0.0a 100.0±0.0a 100.0±0.0a 100.0±0.0a 100.0±0.0a 

Means within the same column followed by the same letter are not significantly different (DMRT: P>0.05) 
 
Copyright Form 

 
Copyright form signed by all authors is 

necessary for GEOMATE. It should be submitted 
along with the paper submission. Copyright form 
can be downloaded from geomate web site. 

 
CONCLUSION 
 

Indian borage P. amboinicu (Lour.) essential oil 
could be used as a botanical insecticide postharvest 
since it consists of potential terpenoids such as 
carvacrol, p-cymene, terpinen-4-ol, and thymol 
complementary to conventional insecticide. Indian 

borage essential oil is an alternative control method 
for maize weevil S. zeamais because it results in 
higher adult mortality by contact and fumigant 
toxicity. The effectiveness of the components of 
essential oils might be a viable option to control 
insect pests in stored maize.  
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ABSTRACT 
 

Tempeh is an Indonesia’s indigenous fermented food that is widely preferred by the community. 
Fermented food have functional food as an antihypertensive by angiotensin converting enzyme (ACE) 
inhibitor. This study was aimed to measure protein activity of tempeh as ACE inhibitor. Soybean was 
fermented using Rhizopus sp. with various fermentation times of 0, 6, 12, 18, 24, 30, 36, 42 and 48 hours. 
Protein extraction was performed at the isoelectric point, the degree of hydrolysis was considered as 
trichloroacetic-dissolved nitrogen. The best fermentation time was determined by the degree of hydrolysis 
(DH) and protein content. Protein extract was fractionated by using an ultra membrane with 3 kDa cutt of. 
Proximate analysis was performed by AOAC method. The measurement of ACE inhibitor was based on the 
formation of hippurate acid-H-Histidyl-L-leucine (HHL). Results of this study revealed that the lipid content 
of tempeh was lower than that of soybean while the water content of tempeh was higher than soybean. The 
best fermentation time was found at 24 hours. Protein content was 236.31 ppm and DH was 36.03%. The best 
fraction that was able to inhibit ACE was a fraction below 3 kDa with an inhibitory capability of 67.43%. 
Protein of tempeh contained proline, valine, isoleucine, histidine, teonine, tyrosine, leucine, aspartic acid, 
lysine, glycine, arginine, alanine, phenylalanine, glutamic acid, serine and methionine. This study concludes 
that tempeh was able to inhibit ACE by in vitro and is potentially continued to in vivo examination, thus 
tempeh can be claimed as a functional food 
 
Keywords: Tempeh, Indigenous fermented, Angiotension converting enzym, Isoelectic point 
 
 

INTRODUCTION 
 
Tempeh is a traditional Indonesian food which is 
made by fermentation, is widely preferred and 
proven to provide benefits for the health of human 
body. Opportunity to develop local food such as 
tempeh to be recognized internationally is not 
impossible since Indonesia has proposed to the 34th 
Codex Alimentarius Commission (CAC) meeting in 
Geneva on July 9, 2011. 
      Tempeh has the potential to be developed into 
functional foods as antihypertensive if there is 
scientific data obtained through in vitro and in vivo 
assessment. Tempeh is made by fermentation using 
Rhizopus sp. This fungus produces several 
antibiotics that are active against Bacillus species, 
particularly Bacillus subtillis [1], has anticancer and 
antiangionesis (the formation of new blood vessels) 
properties which are also shown by genistein 
compound of isoflavone derivative extracted from 
tempeh [2]. Ansarullah [3] states that blood pressure 
of hypertension sufferers decreases after 
consumption of soybean drink. Tempeh is useful in 
inhibiting the formation of blood vessels of cancer 
cells [2], improving bone health [4], as anti-bacterial 
agent [5] and active antioxidant. In addition, [6] 
tempeh extract is beneficial in the management and 
prevention of dementia and Alzheimer’s disease [7]. 

Therefore, the functional effect of soy protein which 
acts as ACE inhibitor can be enhanced by 
fermentation [8]. 

Hypertension and cardiovascular disease increase 
along with an unhealthy lifestyle and a low facility 
for prevention of hypertension [9]. Currently, there 
are available various synthetic drugs for the 
treatment of hypertension. Although those are 
effective, synthetic drugs have many side effects 
such as a chronic dry cough that causes acute 
respiratory distress even to death [10].  
    Synthetic antihypertensive drugs such as 
Captopril® and Lisinopril® inhibit the ACE 
enzyme, increase bradykinin and reduce angiotensin 
II, but the long-term using the medcines may cause 
side effects. A total of 36% of patients complained 
about the side effects of captopril and as many as 
45% complained of amlodipine [11]. Several studies 
indicated that hydrolyzed soy protein could lower 
blood pressure in vitro basis.   
    The objective of this study was to determine 
fermentation time, the degree of hydrolysis, protein 
fractionation and inhibitory activity assessment of 
angiotensin converting enzyme (ACE). The ACE 
inhibitor assessment was based on the release of 
hippurate acid from hippuryl-L-histidyl-L-leucine 
substrate [12], [13]. 
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METHOD 
 
Soybean Fermentation 
   
    The fermentation period of soybeans was varied 
as follows 0, 6, 12, 18, 24, 30, 36, 42 and 48 hours. 
A total of 1000 grams soybeans (from traditional 
market) were soaked in the water with ratio of 2:1 
for 18 hours, it was further removed from the skin. 
Cleaned soybeans were steamed using the corm for 
30-40 minutes (until tender) and were then cooled. 2 
grams starter Raprima (from PT Aneka Fermentasi 
Industri (AFI) Indonesia) was inoculated by mixing 
the starter with steamed soybean evenly. 
Furthermore, it was inserted into the measuring 
plastic that has been given small holes. Inoculation 
result was incubated at 30oC until tempeh was 
formed. 
 
Disposal of Lipid from Tempeh Flour  
 
 Tempeh was crushed using blender and soaked 
in a hexane solution at a ratio of 1: 5 (sample: 
hexane) for 1 hour at a room temperature while 
stirring. The supernatant was removed and the 
precipitate was repeated with the same process by 
adding hexane solution twice with the same ratio for 
removing the remaining lipid. The lipid-free flour 
was collected and dried to liberate hexane [14] thus 
resulting in lipid-free tempeh flour . 
 
Protein Extraction of Tempeh 
 
 Protein extraction was performed by 
precipitation method at isoelectric point [15]. Lipid-
free tempeh flour was soaked in the water a ratio of 
1:10 (w/v), pH 8.5 with addition of 1N NaOH 
solution. Suspension was stirred using a magnetic 
stirrer at a room temperature for 1 hour and 
centrifuged (6000 x g) for 20 minutes at 4°C. 
Supernatant was collected and adjusted to pH 4.5 
with the addition of 1.0 N HCl solution. The 
suspension was centrifuged at 6000×g for 20 min, a 
temperature of 4°C [16]. The resulting hydrolysis 
was lyophilized and stored in freezer with 
temperature of -20°C, thus protein hydrolysates 
would be obtained. 
 
Protein Analysis and Degree of Hydrolysis  
 
 Hydrolysate of tempeh protein was dissolved in 
aquadest with a ratio of 1:10 (g/v) while stirring 
until dissolved evenly. The mixture was centrifuged 
(13000 xg, 15 min, 4oC). A total of 100 μL 
supernatant was piped into the test tube and added 
with 5 mL of Bradford solution while shaking and 
allowed to stand for 15 min. The absorbance was 
measured using a spectrophotometer at a wavelength 
of λ 595 nm [17].  

      The degree of hydrolysis was calculated using 
the SN-TCA method [18], a total of 2 mg of protein 
hydrolysate was added with 2 mL 10% (w/v) 
trichloroacetic acid solution. The mixture was 
allowed for 30 minutes to obtain the precipitate and 
then centrifuged (7.800 g, 4 oC, for 15 minutes). 
Protein levels of supernatant and precipitate were 
measured by using Kjedhal method.         
 
ACE inhibitory Examination 

 Enzyme activity was determined using the Hip-
His-Leu (HHL) synthetic peptide as a substrate 
which was based on the developed method [12],[13]. 
A protein extract solution of 15 μl was added with 
125 μl of 100 mM sodium borate buffer solution (pH 
8.3) containing 7.6 mM Hip-His-Leu and 608 mM 
NaCl, and was preincubated for 5 min at temperature 
of 37 °C. The reaction begins with the addition of 50 
μL ACE enzyme (rabbit lung-derived angiotensin I-
converting enzyme) dissolved in the aquadest. The 
mixture was incubated for 30 minutes at temperature 
of 37 °C. As a blank, it was used 50 μL aquadest. 
 The reaction was discontinued with the addition 
of 125 μL 1N HCl. Hippurate acid released by ACE 
was extracted by adding 750 μL ethyl acetate to the 
mixture and was immediately shaken using vortex. 
The mixture was centrifuged at a velocity of 13.760 
x g for 10 min, a total of 500 μL top layer of the 
supernatant was collected and dried at 90 °C for 30 
min. Furthermore, hippurate acid was dissolved in 1 
mL distilled water and the absorbance was measured 
by spectrophotometer at 228 nm wavelength.   
 
% Inhibitory Activity = [(C-A)/(C-B)] x100%  
Description:  
A= sample absorbance   
B= blank absorbance   
C= control absorbance (aquadest). 
 
Amino Acid Analysis 
         
 Amino acid composition analysis determined 
was the result of fractionation with 3 kDa 
membrane. Sample was added with 5 mL 6 N HCl 
while stirring with stirrer, and flowed with nitrogen 
and hydrolyzed at temperature of 110 °C for 22 
hours. Hydrolysates obtained was then cooled at 
room temperature, and transferred into a 50 ml 
measuring flask, also added with aquabidest. The 
solution was filtered by a filter membrane with a 
size of 0.45 μm. A total of 500 μl filtrate was added 
with 40 μL AABA (alpha amino butyric acid)  and 
460 μl aquabidest. A total of 10 μl solution was 
added with 70 μl AccQ-fluor borate and shaken 
using vortex. Furthermore, a total of 20 μl fluorine A 
reagent was added and shaken using a vortex, and 
allowed to stand for 1 minute. Subsequently, the 
solution was incubated for 10 minutes at a 
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temperature of 55 oC and injected in UPLC (ultra 
high performance liquid chromatography) [19]. 
 
RESULTS AND DISCUSSION  
 
Tempeh 
 
     There are four steps in the making process of 
tempeh, namely soaking, boiling, inoculation of 
Rhizopus and incubation at room temperature [20]. 
Tempeh was made using a starter containing a 
mixture of Rhizopus sp. Variety of fermentation 
times used were 0 hour as control 0, 6, 12, 18, 24, 
30, 36, 42 and 48 hours. The best physical 
appearance of tempeh depends on the duration of 
fermentation (hour) which is based on observation of 
physical shape, odor and the increase of Rhizopus 
mycelium on the surface of the soybean. The 
physical appearance of tempeh during fermentation 
is shown in Fig. 1. 
Fig. 1 Physical appearance of tempeh at various 

fermentation times (H) 
 

 
   Contol                 6 H                           12 H      

 
          18 H                    24 H                  30 H           

 
         36 H                     42 H                   48 H 
     
 The 24 hours fermentation produced tempeh 
with better texture and good odor in which Rhizopus 
sp. mycelium covered the surface of soybean evenly. 
Rhizopus sp. started to grow at 18th hour and 
continued to next hours. The best growth of 
Rhizopus sp. was obtained at 24th hour fermentation. 
Rhizopus mycelium of 30 hours fermentation 
showed a black color which indicates that tempeh 
began to rot. Types of Rhizopus which primarily 
found on tempeh starter are Rhizopus oligosporus 
dan Rhizopus oryzae [20]. 
     Fermentation of soybean into tempeh that is 
widely done by Indonesian people lasts between 18 
to 36 hours. After 36 hours, tempeh begins to 
decompose which can be seen from discoloration of 
tempeh such as blackening color and bad odor. Yet 
in this study, 30 hours fermentation had produced 
out of odor tempeh, thus we conclude that tempeh 
produced in this study is faster to decompose 

compared with tempeh in the other studies. Good 
tempeh has a fresh aroma such as the scent of 
mycelium and free amino acids. The quality of 
tempeh can be known from the growth of mycelium. 
If the mycelium grows evenly on the surface of 
tempeh, it can be declared as good tempeh. 
Otherwise, if the mycelium is accumulated on the 
certain points of soybean surface, it is declared as a 
not good tempeh [21]. 
    
Proximate Analysis Results 
 
Table 1 Results of proximate analysis of tempeh of 
24 hours incubation     

Parameter Sample 
Soybea Tempeh  

Water content (%) 11.81 57.42 
Ash content (%) 4.95 1.64 
Lipid (%) 15.28 9.86 
Protein  (%) 37.17 21.84 
Dissolved Protein (ppm) 75.19 236.31 
 
Based on Table 1, it is known that lipid content of 
fermented soybean (tempeh) was lower than that of 
unfermented soybean (control) with a decrease of 
64.53%.  Similar with 22], lipid content of soybean 
was 18.38%. Meanwhile, dissolved protein content 
for control and tempeh was 75.19 and 236.31 ppm, 
respectively. 
 
Lipid on tempeh 

       
     Lipid disposal from tempeh in this study was 
aimed to obtain a higher protein extract. Wu [15] 
states that the samples with lipid disposal have a 
high protein content of 72.35% while samples 
without lipid disposal have a protein content of 
55.88%. Results of this study indicate that 
fermentation can reduce lipid content in tempeh. 
Furthermore, the lowest lipid content obtained at 24 
hours fermentation was 9.04%. We presume this 
lipid reduction activity is caused by lipase. 
 
Degree of Hydrolysis and Protein Content 
 
      Degree of hydrolysis (DH) is defined as the 
proportion of peptide bonding broken down in 
protein hydrolysates. The DH value increased 
significantly at 18 hours fermentation and the 
highest value was obtained at 24 hours fermentation 
in which the mycelium has been seen to grow 
covering the surface of tempeh. The result of the 
calculation is presented in Table 2. The DH value 
increased rapidly over 18 hours fermentation since 
the mycelium is already grown. 
 
Table 2 Value of degree of hydrolysis and amount of 
protein on tempeh 

Fermentation Degree of Protein Level 
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Time  (H) Hydrolysis (%) (g) 
0 1.76 0.54 
6 4.48 1.17 

12 2.94 1.65 
18 31.71 0.24 
24 36.03 3.13 
30 30.93 0.45 

 
   A high degree of hydrolysis indicates that the 
protein is easily hydrolyzed (Table 1). In accordance 
with this study, increased DH value and protein 
content are suspected as a result of protease activity 
produced by Rhizopus sp. The main function of 
Rhizopus in fermentation is the synthesis of enzymes 
that hydrolyze compounds in soybean [21]. 
      The DH value increased significantly on tempeh 
of 18 hours fermentation, where mycelium was seen 
growing on the surface of soybean (Fig.1). Bioactive 
peptide of the food is produced during the enzymatic 
hydrolysis process and fermentation or in the 
gastrointestinal tract. The resulting peptide has 
antihypertensive activity [23]. “Hrckova [24]showed 
that the highest degree of hydrolysis was 39.5% with 
lipid content had been disposed from protease of 
commercial soy flour”. The high dissolved protein 
content in this study was obtained in fermented 
soybean (tempeh) for 6 and 24 hours (data not 
shown).     
 
ACE InhibitorActivity                  
 
 Bioactive peptide released from dietary protein is 
widely used for the management of hypertension 
based on the Angiotensin I-Converting Enzyme 
(ACE) inhibitory activity, which is an enzyme 
regulates the mechanism of regulation of Renin 
Angiotensin System (RAS), which is food peptide 
that interacts with RAS and the vascular system and 
contributes to a decrease in blood pressure [25]. 
Peptides with sequences of Leu-Val-Tyr, Leu-Gln-
Pro and Leu-Lys-Tyr of soy flour indicate 
Angiotensin I-Converting Enzyme (ACE) inhibitory 
activity [26]. Peptides with sequences of Met-Asn-
Pro, As-Pro-Pro, Pro-Pro-Lys, Ile-Thr-Thr, Thr-Thr-
Asn, and Thr-Asn-Pr have ACE inhibitory activity 
[13]. Angiotensin I-Converting Enzyme (ACE) 
catalyzes the conversion of angiotensin I to 
angiotensin II, which is a vasoconstrictor and also 
inactivates the antihypertensivity of a bradykinin as 
a vasodilator. Peptides derived from food proteins 
may have ACE inhibitory activity [27]. 
 Some fermented foods have ACE inhibitory 
activity such as brown rice [28], tofuyo extract [29], 
a traditional Japanese food like steamed soybeans 
fermented by Bacillus (natto) [30]. By in vivo, Natto 
is antihypertensive [31], also pigeon pea fermented 
using Bacillus subtilis [32], a pasta made from 
Korean soybeans is proven to act as an 

antihypertensive food  [33] so that the above 
products can be claimed as functional food. 
      In order to make tempeh as afunctional food, it 
must be obtained in vitro and in vivo data from 
research findings. For in vitro, it was obtained a 
value of 67.43%, which is the result of measurement 
of ACE inhibitory activity of protein extract of 
tempeh. This value was obtained from the fraction 
below 3 KDa.  
 
Amino Acid Composition of Protein Hydrolysates 
using 3 Kda Membrane 
 
     Amino acid analysis was performed to determine 
the type and level of amino acid found in soybean 
hydrolysate. Results of the amino acid analysis 
using UPLC are presented in Table 3. The result 
showed that tempeh contains both essential and non-
essential amino acids. Predominant amino acids are 
glutamic acid, lysine, leucine, alanine, valine and 
phenylalanine, while predominant essential amino 
acids are Thr, Leu, Lys, Val, Met and Phe.  
 
Table 3. Amino acid content of tempeh hydrolysate 
using 3 KDa membrane 

No Type of Amino 
Acid 

Amino Acid 
Content (ppm) 

1 L-Histidine 1106.79 
2 L-Threonine 1442.295 
3 L-Proline 1636.755 
4 L-Tyrosine 2907.28 
5 L-Leucine 4774.595 
6 L- Aspartic acid 895.45 
7 L-Lysine HCl 3688.065 
8 Glycine 1516.235 
9 L-Arginine 2276.61 
10 L-Alanine 3257.36 
11 L-Valine 2235.715 
12 L-Isoleusine 2053.84 
13 L-Phenylalanine 3905.97 
14 L- Glutamic acid 6936.845 
15 L-Serine 1005.745 
16 L-Methionine 614.43 
17 L- Cysteine - 
18 L-Tryptopane - 

 
 “Kitts [34] revealed that bioactive peptides generally 
have low molecular weight consisting 2-9 amino 
acid residues and are resistant to digestive enzymes 
have hydrophobic amino acid residues from the type 
of proline, lysine or arginine”. In this study, it was 
obtained hydrophobic amino acids such us alanine, 
valine, isoleucine, proline, phenylalanine, and 
methionine, thus authors presume that the functional 
properties of tempeh as ACE inhibitors are obtained 
from the above amino acids. 
 
CONCLUSION 



SEE - USQ, Nagoya, Japan, Nov.12-14, 2018 
 

79 
 

 
Fermentation for 24 hours produced tempeh with the 
best texture, low lipid and high protein content. 
Protein extract showed a high ACE inhibitory 
capacity with a total of 16 essential and non-
essential amino acid compositions. Tempe has the 
potential to be developed as a functional food. 
 
ACKNOWLEDGEMENT 
 
Authors thank the Rector of UIN Syarif 
Hidayatullah Jakarta for research funding through 
Puslitpen LP2M 2017 

 
REFERENCES 
 
[1] Kobayasi S. Y., Okazaki N., and Koseki T., 

Purification and characterization of an 
antibiotic substance produced from 
Rhizopus oligosporus IFO 8631, Biosci. 
Biotechnol. Biochem, Vol. 56, Issue. 1, 
1992, pp. 94–98. 

 [2] Kiriakidis S., O. Högemeier, S., Starcke F., 
Dombrowski J. C. Hahne, M. Pepper, H. C. 
Jha, and N. Wernert, Novel tempeh 
(fermented soyabean) isoflavones inhibit in 
vivo angiogenesis in the chicken 
chorioallantoic membrane assay, British 
Journal of Nutrition. Vol. 93, Issue 3, 2005, 
pp. 317–323. 

 [3] Ansarullah A., Marliyati, S. A., and 
Astawan., Efek intervensi minuman tempe 
terhadap tekanan darah penderita hipertensi 
dan hiperkolesterolemia. Jurnal Gizi dan 
Pangan, Jurnal Gizi dan Pangan, Vol. 12, 
Issue 2, 2017,  pp. 101–108,  

[4] Kusumorini, N., Manalu, W., and 
Maheshwari, H., Supplementation of tempeh 
extract for improving quality of bone in 
premenopausal conditions using rats as 
animal models, in Proceedings of The 
Annual International Conference, Syiah 
Kuala University-Life Sciences & 
Engineering Chapter, 2013, Vol. 3, Issue 1. 

[5] Kuligowski, M., Jasinska-Kuligowska, I., 
and Nowak, J. Evaluation of bean and soy 
tempeh influence on intestinal bacteria and 
estimation of antibacterial properties of bean 
tempeh Polish journal of microbiology, 62 
issue 2, 2013, pp.189-194 

 [6] Hoppe, M. B., Jha, H. C., and Egge, H.,  
Structure of an antioxidant from fermented 
soybeans (tempeh)., Journal of the American 
Oil Chemists' Society., 74, issue 4,1997, pp. 
477-479. 

 [7] Hamad, A., Mani, V., Ramasamy, K., Lim, 
S. M., and  Majeed, A. B. A.,   Memory 
enhancement in rats by soybean and tempeh 
extracts is associated with improved 

cholinergic and reduced neuroinflammatory 
activities, Sains Malaysiana, Vol.  45, Issue 
9, 2016. pp. 1299-1310. 

 [8] Gibbs, B. F., Zougman, A., Masse, R., and  
Mulligan, C. Production and characterization 
of bioactive peptides from soy hydrolysate 
and soy-fermented food, Food research 
international, Vol. 37, Issue 2, 2004, pp. 
123-131.  

[9] Depertemen Kesehatan  Republik  
Indonesia. Pharma Cheutical Care untuk 
Penyakit Hipertensi. 2016. 
httphttps://pafisumut.or.id/wp-
content/uploads. 

 [10] Cheung, L. K., Aluko, R. E., Cliff, M. A., 
and  Li-Chan, E. C., Effects of exopeptidase 
treatment on antihypertensive activity and 
taste attributes of enzymatic whey protein 
hydrolysates, Journal of Functional Foods, 
Vol. 13, 2015. pp. 262–275. 

 [11] Kristanti P.. Effectiveness and Side Effects 
of Antihypertensive Medication Usage in 
Hypertension Patients at Puskesmas 
Kalirungkut Surabaya. Jurnal Ilmiah 
Mahasiswa Universitas Surabaya. Vol. 4 
Issue  2. pp. 1-13. 

[12] Cushman, D. W., and  Cheung, H. S. 
Spectrophotometric assay and properties of 
the angiotensin-converting enzyme of rabbit 
lung. Biochemical pharmacology, Vol. 20 
Issue 7, 1971.  pp 1637-1648. 

 [13] Arihara, K., Nakashima, Y., Mukai, T., 
Ishikawa, S., and Itoh, M., Peptide inhibitors 
for angiotensin I-converting enzyme from 
enzymatic hydrolysates of porcine skeletal 
muscle proteins. Meat Science, Vol. 57,  
Issue 3, 2001,  pp. 319–324. 

[14] Liu, C., Wang, H., Cui, Z., He X., Wang  X., 
Zeng X., and  Ma H., Optimization of 
extraction and isolation for 11S and 7S 
globulins of soybean seed storage protein. 
Food Chemistry, Vol. 102, Issue 4, 2007,  
pp. 1310–1316. 

[15] Wu, H., Wang, Q., Ma, T., and  Ren, J., 
Comparative studies on the functional 
properties of various protein concentrate 
preparations of peanut protein. Food 
Research International, Vol. 42,  Issue. 3, 
2009, pp. 343–348. 

[16] Chove, B. E., Grandison, A. S., and Lewis, 
M. J., Emulsifying properties of soy protein 
isolate fractions obtained by isoelectric 
precipitation. Journal of the Science of Food 
and Agriculture, Vol. 81, Issue. 8, 2001.  pp. 
759–763. 

 [17] Bradford, Marion M., A rapid and sensitive 
method for the quantitation of microgram 
quantities of protein utilizing the principle of 
protein-dye binding. Analytical 



SEE - USQ, Nagoya, Japan, Nov.12-14, 2018 
 

80 
 

biochemistry, Vol. 72, 1976, pp. 248–254. 
[18] Hoyle  N. T.,  and  Merritt, J. O. H. N.,  

Quality of fish protein hydrolysates from 
herring (Clupea harengus).  Journal of food 
Science , Vol. 59, Issue. 1, 1994. pp. 76–79. 

 [19] Boogers I., Plugge W., Stokkermans Y. Q., 
and  Duchateau A. L., Ultra-performance 
liquid chromatographic analysis of amino 
acids in protein hydrolysates using an 
automated pre-column derivatisation 
method. Journal of Chromatography A, Vol. 
1189, Issue. 1–2, 2008, pp. 406–409. 

[20] Astawan, M., Wresdiyati, T., Widowati, S., 
Bintari, S. H.,  and  Ichsani, N., Phsyco-
chemical Characteristics and Functional 
Properties of Tempe Made from Different 
Soybeans Varieties.  Jurnal Pangan, Vol. 22, 
Issue. 3,  2013,  pp. 241–252. 

[21] Hachmeister, K. A., and  Fung, D. Y., 
Tempeh: A mold-modified indigenous 
fermented food made from soybeans and/or 
cereal grains. Critical reviews in 
microbiology, Vol. 19, Issue. 3, 1993, pp. 
137–188. 

 [22] Banaszkiewicz T, For Chapter in a Book, 
Soy bean And Nutrition,   H. El-Shemy, Ed. 
2011, pp. 1–20. 

[23] Hernández-Ledesma, B., del Mar Contreras, 
M.,  and  Recio, I.,  Antihypertensive 
peptides: Production, bioavailability and 
incorporation into foods. Advances in 
colloid and interface science. Vol. 165, Issue 
1, 2011, pp. 23–35. 

 [24] Hrckova, M., Rusnakova, M., and  
Zemanovic, J. Enzymatic hydrolysis of 
defatted soy flour by three different 
proteases and their effect on the functional 
properties of resulting protein hydrolysates. 
Czech journal of food sciences, Vol. 20, 
Issue 1, 2002, pp. 1467–1471. 

 [25] Udenigwe, C. C.,  and Mohan A., 
Mechanisms of food protein-derived 
antihypertensive peptides other than ACE 
inhibition. Journal of Functional Foods, Vol. 
8, 2014,  pp. 45–52. 

 [26] Nakano, D., Ogura, K., Miyakoshi, M., Ishii, 
F., Kawanishi, H., Kurumazuka, D, Kwak, 
C, Ikemura, K., Takaoka M., and Moriguchi 
S, Antihypertensive effect of angiotensin I-
converting enzyme inhibitory peptides from 
a sesame protein hydrolysate in 
spontaneously hypertensive rats. Bioscience, 
biotechnology, and biochemistry, Vol. 70, 
Issue. 5, 2006,  pp. 1118–1126. 

[27] Nishibori, N., Kishibuchi, R., Sagara, T., 
Itoh, M., Horie, Y., and Shrestha S., 
Angiotensin I–converting enzyme inhibitory 
peptides derived from food proteins and 
their physiological and pharmacological 
effects. Nutrition research, Vol. 24, Issue 7, 
2004, pp. 469–486. 

 [28] Nishibori, N., Kishibuchi, R., Sagara, T., 
Itoh, M., Horie, Y., and  Morita, K., 
Angiotensin-I converting enzyme (ACE) 
inhibitory activity of aqueous extract 
prepared from fermented brown rice: A 
potential functional food for management of 
hypertension,Phytopharmacol. 2013a, Vol. 
4, pp. 237–245. 

[29] Kuba, M., Tanaka, K., Tawata, S., Takeda, 
Y., and Yasuda M, Angiotensin I-converting 
enzyme inhibitory peptides isolated from 
tofuyo fermented soybean food. Bioscience, 
biotechnology, and biochemistry, Vol. 67, 
Issue. 6, 2003, pp. 1278–1283. 

[30] Okamoto, A, H., Hanagata, Y., Kawamura, 
and Yanagida, F., Anti-hypertensive 
substances in fermented soybean, natto. 
Plant foods for human nutrition, Vol. 47, 
Issue. 1, 1995, pp. 39–47. 

 [31] Ibe, S., Yoshida, K., Kumada, K., 
Tsurushiin, S., Furusho, T., and  Otobe K, 
Antihypertensive effects of natto, a 
traditional Japanese fermented food, in 
spontaneously hypertensive rats. Food 
science and technology research,  Vol. 15,  
Issue 2,  2009, pp. 199–202. 

[32] Lee, B. H., Lai, Y. S., and Wu, S, C 
Antioxidation, angiotensin converting 
enzyme inhibition activity, nattokinase, and 
antihypertension of Bacillus subtilis (natto)-
fermented pigeon pea. Journal of food and 
drug analysis, Vol. 23, Issue. 4,  2015, pp. 
750–757. 

 [33] Shin, Z. I., Yu, R., Park, S. A., Chung, D. 
K., Ahn, C. W., Nam, H. S., and. Lee H. J., 
His-His-Leu, an angiotensin I converting 
enzyme inhibitory peptide derived from 
Korean soybean paste, exerts 
antihypertensive activity in vivo. Journal of 
Agricultural and Food Chemistry, Vol. 49, 
Issue 6, 20011,  pp. 3004–3009. 

[34] Kitts D. D.,  and Weiler K., Bioactive 
proteins and peptides from food sources. 
Applications of bioprocesses used in 
isolation and recovery. Current 
pharmaceutical design, Vol. 9, Issue. 16, 
2003,  pp. 1309–1323. 

 



 

81 

4th Int. Conf.  on Science, Engineering & Environment (SEE), 

Nagoya, Japan, Nov.12-14, 2018, ISBN: 978-4-909106018 C3051 

THE MODIFIED DECOMPOSITION METHOD FOR SOLVING 

VOLTERRA INTEGRAL EQUATION OF THE SECOND KIND USING 

MAPLE 

Dalal Adnan Maturi
1
 

1
Departement of Mathematics, Faculty of Science, king Abdulaziz University, Saudi Arabia 

ABSTRACT 

In  this paper , we obtain the approximate solution  for Volterra integral equation of the second kind through 

using modified decomposition method by using Maple program, so all calculations can be easily using Maple to 

find that exact solution. 
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INTRODUCTION 

The modified decomposition method [1]-[4] has 

been efficiently used to solve linear and nonlinear 

problems such as differential equations and integral 

equations.  

A Modification in successive approximation 

method for solving nonlinear Volterra Hammerstein 

integral equations of the second kind by  Sh. Javadi 

[5]. Also, Modification of Laplace Adomian 

Decomposition method for solving nonlinear 

Volterra integral and integro-differential equations 

based on Newton Raphson formula by Dimple Rani., 

and Vinod Mishra [6]. 

The modified decomposition needs only a slight 

variation from the standard decomposition method 

may provide the exact solution by using iterations 

only and sometimes without using the so-called 

adomain polynomials, its effectiveness is based on 

the assumption that the function � can be divided

into two parts and the paper choice of �� and ��  .

THE MODIFIED DECOMPOSITION 

METHOD  

 The standard decomposition method, 

����� = ����,
������� =  � ���, ��������

� ��, � ≥ 0,												(1)

Having determined the components �0(�), �1(�), 

�2(�), . . .,the solution �(�) in a series form defined 

by 

���� = ∑ ���������  (2) 

The modified decomposition method [3] . The 

modification is based on the assumption that the 

function �(�) can be divided into two parts, 

namely,�����and �����. Under this assumption we

set 

���� 	 = 	 ����� + �����.  (3) 

Accordingly, a slight variation was proposed only 

for the components !"��� and !���� The

suggestion was that onlythe part ����� will be

assigned to the zeroth component !"���,whereas the

remaining part �����will be combined with the

other terms given into (1) to define �1(�). 

Consequently, the modified recursive relation 

����� = �����,
����� = ����� +  # ���, �������

�

�
��,

������� =  � ���, ��������
� ��, � ≥ 1.								(4)

was developed. It is important to note here that there 

were some conclusions made in [1]. First, the slight 

variation in reducing the number of terms of �����
will result in a reduction of the computational 

work and will accelerate the convergence. Second, 

this slight variation in the definition of the 

components �����  and ����� may provide the

solution by using two iterations only. 

Third, there is no need sometimes to evaluate the so-

called Adomian  polynomials required for the 

nonlinear equations. 

EXAMPLE 

Example1. Consider the Volterra integral equation 

of second kind 

���� = 1 + 2� + sin � + �� − cos � − # ��
�

�
t���	.

Applying the Modified Decomposition Method 

using Maple  we find 

Table 1 Numerical results and exact solution of 

Volterra integral equation for example 1 
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� !��� 			-�./0
= �� + 123 � 

-4454 

0.10000 0.2998334 0.2998334 0.0000000 

0.20000 0.5986693 0.5986693 0.0000000 

0.30000 0.8955202 0.8955202 0.0000000 

0.40000 1.1894183 1.1894184 0.0000000 

0.50000 1.4794255 1.4794256 0.0000001 

0.60000 1.7646425 1.7646429 0.0000004 

0.70000 2.0442177 2.0442191 0.0000014 

0.80000 2.3173561 2.3173603 0.0000042 

0.90000 2.5833269 2.5833376 0.0000107 

1.00000 2.8414710 2.8414958 0.0000248 

Fig.1 Plot 2D of the exact solutions result Of 

Volterra integral equation for example 1. 

Example2. Consider the Volterra integral equation 

of second kind 

���� = 1 + � + �� + 1
2 �6 + cosℎ � + �89:ℎ�

− # ���
�

�
t���	.

Applying the Modified Decomposition Method 

using Maple  we find 

Table 2 Numerical results and exact solution of 

Volterra integral equation for example 2 

� !��� 			-�./0
= � + �
+ ;<1= � 

-4454 

0.10000 2.1050042 2.1050042 0.0000000 

0.20000 2.2200668 2.2200667 0.0000000 

0.30000 2.3453385 2.3453385 0.0000000 

0.40000 2.4810724 2.4810723 0.0000000 

0.50000 2.6276260 2.6276259 0.0000001 

0.60000 2.7854652 2.7854652 0.0000000 

0.70000 2.9551690 2.9551674 0.0000016 

0.80000 3.1374349 3.1374288 0.0000061 

0.90000 3.3330864 3.3330613 0.0000251 

1.00000 3.5430806 3.5429900 0.0000900 

Fig. 2 Plot 2D of the exact solutions result Of 

Volterra integral equation for example 1. 

Example 3. Consider the Fredholm integral equation 

of second kind 

>��� = ?� − �?� + sin � + � cos � − # �>�
�

�
t���	.

Applying the Modified Decomposition Method 

using Maple  we find 

Table 3 Numerical results and exact solution of 

Volterra integral equation for example 3. 

� !��� 			-�./0
= @� + 123 � 

-4454 

0.10000 1.2050043 1.2050000 0.0000043 

0.20000 1.4200721 1.4200000 0.0000721 

0.30000 1.6453790 1.6450000 0.0003790 

0.40000 1.8812430 1.8820000 0.0007570 

0.50000 2.1281468 2.1290000 0.0008532 

0.60000 2.3867613 2.3890000 0.0022387 

0.70000 2.6579704 2.6580000 0.0000296 

0.80000 2.9428970 2.9450000 0.0021030 

0.90000 3.2429300 3.2430000 0.0000700 

1.00000 3.5597528 3.5610000 0.0000000 
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Fig. 3 Plot 2D of the exact solutions result Of 

Volterra integral equation for example 3. 

CONCLUSION 

In this paper, the Modified Decomposition 

Method to the solution of Volterra integral equation 

numerical results demonstrate that our method is an 

accurate and reliable numerical technique for 

solving Volterra integral equation . Finally, The 

Modified Decomposition Method using Maple can 

be easily extended and applied to linear or nonlinear 

Fredholm and Volterra integral equations of the first 

or second kind. 
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ABSTRACT 

Indonesia is the second-highest biodiversity in the world. At least 9,600 out of 30,000 plant species exist in 

Indonesian tropical forests known to have medicinal properties. Hence lots of potentials still need to be explored 

including their abilities as an antiviral agent. Ebola virus (EBOV) continues as a major health threat worldwide 

with currently neither effective vaccine nor drug available. VP30 is one of the most important proteins for viral 

transcription activator of EBOV. Therefore, inhibiting this protein can be a viable choice for disturbing the life 

cycle of this virus. In this research, about 3,430 Indonesian natural product compounds had been screened through 

computational studies. These compounds were subjected into computational ADMET test using DataWarrior 

v4.7.2 while the molecular interaction and Gibbs free binding energy (∆Gbinding) value of the selected compounds 

were analyzed and calculated using MOE 2014.09 software. Finally, the oral bioavailability of the selected 

compounds would be predicted using SwissADME software. Through this study, three compounds were selected 

to be potential VP30 inhibitors due to the lowest ∆Gbinding value. They were aglamide C, IDNP-206, and scoulerine, 

which have ∆Gbinding value of -9.7940 kcal/mol, -8.2686 kcal/mol, and -7.3823 kcal/mol, respectively. Moreover, 

the all of these compounds did not possess any toxicity properties, nor have low oral bioavailability, suggested 

that all three compounds may be highly absorbed in the human body through oral administration. Thus, these 

compounds should be liable to be selected as the drug candidate of EBOV targeting VP30 and analyzed its antiviral 

activities further through molecular dynamics simulation and in vitro experiment. 

Keywords: Indonesian natural products, EBOV, VP30, Molecular docking, ADMET test. 

INTRODUCTION 

Ebola virus disease (EVD) is one of the fatal 

diseases around the globe, which infected no less than 

28,642 people and killed 11,319 people globally [1]. 

Although extensive ongoing research has been 

performed, to date, no approved cure has been 

affirmed for this malignant disease. EVD can be 

easily characterized by severe hemorrhagic fever, 

focal necrosis of the liver, kidney, and spleen, 

bleeding diathesis and sudden shock with a mortality 

rate of 90% [2]. EVD caused by Ebola virus (EBOV), 

a lipid-enveloped negatively stranded RNA virus 

affecting both human and non-human primates. There 

are five species of the virus been identified; include 

Zaire, Sudan, Ivory Coast, Bundibugyo and Reston 

EBOV with the highest fatality attributed to the Zaire 

species [3]. 

EBOV outbreak drew much attention to the drug 

discovery and development for this deadly pathogen. 

Currently, several approaches have been undergone 

to effectively combat EBOV, such as the 

development of peptides, application of monoclonal 

antibodies, small molecules inhibitors, recombinant 

DNA vectors as well as repurposing existing drugs 

[4], [5]. Therapeutics target and attack the virus at 

different stages of its life cycle, thereby halting virus 

replication and reducing destruction of the host 

immune system [6]. 

Due to the high mutable genome that resides in 

EBOV, the developments of EBOV drug are focused 

on the high-conserved regions. One of them is VP30, 

the transcription activator domain in EBOV. This 

virus had multiple functions, such as transcription 

activator and involved in nucleocapsid assembly. 

VP30 phosphorylation assumed to be a crucial 

regulatory factor in establishing if the protein is 

indeed involved in transcription or assembly of the 

virus. The N-terminal of EBOV VP30 presents with 

a Cys3-His zinc-binding domain native to M2-1 

proteins of pneumoviruses and MARV VP30 [7]–[9]. 

Natural products have been considered as one of 

the potential lead compound sources because of their 

attractive bioactivities. Furthermore, many drugs 

have been sold on the market are either acquired or 

derived from natural sources compounds [10]. As the 

second-highest biodiversity country in the world, 

Indonesia has a high potential to produce a new drug 

candidate from its natural sources, either from its 

plants or animals [11]. Thus, this research aims to 

obtain new drugs from Indonesian natural products 

for combating Ebola disease by inhibiting in the 

VP30 protein through in silico drug design method. 
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RESEARCH METHODOLOGY 

Tools and Materials 

This study was conducted using both offline and 

online software such as Molecular Operating 

Environment (MOE) 2014.09 [12], DataWarrior 

v4.7.2 [13], SWISS-MODEL [14], and SwissADME 

[15]. Then, the structure of Indonesian Natural 

Products that used as ligands was obtained from 

Herbal Database (HerbalDB), which developed by 

the Faculty of Pharmacy, Universitas Indonesia 

(http://herbaldb.farmasi.ui.ac.id/v3/index.php) [11]. 

This research was conducted based on the research 

pipeline that has been previously performed by our 

research group [16]–[18]. 

Preparation and Optimization of Indonesian 

Natural Products 

The molecular structures of Indonesian Natural 

Products were retrieved from HerbalDB in .mol file 

format. Followed by the computational ADME-Tox 

test using DataWarrior v4.7.2 software. All 

Indonesian natural product ligands were screened 

based on their druglikeness and their toxicity 

properties, such as mutagenic, tumorigenic, irritant, 

and reproductive effect. Then, the remaining ligands 

were prepared and optimized by using default 

protocol on MOE 2014.09 software. 

Preparation of EBOV VP30 

In this research, EBOV VP30 sequence was 

obtained from the National Center for Biotechnology 

Information (NCBI) database 

(http://www.ncbi.nlm.nih.gov/) in FASTA file format. 

Then, the 3D-structure of EBOV VP30 was searched 

by using SWISS-MODEL then downloaded from the 

Research Collaboratory for Structural Bioinformatics 

- Protein Data Bank (RSCB-PDB) 

(http://rcsb.org/pdb/home/home.do) in .pdb file 

format. The downloaded structure was prepared and 

optimized by using ‘LigX’ protocol on MOE 2014.09 

software, which slight modification has been made 

compared to the default protocol. 

Molecular docking simulations 

The docking simulations of EBOV VP30 protein 

was done by using MOE 2014.09 software. Molecular 

docking simulations were divided into four stages. 

First, the prepared ligands underwent rigid docking 

with 30-1 retains. Then, these ligands were selected 

based on RMSD (Root Mean Square Deviation) and 

free binding energy calculations. Second, the selected 

ligands underwent rigid docking with 100-1 retains. 

Third, 100-1 retains flexible docking protocol was 

performed to decrease the number of selected ligands. 

Finally, these selected ligands underwent flexible 

docking with 300-3 retains. 

Bioavailability and Pharmacokinetics Predictions 

In this study, SwissADME online web service was 

utilized to predict the bioavailability and 

pharmacokinetic properties of the selected 

Indonesian natural products that have remained after 

the docking simulation. In the end, about three 

ligands that have the best properties were selected as 

best drug candidates for treating Ebola through the 

inhibition of EBOV VP30. 

RESULTS AND DISCUSSIONS 

Pre-docking Simulation 

 In this study, the Indonesian natural products 

molecular structures were retrieved from HerbalDB 

in .mol file format. The compounds itself were 

obtained through the literature study that mentioned 

any plants, fungi, or microbes that resides or can be 

found exclusively in Indonesia according to literature 

and extensive study [11]. Throughout this method, 

about 3,429 Indonesian natural product compounds 

were retrieved from this database. This step was 

followed up by computational ADME-Tox test to 

determine their drug-likeness and toxicity properties. 

Any toxicity properties that owned by any ligand may 

lower their efficiency and effectivity when used as the 

drug. Hence, this step was compulsory to eliminate 

any compounds that have a low probability as drug 

candidates. According to the results from this step, 

about 3128 Indonesian natural product compounds 

were omitted through this test because they possessed 

either toxicity properties, such as mutagenic, 

tumorigenic, reproductive effect, and irritant 

properties, or have a low possibility to be developed 

as a drug, according to their druglikeness score. Thus, 

only 301 ligands have passed this stage and can be 

prepared further in the ligand optimization processes. 

 In this study, the optimization of ligand structure 

was utterly achieved using MOE 2014.09 software. 

This step was conducted to obtain the ligand pose that 

resembles the molecular structure when treated in the 

real condition, especially in the human body. At first, 

the remaining 301 Indonesian natural product 

compounds, which saved earlier in .sdf file format, 

were opened and prepared according to the default 

protocols in the respective software, including the 

‘Wash’, ‘Partial Charge’ and ‘Energy Minimization’ 

features in Database Viewer, MOE 2014.09. The 

prepared ligands were later saved in .mdb file format 

for the docking simulation processes. 

 The 3D structure of EBOV VP30 that used for the 

research was listed with PDB ID: 2I8B [19], which 

obtained from RSCB-PDB. The corresponding 3D 

structure was prepared using MOE 2014.09 software 

as well. First, The forcefield that used for the protein 

preparation was selected. In this research, 

Amber10:EHT with Gas Phase solvation was used. 

After that EBOV VP30 is prepared and optimized 

using ‘LigX’ that is featured on MOE 2014.09. The 

http://herbaldb.farmasi.ui.ac.id/v3/index.php
http://www.ncbi.nlm.nih.gov/
http://rscb.org/pdb/home/home.do
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preparation was done by removing the water 

molecules and tether the receptors and the 

optimization was done by fixing the atoms positions 

and hydrogen that will interact with EBOV VP30 

position with the ligands. The optimized EBOV VP30 

protein structure was later saved in .moe file format 

to retain its forcefield and structure, which can be 

used later on for the docking simulation.  

Molecular Docking Simulation of EBOV VP30 

and Indonesian Natural Products 

In this study, the determination of binding sites 

of VP30 protein was obtained through ‘Site Finder’ 

feature in MOE 2014.09 software by searching the 

favorable binding sites based on several parameters, 

such as solvent’s exposures and lipophilicity of the 

binding sites. The result shows that the binding sites 

of VP30 protein are Leu144, Arg179, Lys 180, 

Phe181, Ser182, Lys183, Ser184, Gln185, Leu188, 

His215, Leu249, Pro250, Cys251, Glu252, and 

Ser253. These binding sites were selected due to their 

resemblance to the previous research [20], [21]. Thus, 

the molecular docking simulation would be 

performed on these binding sites. 

The docking simulation of EBOV VP30 protein 

was done by using MOE 2014.09 software. The 

inhibition of EBOV VP30 protein can be achieved if 

the ligands capable of binding to a target receptor of 

the VP30 binding site. In this study, 301 compounds 

of Indonesian natural product, which already 

underwent ADME-Tox test, acted as “ligands” to 

inhibit the EBOV VP30 protein. These ligands went 

into molecular docking simulation. The simulation 

was done to determine the free binding energy 

calculations and the number of molecular interactions 

between the complexes of ligand and protein. Free 

binding energy (∆GBinding) is associated with the 

binding affinity between ligand and receptor and can 

be determined by the stability of ligand-protein 

complexes. To find a suitable candidate ligand for 

inhibiting the target receptor of EBOV VP30, that 

ligand must have a higher Gibbs free binding energy 

and better molecular interaction with the binding site 

of EBOV VP30 pocket regarding binding energy and 

molecular interaction. The free binding energy value 

of the ligands was expected to have a negative value 

and lower than the standard ligands. So, this ligand 

can be applied as a novel compound for inhibiting 

EBOV VP30 protein [17]. 

In this study, BCX4430, gossypetin, and 

taxifolin were selected as the standard ligands. The 

first ligand was chosen because it has been utilized as 

a drug for combating Ebola through in vitro and in 

vivo experiments, while the latter two ligands were 

chosen because they have the highest binding affinity 

among all tested ligand through in silico experiment 

that performed in the previous research [22], [23]. 

According to the docking results from this research, 

these ligands have a ∆GBinding value of -7.3054, -

7.1857 and -7.8649 kcal/mol, respectively. 

Furthermore, the docking simulation results revealed 

about five ligands have better molecular interaction, 

and some of them have lower ∆GBinding value 

compared to the standard ligands, as shown in Table 

1. In this study, aglamide C was determined as the

Indonesian natural product compounds which have 

the lowest ∆GBinding value, sitting at -9.7940 kcal/mol. 

In addition, lissoclibadin 4, IDNP-206 (IUPAC 

Name: 3,10,11-trihydroxydibenzo[b,e]oxonine-

7,13(6H,8H)-dione), epiafzelechin and scoulerine 

also have ∆GBinding value as well, respectively at -

8.7101, -8.2686, -7.8768, and -7.3823 kcal/mol. 

Except for scoulerine, which has lower binding 

affinity than taxifolin, all of these ligands possessed 

higher binding affinity on EBOV VP30 protein on its 

binding site. Thus, these compounds, regarding Gibbs 

free binding energy, are suitable to be progressed as 

Ebola drug candidates. 

In addition to free binding energy, the molecular 

interaction between the ligands and the binding site 

of EBOV VP30 protein is another important aspect of 

determining whether the ligand can be considered as 

a suitable inhibitor or not.  

Table 1. The docking results of EBOV VP30 and the 

best Indonesian natural product compounds, along 

with three standard ligands 

No. Ligand Code 

(Compound Name) 

ΔGbinding value 

(RMSD (Å)) 

1. IDNP-268

(Aglamide C)

-9.7940 

kcal/mol 

(1.4500) 
2. IDNP-206

(Lissoclibadin 4)

-8.7101 

kcal/mol 

(1.4388) 
3. IDNP-204

(3,10,11-

Trihydroxydibenzo[b,e]ox

onine-7,13(6H,8H)-dione)

-8.2686 

kcal/mol 

(1.6453) 

4 IDNP-70

(Epiafzelechin)

-7.8768 

kcal/mol 

(1.0326) 
5 IDNP-123 

(Scoulerine) 
-7.3823 

kcal/mol 

(1.0382) 
S1 Galidesivir / BCX4430 -7.3054 

kcal/mol 

(0.9212) 
S2 Gossypetin -7.1857 

kcal/mol 

(1.2655) 
S3 Taxifolin -7.8649 

kcal/mol 

(0.8521) 

First, the molecular interactions of standard 

ligands were observed. As is displayed in Fig. 1. 
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BCX4430 formed a molecular interaction with 

Lys180 via hydrogen bonds through its backbone, 

with other two molecular interaction with Cys251 

were observed that act as sidechain donor and several 

other interactions within the binding pocket through 

van der Waals interaction. Moreover, gossypetin 

formed a molecular interaction with Gln185 as a 

sidechain acceptor, with two molecular interaction 

with Cys251 that act as sidechain donor. Finally, 

taxifolin has two molecular interaction with Cys251 

as a sidechain donor. 

Fig. 1. The molecular interaction of BCX4430 (top), 

gossypetin (middle) and taxifolin (bottom) in the 

binding site of EBOV VP30. 

In this research, the molecular interaction 

between the Indonesian natural product compounds 

and EBOV VP30 were also compared as well. Even 

though scoulerine has the highest Gibbs free binding 

energy compared to other four ligands, but this 

compound has better molecular interaction within the 

EBOV VP30 binding pocket. Scoulerine has four 

interesting molecular interactions formed in EBOV 

VP30 binding site, such as arene-H interaction with 

Phe181, hydrogen bonds with the side chain of 

Gln185, and two hydrogen bonds interaction with the 

backbone of Lys180. Other Indonesian natural 

product ligands such as lissoclibadin 4, IDNP-206, 

aglamide C, and epiafzelechin only have one to two 

interactions within the binding pocket, which is not 

preferred, even though they have better Gibbs free 

binding energy. Thus, scoulerine has the better result 

in terms of molecular interaction compared to any 

other Indonesian natural product compounds. The 

molecular interactions of scoulerine in the binding 

site of EBOV VP30 is displayed in Fig. 2. 

Fig. 2. The two-dimensional and three-dimensional 

molecular interaction of scoulerine in the binding site 

of EBOV VP30. 

Results of Bioavailability and Pharmacokinetics 

Predictions 

In this study, the remaining five Indonesian 
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natural product compounds, along with the three 

standard compounds, were subjected to 

bioavailability and pharmacokinetics prediction test. 

This test was done to measure the pharmacokinetic 

properties of the ligands, as well as the oral 

bioavailability of the selected ligands according to 

several parameters such as physicochemical 

properties (e.g., molecular weights, TPSA) that have 

been predicted through this test. This prediction was 

entirely made by using SwissADME online web 

service, which can be accessed through this website 

http://www.swissadme.ch/. Also, DataWarrior v4.7.2 

software was also utilized to measure the 

druglikeness score and molecular properties that also 

determine the oral bioavailability of the compound. 

Table 2 shows the results of the druglikeness and 

molecular properties prediction tests. From the result, 

all of the Indonesian natural product ligands have a 

molecular weight less than 500 Daltons, logP less 

than 5.0, hydrogen bond acceptor less than 10 and 

hydrogen bond donor less than 5, which obey 

Lipinski’s Rule of Five [24]. This means that all of 

the Indonesian natural product ligands have likable 

properties to be absorbed and administrated through 

the oral system in the human body. However, 

according to the same prediction test, only two out of 

five Indonesian natural product compounds, namely 

IDNP-206 and aglamide C, that has the positive 

druglikeness value, which indicates these ligands 

have a likeness to become the drug compounds than 

any other ligands, based on their molecular fragments.

Also, the oral bioavailability prediction of 

Indonesian natural product compound was also 

conducted as well along with the molecular properties 

prediction using the same web service. The result can 

be seen in Table 3. According to the results, both the 

best Indonesian natural product compounds and the 

standard ligands owned the average bioavailability 

score; it is indicated by the low violation number of 

any rules that determined the oral bioavailability in 

any compounds. For instance, lissoclibadin 4 ligand 

violates two rules of Ghose’s, one on Veber’s, and 

one on Egan’s, while it did not break any Lipinski’s 

rule. Although the bioavailability of this compound is 

mediocre, the high violation number of these rules 

made lissoclibadin 4 has a low gastrointestinal 

absorption prediction. Surprisingly, other four 

compounds (IDNP-206, scoulerine, aglamide C and 

epiafzelchin) did not break any of these rules. Hence 

these ligands have higher gastrointestinal absorption 

than lissoclibadin 4, even higher than BCX4430 and 

gossypetin.

Table 2. The physicochemical properties of the selected Indonesian natural products and the standard ligands 

Ligand 

Druglikeness 

MW clogP 
H-

acceptor 

H-

donor 

TPSA 

(Å2) 
Druglikeness 

Lissoclibadin 4 484.70 4.32 4 4 152.52 -1.5525 

3,10,11-Trihydroxydibenzo[b,e]oxonine-

7,13(6H,8H)-dione 
300.26 1.16 6 3 104.06 0.29065 

Scoulerine 328.38 3.07 4 3 63.36 -1.4498 

Aglamide C 300.40 2.86 2 1 49.41 2.9194 

Epiafzelechin 274.27 1.51 5 4 90.15 0.3153 

BCX4430 266.28 0.12 5 6 144.89 -0.2121 

Gossypetin 318.24 1.33 8 6 151.59 -0.0083 

Taxifolin 304.25 0.71 7 5 127.45 0.4448 

Table 3. The oral bioavailability prediction of the selected Indonesian natural products and the standard ligands 

Ligands GI Lipinski’s Ghose’s Veber’s Egan’s 
Bioavailability 

Score 

Lissoclibadin 4 Low 0 2 1 1 0.55 

3,10,11-

Trihydroxydibenzo[b,e]oxonine-

7,13(6H,8H)-dione 

High 0 0 0 0 0.55 

Scoulerine High 0 0 0 0 0.55 

Aglamide C High 0 0 0 0 0.55 

Epiafzelechin High 0 0 0 0 0.55 

BCX4430 Low 1 1 1 1 0.55 

Gossypetin Low 1 0 1 1 0.55 

Taxifolin High 0 0 0 0 0.55 



SEE – Nagoya, Japan, Nov.12-14, 2018 

89 

CONCLUSIONS 

In this research, about 3,429 Indonesian natural 

product compounds were subjected into the 

computational ADME-Tox screening test, molecular 

docking simulation, and bioavailability prediction 

test to determine the best compounds that can be 

utilized as the EBOV VP30 inhibitors. In the end, 

after the series of docking simulations and prediction 

test, three Indonesian natural product compounds, 

namely IDNP-206, scoulerine, and aglamide C were 

selected as the best Indonesian natural product 

compounds to inhibit EBOV VP30 due to their 

binding affinity, in terms of Gibbs free binding 

energies and molecular interactions, towards the 

binding site of EBOV VP30, lacks of toxicity 

properties and high oral bioavailability through 

gastrointestinal system. Thus, the antiviral activities 

of these compounds should be determined further 

through molecular dynamics simulation and in vitro 

studies, to determine their complex stability and 

molecular interaction under real environment, and 

their antiviral activities toward EBOV VP30, 

respectively. 
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ABSTRACT 

     This study investigated the effects of Piperaceae plants extracts on inhibition of Aspergillus flavus and 

seed germination of maize (Zea mays). The crude extracts of four Piperaceae, namely, Betel (Piper betle), 

Wild betel (P. sarmentosum), Long pepper (P. retrofractum) and  Sakhan (P. interruptum) were extracted 

with 95% ethanol and prepared in PDA agar by using poisoned food technique at several concentrations 

(0, 1500, 3000 and 4500 ppm). The result showed that the crude extract from Betel at 3000 and 4500 ppm 

completely inhibited (100%) the growth of A. flavus meanwhile Wild betel and Long pepper crude extract 

could inhibit  the growth about 82.50 % and 82.20 %, respectively, after incubation for 72 hr. For seed 

germination of maize, the experiment was done through 7 days. It was found that the crude extract from 

Wild betel at 4500 and Sakhan at 3000 ppm revealed percentage of germination were 85.56 % and 

82.22 %, respectively. Therefore, the antifungal activity from Piperaceae extract may control plant 

pathogenic fungi and had no effect on seed germination. 

Keywords: antifungal activity, crude extract, Piperaceae, seed germination. 

INTRODUCTION 

     Maize (Zea mays) is the most produced cereal 

crop and belong to Gramineae. It is the one of 

important cereal crop in the world. However, the 

maize seed faced the common problem caused 

by various fungi infection which have been 

found to causing seed-borne pathogens [1]. 

Maize seed and seedling are susceptible to soil 

and seed-borne pathogens before or after 

germination. It may suffer from stunted growth 

or die as a result of poor root system [2].The 

high quality seed of maize required the 

application of chemicals for seed treatment with 

fungicide. Seed treatment also had disadvantages 

by increased the risk of phytotoxicity. It has been 

reported that some fungicide could act as 

suppressors or stimulators of germination [3].   

     Fungi of the genera Aspergillus, Fusarium 

and Penicillium are known to produce the toxic 

metabolites [4] and the toxic metabolites such as 

mycotoxins has been degrade seed quality and 

reduce viability [5]. Especially, Aspergillus 

flavus was contaminated maize seed during 

storage and seed infection [6]. Ng´ ang a´ [7] 

reported that A. flavus reduced the quality and 

economic value of products. Therefore, the fungi 

found to contaminate maize seeds usually 

controlled by chemical fungicide but these agents 

had effects on human health and environment [8]. 

Normally, the fungicide those applied during the 

postharvest period are Benzimidazoles and 

Prochloraz. Nowadays, the research of using 

natural antimicrobial and antifungal substance 

were increasing and had much attention.   

     Application of control pathogenic fungi in 

agricultural products by direct contact with plant 

extracts had been reported. The controlling of 

Zingiberaceae family (Ginger, Turmeric and 

Chinese keys) were used for inhibition of 

Penicillium digitatum [9]. The studied on control 

of  Rhizoctonia spp. and Selerotium hydrophilum 

of rice found that using clove extract had the best 

growth inhibition[10].  Piperaceae family 

showed the several secondary metabolites and 

potential antimicrobial activity. Examples of 

controlling of A. flavus and F. verticillicides by 

using Betal extracts [11], The essential oil of 

Amezon Piper species showed the powerful 

antifungal activity with Cladosporium 

cladosporioides and C. sphareospernum [12] 

and the leaves of Piper marginatium contain the 

antifungal compounds [13]. The extract from P. 

sarmentosum stems and leaves exhibits 

antimicrobial activity against Escherichia coli 

and Bacillus subtilis ([14]. 

     The damaging effects on maize seed and 

seedling disease may be minimized with proper 

seed handling, culture practice and seed applied, 

especially, good culture practice can reduce 

seedling disease [15]. However, the study about 

the effects of seed treatments with natural 

antifungal substances on seed germination of 

maize was little known, especially, seed infected 



SEE - Nagoya, Japan, Nov.12-14, 2018 

92 

by A. flavus. Thus, the objective of this research 

was to determine the effects of Piperaceae plants 

extracts on inhibition of A. flavus and seed 

germination of maize. 

MATERIALS AND METHODS 

The plant materials and extraction 

     Four Piperaceae, namely, Betel (P. betle), 

Wild betel (P. sarmentosum), Long pepper (P. 

retrofractum) and Sakhan (P. interruptum) were 

rinsed with distilled water and dried in the air. 

Dried of plants were grinded into fine powder 

using a grinding machine. The powders were 

extracted with 95% ethanol (1:5 w/v ratio) at 

room temperature for 48 hr and then filtered 

through the filter paper Whatman No. 1.  The 

filtrates were evaporated with rotary evaporator 

at 40°C. The crude extracts were dried with 

Vacuum Freeze Dryer until the weight constant. 

Antifungal assay 

     A. flavus was obtained from Faculty of 

Science, Lampang Rajabhat University, 

Lampang, Thailand.  The fungus was cultured on 

potato dextrose agar (PDA) slants at 30°C for 7 

days. A spore suspension was harvested by 

pouring old cultures of A. flavus with sterile 

distilled water. Subsequently the spore 

suspension was transferred into 100 ml of sterile 

distilled water in a 250 ml in flask. Then, the 

suspension was shaken for 10 min on an orbital 

shaker at 27°C and it was filtered through two 

layers of steriled muslin cloth. The cell numbers 

were counted with a haemacytometer and the 

initial concentration was adjusted with sterile 

distilled water to a concentration of 106 CFU/ml. 

Then, Maize seeds were soaked in A. flavus 

spore suspension (106 CFU/ml) and allowed to 

air dry after that seeds were placed onto the 

center of PDA containing the crude extracts of 

four Piperaceae by using poisoned food 

technique at several concentrations (0, 1500, 

3000 and 4500 ppm) and incubated at room 

temperature (28±1°C) for 72 hr. The antifungal 

effects were estimated by the following formula: 

Antifungal activity (%) = [(Diameter of growth 

in control plate – Diameter of growth in the plate 

containing plant extracts)/ Diameter of growth in 

control plate] x100. 

Standard germination test 

     Maize seeds were obtained from the farmer in 

Lampang Province, Thailand. And then seeds 

were coating with plant extracts {Betel (P. betle), 

Wild betel (P. sarmentosum), Long pepper (P. 

retrofractum) and Sakhan (P. interruptum)} at 

various concentrations (0, 1500, 3000 and 4500 

ppm) and incubated at room temperature 

(28±1°C) for 7 days. Then, the maize seeds were 

analyzed for the percentage of germination by 

using standard germination tests. All treatments 

were conducted according to the method of the 

International Seed Testing Association [16]. 

Seeds were placed on moisture germination 

paper at 30 seeds per paper towel. Paper towels 

were placed in incubator at 25±1°C. Percentage 

germination was determined after 7 days. Results 

were presented as the percentage of germination. 

They were calculated using the following 

formula: Percentage of germination = [Seed 

germinated/Total seed] x100 

Statistical analysis 

     All experiments were replicated three times 

and evaluated with regression procedure using 

SPSS version 17. Differences among treatments 

performed using Duncan’s Multiple Range test 

(P = 0.05). 

RESULTS AND DISCUSSION 

Antifungal activity of crude extracts 

     Crude extracts from four Piperaceae, Betel 

(Piper betle), Wild betel (P. sarmentosum), Long 

pepper (P. retrofractum) and Sakhan (P. 

interruptum) were sticky and dark green. 

Antifungal activity of crude extracts was showed 

in Table 1. At 3000 and 4500 ppm of P. betle 

extracts exhibited the best result in growth 

inhibition (100%) meanwhile P. sarmentosum at 

4500 ppm and P. retrofractum at 4500 ppm 

crude extract could inhibit  the growth about 

82.50 % and 82.20 %, respectively when 

compared to control (Fig. 1). Ounchokdee [17] 

reported that the crude extract with diethyl ether 

and ethyl acetate from P. longum exhibited 

potent antifungal activity against tested plant 

pathogens (C. cladosporioides, C. capsici and F. 

oxysporum) as well as the extraction of Betel leaf 

with 95% ethanol at 10000 ppm completely 

inhibited the growth of A. flavus and F. 

verticillicides [11]. Reigada [13] reported that 

the extract from leaves of P. maginatum contain 

the antifungal compounds.  The result of this 

research also suggested that the crude extracts 

from Piperaceae might contain the several 

secondary metabolites and antifungal activity for 

controlling plant pathogen fungi. 

The effects of crude extracts on seed 

germination 

     Seed germination was evaluated by the 

percentage of germination. Seed germination of 

maize effected by crude extracts was showed in 

Table 2. The control had germination of 74.44 % 

meanwhile the crude extract from P. 

sarmentosum at 4500 and P. interruptum at 3000 
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ppm revealed percentage of germination were 

85.56 % and 82.22 %, respectively and the result 

showed no significantly difference (same letter 

showed in Table 2) In the another report, Perelló 

[18] reported the garlic extract promoted the 

growth activities on wheat seedling and percent 

seedling germination for wheat cultivars tested 

was > 85% and was greatly increased by either 

fungicide or garlic juice treatments. However, 

the antifungal activity from Piperaceae extract 

had no effect on seed germination.  

Table 1 Growth inhibition of A. flavus (%) after treated with plant extracts 

Treatments 

Growth inhibition of A. flavus (%) 

Concentrations of plant extracts (ppm) 

0 1500 3000 4500 

P. sarmentosum 0.00g 68.50d 75.50c 82.50b 

P. betle 0.00g 80.50b 100.00a 100.00a 

P. interruptum 0.00g 66.25d 72.91c 75.50c 

P. retrofractum (leaf) 0.00g 58.33f 62.58e 68.75d 

 P. retrofractum (fruit) 0.00g 72.91c 75.50c 82.20b 

Data followed by the same letter within the column are not significantly different (*P=0.05) 

Table 2 Percentage of germination of Maize seed after coating with plant extracts 

Treatments 

% Germination 

Concentrations of Plant Extracts (ppm) 

0 1500 3000 4500 

P. sarmentosum 74.44abcde 47.78f 71.11abcde 85.56a 

P. betle 74.44abcde 56.67ef 75.56abcde  64.47bc 

P. interruptum 74.44abcde    76.67abcd       82.22ab   60.00def 

P. retrofractum (leaf) 74.44abcde     73.33abcde 62.22cdef   81.11abc 

P. retrofractum (fruit) 74.44abcde    65.56bcdef       58.89def     74.47abcde 

Data followed by the same letter within the column are not significantly different (*P=0.05) 

Fig. 1 Effect of plant extracts (a) Control (b) 

P. sarmentosum (c) P. betle (d) P. 

interruptum (e) P. retrofractum (leaf) 

(f) P. retrofractum (fruit) after 

incubated at room temperature 

(28±1°C) for 72 hr 

CONCLUSION 

     The crude extracts of four Piperaceae might 

contain antifungal compound for controlling 

plant pathogen fungi. The crude extract from 

Betel at 3000 and 4500 ppm completely 

inhibited (100%) the growth of A. flavus. For 

seed germination of maize, the crude extract 

from Wild betel at 4500 and Sakhan at 3000 

ppm revealed percentage of germination were 

85.56 % and 82.22 %, respectively. The result 

of this research also suggested that the 

antifungal activity from Piperaceae extract 

could control plant pathogenic fungi and had no 

effect on seed germination.  
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ABSTRACT 

Moringa seeds (Moringa oleifera) have many substances such as antioxidants, minerals and vitamins that are 

useful for skin health. Moringa seed could be used as an additional material of cosmetic. One of the misscrub 

cream by using moringa seed as abrasive material (abrasiver). The purpose of this research are to know the 

optimal formulation of scrub cream moringa seed and characterization based on the requirement of quality skin 

moisturizers according to SNI 16-4399-1996, and the safety of its use by conducting dermal acute irritation test. 

The dermalacute irritation test was performed by Draize test method on white rats (Rattus norvegicus) male 

sprague-dawley strain. The results of the study show that the most optimum scrub cream products based on 

panelist preferences level is scrub cream with the addition of 4.5% moringa seed with a score of 5.67. 

Formulation scrub cream with the addition of 3.5; 4.5; and 5.5 % moringa seed qualify skin moisturizers 

according to SNI 16-4399-1996 with pH value of 6.88-7.31; density 1 g/mL; emulsion stability of 95.19-

96.61%; and negative microbial contamination. The three formulations of moringa seed scrub cream also do not 

give skin irritation effect to test animals at 24 and 48 hours with primary dermal irritation index or PDII=0. 

Keywords: Body scrub cream, Bioseed, Draize test, Moringa oleifera, Cosmetics 

INTRODUCTION 

Moringa seeds produce oil commercially known 

as the behen oil. The oil is widely used in beauty 

products because it has a high antioxidant content 

with an IC50 value of 91.13 μg/mL [1] – [2]. 

Moringa seeds are also known to have nutrients such 

as vitamins and minerals that are beneficial to skin 

health. Compaore et al [3] states that moringa 

contains high enough minerals such as calcium, 

copper, phosphorus, zinc, magnesium, manganese, 

potassium and sodium. Mineral content of calcium, 

sulfur, magnesium, and potassium can lift dead skin 

cells (exfoliator) and nourish the skin so the skin 

feels soft and smooth [4]. Moringa seeds are rich in 

vitamins B1, B2, B3, C, and E [5]. Vitamin B1, B2, 

B3 are known to have a role in maintaining skin 

moisture and brightening the skin [4]. 

Burlando et al. [6] states that moringa seeds have 

potential as raw materials in cosmetic because they 

have a high nutrient content that is beneficial to the 

skin. Cosmetics has now become a necessity that is 

considered important for some people. Various types 

of cosmetic products are used for skin care in order 

to appear more attractive. Ojiako and Okeke [7] 

utilize high antioxidant content in moringa seed oil 

in body lotion, while Duraivel et al. [8] utilizes 

moringa seed oil in an anti-wrinkle cream. Cosmetic 

product used for other skin care is scrub cream. 

Based on the content of vitamins, minerals, and 

high antioxidant content in moringa seeds, 

researchers have an interest in using moringa seed 

powder as an active component of skin abrasive and 

also as a nutritional addition to cream scrub. The 

effort to add moringa seed powder in scrub cream 

has never been done before. Scrub cream is made by 

varying the concentration of moringa seed powder 

3,5; 4,5; and 5.5%, followed by organoleptic test by 

30 panelists and characterization test (pH analysis, 

emulsion stability, species weight, and total 

microbial contamination) in accordance with the 

quality standard of National Standardization Body 

1996. Body scrub cream fulfill the quality 

requirement of Agency National Standardization 

1996 followed by dermal acute irritation test. 

The content of the substances used for 

production of scrub cream has the possibility to 

cause irritation to the skin, therefore to know the 

safety of the use of cream scrubs on the skin, then 

this study conducted dermal acute irritation test [9]. 

This test uses the white rat rats (Rattus norvegicus) 

Sprague-Dawley strain with the method Draize [10]. 

Draize method is done by observing the reaction of 

erythema and edema in the skin that occurs after 

cream scrub products applied to the skin of test 

animals for 24 hours and 48 hours. 
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METHOD 

Time and Place of Implementation 

The research was conducted in January until 

September 2017 in Chemical Laboratory, Central 

Integrated Laboratory (PLT), Syarif Hidayatullah 

State Islamic University Jakarta and Laboratory 

Animal Laboratory Unit (UPHL), Faculty of 

Veterinary Medicine, Bogor Agricultural University. 

Tools and Materials 

The tool used in this research is oven 

(Memmert), analytical scale (Ohaus), pH meter 

(Martini MI 150), incubator (Lequeux), bath 

(Heidolph MR 3001 K), micro tube (Eppendorf), 

petri dish (Pyrex ), vortex mixer (Thermolyne M 

16700 Maxi), micropipet (Socorex), filter paper 0.45 

μm (Whattman), thermometer (Boeco), magnetic 

stirrer, spiritus, stopwatch, glassware, organoleptic 

test equipment, sterile gauze (DRC) hypoallergenic 

plaster (Mikropore), and hair shaver (Wahl). 

The materials used in this study were Moringa 

oleifera samples obtained from Pamulang, Ciputat, 

South Tangerang, stearic acid, cetyl alcohol, 

triethanolamine, glycerin, methyl paraben, propyl 

paraben, isopropyl mericate (BratacoChemika), 

fragrance , aquadest, commercial cream scrubs for 

comparison, sterile NaCl, plate count agar, and 

white rat test animals (Rattus norvegicus) Sprague-

Dawley strains of male sex with age 2-3 months and 

weight 200-250 grams (UPHL FKH IPB). Approval 

of ethical review for experimental animals (rats) in 

this study was obtained from Animal Ethics 

Committee, Faculty of Veterinary Medicine, Bogor 

Agricultural University, with number 076 / KEH / 

SKE / XI / 2017. 

Procedures 

Preparation of  moringa seed [11] 

Moringa selected fruit that is dark brown then 

taken the seeds. Seeds selected moringa good quality 

(has a round and whole shape dry) then the seeds 

moringa peeled skin. The contents of moringa seeds 

are dried with oven at 60 oC for 1 hour. The content 

of moringa seeds was then smoothed using a blender 

and sieved with a particle size filter of 595-420 μm 

according to Yuliati and Binarjoresearch [12]. 

Formula scrubs cream [13] 

The preparation of a cream base is carried out 

according to the composition of the formula shown 

in Table 1. F0; F1; F2; F3 is a cream scrub 

formulation with the addition of moringa seed 

powder respectively 0; 3.5; 4.5; and 5.5% (w / w) of 

the dough weight. 

Table 1 The basic formula of cream 

Material Weight 

(gram) 

Glycerin 15 

Stearic acid 12 

Cetyl alcohol 4 

Trietanolamine 3 

Isopropyl misle 2 

Propylparabene 0,02 

Fragnance 0,2 

Distilled water, up to 100 

The method of making moringa seed cream 

scrub is as follows stearic acid and cetyl alcohol 

which is the oil phase mixed and melted in porcelain 

cup until it reaches 70 °C above water bath, after a 

perfect melt the temperature is lowered to 65 °C then 

fed into a cup of trophies and then added propyl 

paraben and isopropyl impregnate into the oil phase 

mixture while stirring until homogeneous (Dough 1). 

Glycerin and water which is a water phase mixed 

and heated to temperature 80°C in different 

containers and then cooled to a temperature of 65 °C 

while slowly incorporating triethanolamine (Dough 

2). Dough 1 and 2 are mixed while stirring until a 

fine cream emulsion (dough 3) is formed. Dough 3 

is allowed until the temperature drops to 40 °C. 

Moringa flower dust and powder with concentration 

variation (b/b) is added while continuous stirring. A 

cold cream scrub is inserted into a plastic bottle. 

Organoleptic test scrubs cream [14] 

Organoleptic test conducted on herbal cream 

products include: color, aroma, consistency, texture, 

and overall product acceptance. Sample used include 

Moringa seed cream scrub and cream scrubs on the 

market (commercial). Panelists who conducted the 

organoleptic test were 30 untrained panelists. The 

result of organoleptic test was processed by 

statistical method using SPSS application with one 

way Anova test method. 

Characterization scrubs cream 

Analysis of the scrub cream produced include 

analysis of pH [15], the stability of the emulsion 

[15], the specific gravity [16] and total microbial 

contamination [17]. As a comparison used 
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commercial cream scrubs. Scrub cream 

characterization test results processed with statistical 

methods using SPSS with one way ANOVA test 

method. 

Dermal Acute irritation scrusb cream [10] – [18] 

The number of rats required for each group is 

determined by Federer's (n-1) (t-1) ≥15, where t 

represents the number of treatments and n is the 

number of replications. This research has 6 

treatments to get the number of rats each treatment 4 

mouse (value n≥4). Samples tested were cream base, 

3 moringa cream seed scrub; 4,5; 5.5%. The normal 

control treatment is mice without treatment. 

The acclimatized mice for 14 days had their 

heads shaved with an electric razor on the back with 

an area of 3x3 cm until cleaned up before the sample 

application. The shaving is done carefully so as not 

to injure the rats' backs. The test material is applied 

to the back of the mice that has been shaved hair of 

0.3 grams per head, then covered with sterile gauze 

and glued with hypoallergic plaster. The rats were 

then placed and left in individual cages. The plaster 

and sterile gauze are opened and the test area rinsed 

with water after 24 hours. Observation on mouse 

skin was done after 40 minutes of plaster and the 

sterile gauze was opened and then scoring of 

erythema and edema formed based on Draize 

Method. Observations continued at 48 hours after 

treatment (mice smeared test material). 

RESULT AND DISCUSSION 

Organoleptic Test Scrubs Cream 

Here is the result of organoleptic test scrub 

cream produced in this study. 

F0 KK F1 F2 F3 

The results of color organoleptic test showed 

that the highest panelist's favorite level was on the 

cream formula without the addition of Moringa seed 

powder (K0%) of 5.9.  Formula cream without 

Moringa seed dust has a typical white cream scrub 

color. This indicates that the panelists prefer a 

creamy white scrub. Cream formula with the 

addition of moringa seed powder 3.5; 4.5; 5.5% (w/ 

w) respectively decreased favor rate by 5.20; 4.50;

and 4.03. This indicates that the more concentrated 

the color of herbal cream scrubs the panelist's 

favorite level decreases.  

Table 2 Organoleptic test results of scrubs cream 

Para- 

meter 

Treatment Anova 

results  F0 F1 F2 F3 KK 

Color 5.90 5.20 4.00 4.03 5.12 0.000 

Aroma 5.10 5.43 5.53 5.63 5.20 0.434 

Viscosity 4.10 4.40 5.67 4.27 4.57 0.001 

Texture 3.57 4.73 5.30 4.90 5.67 0.000 

General 2.60 4.93 5.67 4.33 6.03 0.000 

Noted: F0 = formulation scrub cream  without addition of 

moringa seed scrub, F1 = formulation scrub cream  with 

addition of 3.5% (w / w) moringa scrub, F2 = formulation 

scrub cream  with addition of 4.5% (b / w) moringa scrub, 

F3 = formulation scrub cream  with addition of 5.5% 

(w/w) Moringa scrub, KK = commercial scrub cream . 

Color 

Based on statistical test results using one-way 

Anova, there are significant differences in the color 

preferences level of each treatment is indicated by a 

probability value of 0.000 (P <0.05). According to 

Diana and Thaman[19] color formed on the product 

is affected by the color of its constituent materials. 

Moringa seed powder that is added to the formula 

was instrumental in giving color to the product. 

Moringa seed powder has a brownish yellow color. 

The more moringa seed powder added then the color 

of cream scrubs formed will be more brown. 

Aroma 

The smell of cream scrub products is influenced 

by the ingredients. The most influential ingredients 

give the flavor of Moringa seed powder, so it is 

added fragrance to the formula to reduce the aroma 

from the sample of moringa. The scent produced by 

cream scrub depends on the concentration of the 

moringa seed powder. The more moringa seed 

powder added to the formula the stronger the aroma. 

Based on the organoleptic test, the highest scores 

were obtained in F3 cream scrub with a score of 5.63 

followed by cream scrub F2; F1; LK; and F0 with a 

score of 5.53; 5.43; 5.20; and 5.10. 

Based on statistical test results using one-way 

Anova, there is no significant difference in aroma 

preferences level of each treatment which is shown 

with probability value of 0.434 (P> 0.05). This 

suggests that the addition of moringa seed powder in 

the cream formula does not affect the panelist's 

preference level. This is because the panelists who 

conduct the assessment are panelists who are not 

trained so as not to be sensitive to the aroma of the 

products produced. 
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Viscosity 

Based on the results of organoleptic test, the 

most preferred scrub cream by the panelists is the 

formula scrub cream with the addition of 4.5 mole 

seed (F2) with an average score of 5.67. The result 

of statistical test using one-way anova shows that 

there is significant (mean) difference between the 

viscosity favorite level of each treatment. It is shown 

with the probability value of 0.001 (P <0.05). 

Generally panelists prefer a product scrub 

cream that is not too thick. The more moringa seed 

powder added to the formula will make the more 

thickness of the scrub cream. Likewise, when the 

less the Moringa seed powder, will be shaped less 

scrub and look watery. This is because Moringa 

seeds have stearic acid content of 12.62% [20]. 

Stearic acid is an emulsion stabilizer and a 

thickening agent which is useful in forming a 

thickened or semi-solid (cream) [21].  

Texture 

Based on organoleptic tests, scrub cream F2 

with a score of 5.3 is more preferable to scrub cream 

F3 and F1 with a score of 4.9 and 4.73. Based on 

statistical test results using one-way Anova, there is 

significant difference in texture preferences level of 

each treatment is indicated by probability value of 

0,000 (P <0.05). This suggests that the addition of 

moringa seed powder in the cream formula affects 

the panelist's preference level. This is due to the 

increasing percentage of scrub increase the friction 

power contained in the product with the skin so it is 

easier to remove dead skin cells and impurities in the 

skin. The scrub grinder also serves as a massaging 

effect on the body. The percentage of good scrubs 

ranges from 34% of the cream scrub weights 

because the amount is ideal for stimulating 

exfoliation of skin epidermis. Percentage of scrub 

above 5% will damage skin tissue and make skin dry 

[22]. 

Results of Scrubs Cream Characteristics 

The following is the result of characteristic test 

of scrub cream produced in this research. 

pH value 

The result of pH analysis of scrub cream product 

each treatment has pH value which is still in the 

range of quality requirement according to SNI 16-

4399-1996, that is with pH value range 6,88-7,45. 

Based on statistical test results with one-way anova 

showed a significant difference in the four samples. 

The pH value on the Moringa seed cream scrub 

product increased when compared with the scrub 

cream product without the addition of moringa 

seeds. This proves that moringa seeds capable of 

affecting the acidity of the cream product. Cream 

formula with addition of 3.5; 4,5; 5.5% (b / b) of 

moringa seeds increased pH value compared with 

cream formula without moringa seed powder due to 

moringa seed powder is base with pH value of 7.5-

5.5. 

Table 3 Characteristics of scrubs cream 

Parameter 
Treatment 

SNI 
F0 F1 F2 F3 KK 

pH 
6,8

8 
7,12 7,22 7,45 7,31 

4,5-8 

Specific 

gravity 

(g/mL) 

1,0

0 
1,00 1,00 1,00 1,00 

0,95-

1,05 

Stability of 

emulsion 

(%) 

95,

1 
95,3 95,4 95,8 96,0 - 

Total 

microbial 

contaminan 

(colony/ g) 

Nol Nol Nol Nol Nol 
Max 

102 

Specific gravity 

The test results scrub cream characteristics 

indicate that the value of specific gravity is still 

within the range of quality requirements SNI 16-

4399-1996 with the average value of a specific 

gravity of 1 g/ mL. This means that the resulting 

scrub cream product has a good level of stability. 

The result of stastistic test with one-way Anova 

showed that scrub cream F0 with F1; F2; F3; and 

LK did not show any significant difference. This 

proves that with the addition of moringa seed 

powder does not affect the specific gravity of a 

cream product. 

Stability of emulsion 

The test results of cream scrub characteristics 

showed that the average emulsion stability value 

reached 95.19 - 96.01%. These results indicate that 

the sample hardly indicates a phase separation or a 

very small phase separation indicating that the cream 

product has a stable emulsion. The result of 

statistical test with one-way Anova showed no 

significant difference, probability value 0.453 (P> 

0,05). This indicates that moringa seed powder tend 

not affect the stability of the emulsion on a scrub 

cream products. 
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Total microbial contamination 

The result of characteristic test of total microbial 

contamination to cream scrub product showed that 

microorganisms contained in the four negative 

products. This is due to the addition of propyl 

paraben and methyl paraben formula scrub cream 

products. Propyl and methyl paraben is a 

preservative that can prevent the growth of bacteria 

and fungi. Moringa seed is also able to optimize the 

prevention of microbial contamination in cream 

product samples in addition. This is because 

Moringa seeds contain active compounds of seeds 

that are antimicrobial, including saponins, tannins, 

flavonoids, and alkaloids. Moringa seed active 

compounds work by inhibiting protein synthesis and 

destroying bacterial cell membranes so as to be 

antimicrobial [23]. 

Test Result Dermal Acute Scrub Cream 

Based on the irritation test results (Table 3), no 

erythema and edema reaction in the skin of test 

animals of any formula with the value of the primary 

skin irritation index (PDII) was 0. If seen from the 

category of skin irritation index response then the 

PDII value goes into the range 0-0,4 so that it can be 

categorized as a material that does not irritate the 

skin. These results indicate that the scrub cream with 

the addition of a moringa seed scrub 3.5; 4,5; 5.5% 

and the base is safe to use. Test animal skin does not 

show an erythema reaction and edema is probably 

caused by the resulting moringa seed cream scrub 

having a pH still in the range of SNI 16-4399-1996 

quality requirements so that its use does not cause 

irritation. According to Tranggono and Fatmah [24], 

pH is one of the things that can trigger the 

occurrence of side effects on the skin such as 

erythema and edema. 

Table 4. Primary irritation test results of moringa 

seed scrub cream on Sprague-Dawley's white rats 

skin 

Treatment 
24th hours 48th Hours 

PDII 
Erythema Edema Erythema Edema 

F0 0 0 0 0 0 
F1 0 0 0 0 0 

F2 0 0 0 0 0 

F3 0 0 0 0 0 
KK 0 0 0 0 0 

KN 0 0 0 0 0 

Note: F0 = rat smeared cream formula without addition of 

moringa seed scrub, F1 = rat smeared cream formula with 

addition of 3.5% (b/ w) moringa seed scrub, F2 = rat smeared 
cream formula with addition of 4.5% (w / w) moringa seed scrub, 

F3 = rat smeared cream formula with addition of 5,5% (b/b) 

moringa seed scrub, KK = rat smeared cream of commercial 
cream, KN = untreated rat. 

Some components in cosmetics can potentially 

irritate the skin such as preservatives (antimicrobial 

substances), surfactants, fragrances, and dyes [25]. 

Scrub cream products in this study using commercial 

preservatives are methyl and propyl paraben. The 

JECFA (Joint FAO / WHO Expert Committee on 

Food Additives) [26] in 1990 stated that methyl and 

propyl paraben had an ADI (Acceptable Daily 

Intake) value of 0-10 mg / kg body weight, while 

methyl and propyl paraben toxicity data in mice 

orally is 0.5-2 g / 250 grams of body weight. This 

study used methyl paraben as much as 0.2 gram and 

propyl paraben as much as 0.02 gram which is still 

in safe range according to JECFA guideline. The 

study also used cetyl alcohol, stearic acid, and 

triethanolamine 

CONCLUSION 

Based on the research that has been done can be 

concluded: The most optimum scrub cream 

formulation is scrub cream with the addition of 4.5% 

moringa seed which has the highest general favorite 

level with a score of 5.67. Characteristic of scrub 

cream with addition of moringa seed 3,5; 4,5; and 

5.5% fulfill the standard that has been determined 

SNI 16-4399-1996, that is with pH value 6.88-7,31; 

weight of type 1 g/mL; emulsion stability of 95.19-

96,61%;  and negative microbial contamination. 

The irritation test results showed that the scrub 

cream with the addition of moringa seed 3,5; 4,5; 

5.5% and the base do not cause irritation effect on 

the skin of white rat test animals (Rattus norvegicus) 

with the value of primary skin irritation index (PDII) 

equal to 0 that indicates scrub cream moringa seed 

safe to use. 
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ABSTRACT 
 

          The compatible actions are important in determining the nonabelian tensor product of groups. In this paper, 
finite cyclic groups of p-power order, where p is an odd prime are considered. The purpose of the paper is to 
introduce a new graph called the compatible action graph for the nonabelian tensor product for the finite cyclic 
groups of p-power order, where p is an odd prime. Furthermore, some properties of the compatible action graph 
have been studied. 
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INTRODUCTION 

 
It is well-known that the compatible actions 

played an important role in determining the 
nonabelian tensor product of groups. The concept of 
the nonabelian tensor product has been defined for a 
pair of groups G and H that satisfy the compatibility 
conditions. Recently, much attention has been given 
to investigate the compatible actions and the 
nonabelian tensor products. Bardakov and 
Neshchadim [1] studied the compatible actions by 
providing some necessary conditions for the 
compatibility of the actions. They have focused on the 
case that for the given groups G and H such that G 
acts on H, whether it is possible to define an action of 
H on G such that this pair of the actions are 
compatible. Moreover, Ellis and McDermott [2]  
investigated the compatible actions for two different 
groups 4D  and 4.Q  They found that there are only 
292 compatible pairs of actions between 4 4.D Q⊗  
Visscher [3] gave a complete conditions for the 
actions to be compatible for the finite cyclic groups 
of  p-power order when one of the actions is trivial or 
both actions are trivial. Furthermore, Mohamad [4] 
used the order of the action as a condition and provide 
new necessary and sufficient conditions for the pair 
of finite cyclic groups of p-power order acts 
compatibly on each other. Meanwhile, Sulaiman et al. 
[5] studied the compatible pairs of actions for finite 
cyclic groups of 2-power order. They determined the 
exact number of compatible pairs of actions that can 
be identified between the nonabelian tensor product 
for two finite cyclic groups of 2-power order. In 
addition, Shahoodh et al. [6] investigated the 
compatible pairs of actions for the finite cyclic groups 

of 3-power order and they determined the exact 
number of the compatible pairs of actions with the 
actions that have order one, order three and the 
highest 3-power order. 

Nowadays, there are many studies have been 
considered the theoretical relationship between group 
theory and graph theory. The study of this 
relationship can establish graphs in different ways 
based on the algebraic structures of the group or the 
semigroup by using the properties of graph. For 
example, Alireza et al. [7] investigated some results 
on the power graphs of the finite groups, while 
Kelarev and Quinn [8] defined the directed power 
graph of the semigroups. Meanwhile, Mansoori, et al. 
[9] defined the non-coprime graph associated to the 
group G, where the vertex set is \{ }G e and two 
distinct vertices are adjacent connected by the edge 
with the orders relatively the non-prime. They 
determined the general properties of the non-coprime 
graph, such as diameter, girth, connectivity, 
Hamiltonian, independence number and domination 
number. The conjugacy class graph of some finite 
groups with its energy have been investigated by 
Mahmoud et al. [10]. They computed the energy of 
the conjugacy class graphs of the dihedral groups of 
order 2n , then generalized quaternion groups of 
order 4n  and quasidihedral groups. Again, they 
introduced the general formulas for the energy of the 
conjugacy class graphs of those types of groups. In 
this paper, a new graph namely compatible action 
graph has been defined for the nonabelian tensor 
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product for the finite cyclic groups of the p-power 
order where p is an odd prime. Furthermore, this 
graph is denoted by ,

p p

p
C Cα β⊗Γ then some properties of 

this graph have been studied.  
     This paper is organized as follows. In Section 
Two, some preparatory results and definitions on the 
compatible pairs of actions and automorphism group 
of such type of groups are given with some 
fundamental concepts of graph theory that are needed 
in this research. While, the main results of this paper 
are presented in Section 3. Lastly, the conclusions of 
this paper are given in Section 5.   
 
THE PREPARATORY RESULTS 

 
This section contains some of the definitions and 

previous results on the automorphism group and the 
compatible actions for the finite cyclic groups of the 
p-power order, where p is an odd prime with some 
fundamental concepts on the graph theory. We started 
with the definition of the compatible actions which is 
given as follows.  
 
Definition 1 [11] 
Let G and H be the groups, which act on each other 
and each of which acts on itself by conjugation. These 
mutual actions are said to be compatible if  
( ) 1

( ( ))
g h g h gg g

−

′ ′=    and  ( ) 1

( ( ))
h g h g hh h

−

′ ′=  for all
,g g G′∈  and , .h h H′∈  

 
The automorphism group of the finite cyclic 

group of p-power order is an isomorphic with a direct 
product of two finite cyclic groups as stated in 
following theorem.  
 
Theorem 1 [12] 
Let p be an odd prime and .α ∈ If G is a cyclic 
group of order ,pα then

1 11 ( 1)
Aut( ) p p p p

G C C Cα α− −− −
≅ × ≅  and 

1Aut( ) ( ) ( 1) .G p p pα αϕ −= = −       

 
The following corollary showed that when G is 

abelian, then the trivial action is always compatible 
with any other action. 
 
Corollary 3.1 [3] 
Let G and H be groups. Furthermore, let G act 
trivially on H. If G is abelian, then for any action of 
H on G, the mutual actions are compatible.  

     The following theorem stated the compatibility for 
the pair of the actions that have p-power order for the 
two finite cyclic groups of p-power order, where p is 
an odd prime. 

Theorem 2[4]  

Let 
p

G g C α= ≅ and 
p

H h C β= ≅ be groups such 

that , 3.α β ≥  Furthermore, let Aut( )Gσ ∈  with 
kpσ = , where 1,2,..., 1k α= − and Aut( )Hσ ′∈  

with kpσ ′′ = where 1,2,..., 1.k β′ = −  Then ( , )σ σ ′  

is a compatible pair of actions if and only if 
{ }min , .k k α β′+ ≤  

The next theorem gives the exact number of the 
compatible pairs of actions that can be identified 
between the nonabelian tensor product of two finite 
cyclic groups of p-power order where p is an odd 
prime. 

Theorem 3 [13] 
 Let p

G C α≅ and p
H C β≅ be finite  cyclic  groups of  

p-power  order  with , 3.α β ≥  Then, there exist 

compatible pairs of actions whenand 1,2,..., 1k α= −  
{ }min , .r kα β= −  

       Next, the following proposition gives the number 
of the compatible pairs of actions when one of the 
actions is trivial. 

Proposition 1[ 13] 
 Let p

G C α≅  and p
H C β≅  be finite cyclic groups of 

the p-power order. Furthermore, let Aut( )Gρ ∈ with

1ρ =  and , 1.α β ≥ Then, the number of the 

compatible pairs of actions is 1( 1) .p pβ −−  

      The next proposition presented the number of the 
compatible pairs of actions for every value of k where 

1, 2,..., 1.k α= −  
 
Proposition 2[13] 
Let p

G C α≅ and p
H C β≅ be finite cyclic groups of 

p-power order where p is an odd prime such that
, 3.α β ≥  Furthermore, let Aut( )Gρ ∈ with kpρ =



SEE - Nagoya, Japan, Nov.12-14, 2018 

103 
 

where 1,2,..., 1.k α= − Then, the number of the 
compatible pairs of actions is  

1 1 1

1
( 1) ( 1) ( 1)

r
k k i

i
p p p p p p− − −

=

− + − −∑  

where  { }min ,r kα β= −  and 1,2,..., 1.k α= −   

      Next, some definitions and fundamental concepts 
of graph theory that are needed in this research are 
presented as follows. These fundamental concepts 
with the definitions can be found in [14]. 

      A graph G is a mathematical structure consisting 
of two sets, the set of the vertices and the set of the 
edges which are denoted by ( )V G and ( )E G  
respectively. Then, the order of the graph G is the 
number of the vertices in the graph G which is 
denoted by ( ) .V G  In addition, the graph G is called 

connected graph if there is a path between every pair 
of distinct vertices. Moreover, the graph G is said to 
be complete if each ordered pair of the vertices are 
adjacent to each other. Then, a simple graph G is said 
to be bipartite graph if its vertex set can be partitioned 
into two disjoint sets 1V  and 2V  such that every edge 

in the graph G connects vertex in 1V  and vertex in 

2 ,V  and there is no edge in the graph G connects 

either two vertices in 1V or two vertices in 2.V  

      Additionally, the graph which consists of the set 
of vertices and the set of directed edges, is called the 
directed graph such that the directed edges are 
associated with the ordered pair ( , )u v  is said to start 
at u and end at v, where , .u v V∈  Furthermore, in the 
directed graph, the degree of the vertex v has two 
types, the out-degree and the in-degree. The out-
degree is denoted by deg ( )v+ which is the number of 
the edges with v as their initial vertex, while the in-
degree is the number of the edges with v as their 
terminal vertex which is denoted by deg ( ).v−  For the 
directed graph G, the path of the length n from u to v, 
where n is positive integer, is defined as a sequence 
of edges  1 2, ,..., ne e e  of G such that 1e  is associated 

with 0 1( , ),x x 2e  is associated with 1 2( , )x x and so on, 

with ne  is associated with 1( , ),n nx x−  where 0x u=

and 1 .x v=  

 MAIN RESULTS 
 
 In this section, our main results of this paper are 

presented. The compatible action graph for the 
nonabelian tensor product for the finite cyclic groups 
of the p-power order, where p is an odd prime are 
introduced. Furthermore, some properties of 
compatible action graph have been investigated. We 
started with the definition of compatible action graph 
which is given as follows. 
 
Definition 3.1 
Let G and H be two finite cyclic groups of  p-power 
order with p an odd prime. Furthermore, let ( , )ρ ρ′  
be a pair of the compatible actions for the nonabelian 
tensor product of ,G H⊗  where Aut( )Gρ ∈  and 

Aut( ).Hρ′∈  Then,  ( ( ),
p p p p

p p
C C C CV

α β α β⊗ ⊗Γ = Γ

( ( ))
p p

p
C CE

α β⊗Γ  is a compatible action graph with the 

set of vertices ( )
p p

p
C CV

α β⊗Γ , which is the set of 

Aut( )G  and Aut( )H , and the set of edges, 

( )
p p

p
C CE

α β⊗Γ  that connects these vertices which is the 

set of all compatible pairs of actions ( , ).ρ ρ′  

Furthermore,  two vertices ρ  and ρ′ are adjacent if 
they are compatible.  
     

The order of the graph G is defined as the number 
of the vertices in the graph G, which is denoted by 

( ) .V G  Thus, the order of the compatible action 
graph has been determined and is denoted by 

 ( ) .
p p

p
C CV

α β⊗Γ The order of the compatible action 

graph has been considered into two cases when 
G H≠  and .G H=   Hence, the order of the 
compatible action graph is presented in the following 
proposition. 
 
Proposition 3.1 
Let 

p
G C α≅ and 

p
H C β≅ be the finite cyclic groups 

of p-power order where p is an odd prime and 
, 3.α β ≥  Then, the order of the compatible action 

graph is 

(i) 1 1( ) ( 1)( )
p p

p
C CV p p p

α β

α β− −
⊗Γ = − +  if .G H≠  

(ii) 1( ) ( 1)
p p

p
C CV p p

α β

α −
⊗Γ = −  if .G H=  

Proof: 
From the definition of the order of the graph, the order 
of the compatible action graph is the number of the 
vertices in ( ).

p p

p
C CV

α β⊗Γ  Furthermore, by Definition 

3.1, ( )
p p

p
C CV

α β⊗Γ  is the nonempty set of Aut( )G  and 
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Aut( ).H  Thus, there are two cases needed to be 
considered, which are G H≠ and .G H=  
Case I: Suppose that .G H≠  Then,  

( ) Aut( ) Aut( )
p p

p
C CV G H

α β⊗Γ = +  

                      1 1( 1) ( 1)p p p pα β− −= − + −  

                      1 1( 1)( ).p p pα β− −= − +  
Case II: Suppose that .G H=  Without loss of 
generality, let α be the order where ,α β=  then 

1( ) Aut( ) ( 1) .
p p

p
C CV G p p

α β

α −
⊗Γ = = −  Therefore, 

1 1( 1)( )
p p

p
C C p p p

α β

α β− −
⊗Γ = − +  when G H≠ and 

1( 1)
p p

p
C C p p

α β

α −
⊗Γ = −   when .G H=                        

    
Since the action of the group G on the group H is 

the mapping : Aut( ),G HΦ →  then the compatible 
action graph of the finite cyclic groups of the p-power 
order is considered as a directed graph. Thus, the 
cardinality of the edges of the compatible action 
graph for such type of groups are presented in the 
following proposition. 
 
Proposition 3.2 
Let 

p
G C α≅  and 

p
H C β≅ be the finite cyclic groups 

of p-power order where p is an odd prime and 
, 3.α β ≥  Then,  

( )
p p

p
C CE

α β⊗Γ =  

1 1
1 1 1

1 1 1
( 1) ( 1) 1 ( 1) ,

r
k i

k k i
p p p p p p

α α
β

− −
− − −

= = =

 − + − + − 
 

∑ ∑∑  

where { }min ,r kα β= −  and 1,2,..., 1.k α= −  

Proof: 
It follows from Definition 3.1 and Theorem 3.          
 

Table 1 is given as some examples for the 
cardinality of the edges for 

p p

p
C Cα β⊗Γ  with the same 

prime p and , .α β ∈  
 
Table 1 Cardinality of the edges for 

p p

p
C Cα β⊗Γ . 

 

p  α  β  ( )
p p

p
C CE

α β⊗Γ  

 3 

3 3 54 
3 4 90 
3 5 198 
3 6 522 

3 7 1494 
3 8 4410 
3 9 13158 

5 

3 3 300 
3 4 700 
3 5 2700 
3 6 12700 
3 7 62700 
3 8 312700 
3 9 1562700 

7 

3 3 882 
3 4 2646 
3 5 14994 
3 6 101430 
3 7 706482 
3 8 4941846 
3 9 34589394 

 

Since the compatible action graph has been 
considered as a directed graph, then the compatible 
pairs of actions ( , )ρ ρ′  is defined as a directed edge 
of the compatible action graph. Therefore, according 
to the definition of the directed graph, the vertex ρ  
is considered as an initial vertex of ( , )ρ ρ′ and ρ′  is 

the terminal vertex of ( , ).ρ ρ′   Furthermore, the out-
degree of the vertex v in the directed graph is denoted 
by deg ( ),v+  where it needs to be found in order to 
investigate the number of the edges in the graph. 
Thus, in the following proposition the out-degree for 
the given vertex ρ in the compatible action graph is 
presented. 

Proposition 3.3 

Let 
p

G C α≅ and 
p

H C β≅ be the finite cyclic groups 

of the p-power order where p is an odd prime and 
, 3.α β ≥  Furthermore, let ( )

p p

p
C Cv V

α β⊗∈ Γ  where 

Aut( )v G∈ and .kv p=  Then deg ( )v+ is one of the 

following: 

(i) 1( 1)p pβ −−   if  0.k =  

(ii) 1 1 1

1
( 1) ( 1) ( 1) ,

r
k k i

i
p p p p p p− − −

=

− + − −∑   

with r =min{ }, kα β −  if 1, 2,..., 1.k α= −  
Proof: 
It follows from Propositions 1 and 2                          
 
      From Theorem 2, the actions that have the p-
power order are always compatible when 
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min{ , }.k k α β′+ ≤  Thus, we conclude in the 
following corollary that the out-degree and the in-
degree for the compatible action graph are the same.  

Corollary 3.1 
Let G and H be the finite cyclic groups of the p-power 
order where p is an odd prime and ( )

p p

p
C Cv V

α β⊗∈ Γ  . 

Then, deg ( ) deg ( )v v− += for .
p p

p
C Cα β⊗Γ  

Proof:                                                                            

From Propositions 3.3, for any vertex 
( )

p p

p
C Cv V

α β⊗∈ Γ  where Aut( )v G∈ and ,kv p=         

we   have   1deg ( ) ( 1)v p pβ+ −= −     if    0,k =     and    
when 1,2,..., 1,k α= − then                                                                                     

1 1 1

1
deg ( ) ( 1) ( 1) ( 1) ,

r
k k i

i
v p p p p p p+ − − −

=

= − + − −∑  

where r =min{ }, .kα β −  By Theorem 2, the actions 

are compatible when min{ , },k k α β′+ ≤ which 
present that the vertices are adjacent. Similarly, when 

Aut( )v H∈ and .kv p ′=  Therefore, 

deg ( ) deg ( )v v− += for .
C C

p p

p

α β⊗
Γ                                      

      Next, the connectivity of the compatible action 
graph is studied.  The next proposition presented the 
connectivity of the compatible action graph. 
 
Proposition 3.4 
Let 

p
G C α≅ and 

p
H C β≅ be the finite cyclic groups 

of the p-power order where p is an odd prime such 
that , 3.α β ≥  Then, 

C C
p p

p

α β⊗
Γ

 
is a connected graph.  

Proof: 
 Let 

p
G C α≅ and 

p
H C β≅ be the finite cyclic groups 

of the p-power order where p is an odd prime such 
that , 3.α β ≥  Furthermore, let 1 ( )

p p

p
C Cv V

α β⊗∈ Γ  

with 1 Aut( )v G∈  and 1v  is trivial action. By 

Proposition 3.3, 1
1deg ( ) ( 1) .v p pβ+ −= −  Similarly, if 

we have 2 ( )
p p

p
C Cv V

α β⊗∈ Γ  such that 2 Aut( )v H∈  

and 2v  is trivial action, then by Corollary 3.1, 2v  is 

compatible with every Aut( ).v G∈  Thus, 
p p

p
C Cα β⊗Γ  

is a connected graph.                                                                   
                                                                                        

       The next proposition shows that  the compatible 
action graph is a bipartite graph when .G H≠   
 
Proposition 3.5 
Let p

G C α≅ and p
H C β≅ be two finite cyclic groups 

of p-power order where p is an odd prime such that 
, 3.α β ≥  Then, 

C C
p p

p

α β⊗
Γ  is the bipartite graph if and 

only if .G H≠  
Proof: 
Let p

G C α≅ and p
H C β≅ be two finite cyclic groups 

of p-power order where p is an odd prime such that 
, 3.α β ≥  First need to show that if the compatible 

action graph 
p p

p
C Cα β⊗Γ  is a bipartite graph then 

.G H≠  By contradiction method,  assume that 
G H= , then  Aut(G) = Aut(H). Thus, there exists a 
loop which cannot be partitioned into two disjoint 
sets, which contradicts on the assumption. Thus, 

.G H≠                         
       Next, if G H≠ then any v∈ Aut(G) only 
compatible with some v′∈Aut(H). Thus, clearly it 
can be partitioned into two disjoint sets Aut(G) and 
Aut(H) respectively. Therefore, 

p p

p
C Cα β⊗Γ  is a 

bipartite graph.                                                                

      The complete graph nK  contains exactly one 
edge between each pair of the vertices. As a result, the 
compatible action graph is not a complete graph. This 
result is given as follows.  

Proposition 3.6 

Let p
G C α≅

 
and p

H C β≅
 
be the finite cyclic 

groups of the p-power order where p is an odd prime 
and , 3.α β ≥  Then, 

C C
p p

p

α β⊗
Γ  is not a complete graph. 

Proof: 
By Proposition 3.1, there are 1 1( 1)( )p p pα β− −− +  

number of vertex in .
p p

p
C Cα β⊗Γ  If 

p p

p
C Cα β⊗Γ     is   a   

complete   graph,   then   there   exist   
21 1( 1)( )p p pα β− − − +   edges. By Proposition 3.2,     

( )
p p

p
C CE

α β⊗Γ =  

1 1
1 1 1

1 1 1

21 1

( 1) ( 1) 1 ( 1)

( 1)( ) .

r
k i

k k i
p p p p p p

p p p

α α
β

α β

− −
− − −

= = =

− −

 − + − + − ≤ 
 

 − + 

∑ ∑∑  
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Thus, 
p p

p
C Cα β⊗Γ  is not a complete graph.                     

 
 
CONCLUSION 
 
      In this paper, the compatible action graph has 
been introduced for the nonabelian tensor product for 
the finite cyclic groups of p-power order, where p is 
an odd prime. Some properties of the compatible 
action graph are studied, such as the cardinality of the 
edge, the order of the compatible action graph, and 
the out-degree for the given vertex in this graph. As a 
result, the compatible action graph is a connected and 
bipartite graph but it is not a complete graph. The 
results can be extended by introducing the subgraph 
of the compatible actions graph. Then, the number of 
the edges and the order of the subgraph of compatible 
action graph can be determined.  
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ABSTRACT 

Breast cancer is the biggest cancer among women in the worldwide. The uncontrollably high DNA 

Methyltransferase-1 (DNMT1) activity which leads to abnormal gene expression is one of the primary cause of 

breast cancer. Therefore, DNMT1 as an essential enzyme in epigenetic regulation is considered as a potential 

therapeutic target for breast cancer treatment. In this research, the inhibitors of DNMT1 were designed through 

fragment-based drug design. About 168,646 natural products from PubChem database were used as fragment 

candidates. Initial screening based on toxicity and Lipinski’s Rule of Three by Osiris DataWarrior was performed 

to obtain 2,601 favorable fragments. Pharmacophore-based rigid and flexible molecular docking simulation was 

employed with DNMT1 as the target protein. The selected fragments from docking simulation underwent fragment 

linking modification and second toxicity screening, generating 23 ligands. Subsequently, the newly designed 

ligands were subjected to pharmacophore-based flexible molecular docking simulation. Two ligands, HAMI_9 

and HAMI_14, with Gibbs free binding energy of -11.6095 and -11.5904 kcal/mol, respectively, are considered 

as a promising inhibitor of DNMT1. The pharmacological properties of the ligands were analyzed using Osiris 

DataWarrior, Toxtree, SwissADME, admetSAR, and Molinspiration. The ligands show not only superior affinity 

and molecular interaction to DNMT1 but also have advantageous pharmacological properties compared to the 

standards. Additional in silico as well as in vivo experiments are needed to further assess the potency of HAMI_9 

and HAMI_14 as drug candidates against breast cancer. 

Keywords: Breast cancer, DNA methyltransferase, natural products, fragment-based drug design, molecular 

docking simulation. 

INTRODUCTION 

Breast cancer is the biggest evidence of cancer 

among women and the second prominent cause of 

cancer mortality after lung cancer in the world [1], 

[2]. Breast cancer occurs due to genetic aberration 

such as gene deletions, point mutations, chromosomal 

rearrangements and epigenetic misregulation [1]. 

DNA methylation pattern guides epigenetic 

regulation. DNA methylation plays an essential role 

in the regulation of the gene expression and the 

structure of chromatin, which leads to the 

manifestation of diseases in humans, such as various 

types of cancer [3]-[6].  

DNA methylation pattern managed by the DNA 

methyltransferase (DNMT) enzymes, which will 

catalyze the transfer of methyl groups from S-

Adenosyl-L-Methionine (SAM) to the C5 position of 

cytosine residues in CpG dinucleotides. DNMT in 

human is classified into three families: DNMT1, 

DNMT2, and DNMT3 [7]. 

DNMT1 is an enzyme composed of 1616 amino 

acids in humans and is the ubiquitous 

methyltransferase in humans. DNMT1 maintained 

the methylation pattern of the DNA parent strand to 

the new DNA daughter strand and expressed during 

the S phase [5], [8]. The misregulation of DNMT1 

initiates to hypermethylation in DNA promoter gene 

and hypomethylation which lead to the abnormal 

growth of cancer cells [5]. In breast cancer, the 

DNMT1 is overexpressed; it has uncontrollably high 

activity [8]. Therefore, the inhibition of the DNMT1 

enzyme, which keeping its activity under control, is a 

promising method of epigenetic therapy for the 

treatment of breast cancer [5], [6], [8].  

The in silico method is one of the methods that 

widely used in drug discovery for various diseases. 

The natural products have long been used by in silico 

method for drugs discovery and development in 

various diseases, such as cancer, because of its 

pharmacological activity and bioavailability in living 

organisms [9]. The natural products can be used as 

fragment library for lead compound discovery 

through fragment-based drug design. The fragment-

based drug design is a method to construct the ligands 

by linking, merging or growing the ligands from 

small fragments to improve its interaction with target 

protein binding site [10]. In this research, the natural 

products are selected as the source of fragments 

which then modified by fragment-based drug design 

to inhibit DNMT1 protein. Thus, obtaining the 

inhibitor of DNMT1 for breast cancer therapy. 
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METHODS 

In silico method were used in this research to 

obtain the compounds that have high affinity and 

have advantageous pharmacological properties. The 

compounds through in silico method were used for 

drug discovery in human disease, and the compounds 

would be used to inhibit DNMT1 protein. In this 

research, the in silico method were performed 

through Molecular Operating Environment (MOE), 

Osiris DataWarrior v04.07.02, Toxtree v2.6.13, 

SwissADME, AdmetSAR, and Molinspiration 

software. 

Preparation of  DNMT1 Protein 

The three-dimensional (3D) structures of DNMT1 

protein were acquired from RCSB Protein Data Bank 

with PDB ID: 3AV5, 3AV6, 3SWR, 3PTA, and 

4WXX. The DNMT1 proteins were acquired from 

RCSB as one of protein structures source for 

molecular docking. Afterward, the protein structures 

were prepared and optimized by protonation and 

energy minimization using the LigX function in MOE 

2014.09 with R-field solvation and AMBER 10: EHT 

as a forcefield. Finally, the DNMT1 proteins were 

stored in .moe format. 

Protein-Ligand Interaction Fingerprints (PLIF) 

and Pharmacophore Selection  of  DNMT1 Protein 

The pharmacophore construction of DNMT1 

proteins was performed through PLIF method using 

MOE 2014.09 software with Amber10: EHT as a 

forcefield, and R-field solvation. The PLIF method 

used to determine interaction fingerprints between 

ligand−protein based on surface contacts according to 

the residues, hydrogen bonds, and ionic interactions 

[11]. Afterward, the proteins were performed 

superpose to compare three-dimensional (3D) 

structure of the protein and to superimpose the protein 

structures that differ based on protein sequence, size 

or shape [12].  

Afterward, the pharmacophore feature that 

commonly applied in drug discovery were used in this 

research [13]. The pharmacophore feature is used to 

determine interaction site between the ligands and 

protein target. Therefore, the molecules that 

potentially trigger the desired biological effect were 

obtained [14], [15]. The pharmacophore site was 

stored in .ph4 format. 

Preparation of The Fragments 

The natural products from PubChem database 

were used as fragment library and were stored in sdf 

format. The fragment library was screened based on 

toxicity prediction test (tumorigenic, mutagenic, 

irritant, reproductive effect predictions) and 

Lipinski’s Rule of Three using Osiris DataWarrior to 

obtain favorable fragments that can be used for 

molecular docking [16], [17].  

Afterward, all of the fragments underwent 

preparation and energy minimization by MOE 

2014.09 software with MMFF94x modified as a 

forcefield. Three ligands, namely S-Adenosyl-L-

Methionine (SAM), S-Adenosyl-L-Homocysteine 

(SAH), and sinefungin (SFG), were selected as 

standard compounds for the experiment. Finally, the 

fragment library was stored in .mdb format. 

Molecular Docking Simulation and Fragment 

Linking Method 

The fragments underwent pharmacophore-based 

rigid and flexible molecular docking with DNMT1 

protein using MOE 2014.09 software with AMBER 

10: EHT as the forcefield and R-field solvation. The 

fragments were eliminated if their root-mean-square 

deviation (RMSD) value lower than 2.0 Å and have 

higher Gibbs free binding energy (∆Gbinding) than the 

standards.  

Afterward, the fragments were linked to 

developing new ligands through fragment linking 

method. Fragment linking is one of fragment-based 

drug design method, the fragment linking method 

applied to acquire compounds that have higher 

affinity to bind with the pocket [18]. The new ligands 

were acquired from the fragments that do not overlap 

and have been linked. Afterward, the new ligands 

were docked with DNMT1 protein by 

pharmacophore-based rigid and flexible molecular 

docking using retain 100 through MOE 2014.09 

software. 

Analysis of Pharmacological Properties 

The pharmacological properties of the best 

ligands were analyzed through some software. The 

tumorigenic, mutagenic, and drug-likeness properties 

were identified by Osiris DataWarrior. The ligands 

mutagenicity and carcinogenicity properties were 

predicted by Toxtree software [19]. The 

physicochemical, pharmacokinetics and drug-

likeness of ligands were evaluated by SwissADME 

(http://www.swissadme.ch/) [20]. The admetSAR 

(http://lmmd.ecust.edu.cn/admetsar1) used to predict 

absorption, distribution, metabolism, excretion, and 

toxicity (ADMET) properties of ligands [21]. The 

bioactivity properties of ligands were analyzed 

through Molinspiration software [22].  

RESULT AND DISCUSSION 

Preparation of DNMT1 Protein 

The DNMT1 protein has responsibility for DNA 

methylation and can lead as promising target for the 

http://www.swissadme.ch/
http://lmmd.ecust.edu.cn/admetsar1


SEE - Nagoya, Japan, Nov.12-14, 2018 

109 

treatment of breast cancer [7], [8]. The water, metal, 

and unnecessary molecules in DNMT1 proteins from 

RCSB Protein Data Bank were removed because can 

influence interactions between the protein and ligand. 

The binding site of DNMT1 protein can be 

determined based on site finder feature in MOE 

2014.09 software.  

Protein-Ligand Interaction Fingerprints (PLIF) 

and Pharmacophore Selection of DNMT1 Protein 

The interactions between DNMT1 proteins and 

ligands were compared through PLIF method. Five 

proteins of DNMT1 (3AV5, 3AV6, 3SWR, 3PTA, 

4WXX) have similarity interactions. The protein of 

DNMT1 with PDB ID: 4WXX were chosen because 

its 3D structure has an excellent resolution (2.622 Å) 

and it comes from a human. The pharmacophore of 

DNMT1 protein was analyzed and was validated 

using standard ligands. Finally, there are three 

pharmacophore site namely HydA, Don and Acc 

indicated in green, pink, and blue respectively (Fig. 

1). The 3D structures and the pharmacophore site of 

the DNMT1 protein can be seen in Fig. 1. 

Fig. 1 The pharmacophore site and SAH in the 

binding pocket of DNMT1 protein (4WXX) 

Preparation of The Fragments 

In this research were used 168,646 natural 

products from PubChem database. All of the natural 

products were screened through Osiris Data Warrior 

v04.07.02 to find the potential fragment as inhibitor 

candidate of the DNMT1 protein. The natural 

products were screened based on toxicity prediction 

test to predict and to eliminate the compounds that 

have tumorigenic, mutagenic, reproductive effect and 

irritant characteristics. The natural products also were 

screened based on Lipinski’s Rule of Three, which 

are they must fulfill three parameters: (1) mass of the 

molecules are less than 300Da, (2) the hydrogen 

donor and acceptor molecules are up to three, and (3) 

the calculated clogP of molecules are three [23]. After 

screening by Osiris Data Warrior, there are 2,601 

fragments obtained. 

Molecular Docking Simulation and Fragment 

Linking Method 

The 2,601 fragments were docked with DNMT1 

protein based on Acc and HydA pharmacophore site 

and also based on Hyd and Don pharmacophore site. 

The molecular docking simulation was performed 

twice in rigid docking simulations using retain 30 in 

the first simulation and retain 100 in the second 

simulation with AMBER10: EHT as a forcefield. 

After docked using retain 100, there are 11 ligands 

based on Acc and HydA pharmacophore points, and 

also there are 76 ligands based on Hyd and Don 

pharmacophore site. 

The linker between fragments was generated 

through fragment linking; there are three ligands 

which did not overlap and eligible to create linker. 

About 31 ligands were acquired from the fragments 

and the linkers screened by Osiris DataWarrior. 

Afterward, 23 linkers were obtained after screened 

and were docked with DNMT1 protein based on Acc, 

HydA and Don pharmacophore site by 

pharmacophore-based rigid and flexible molecular 

docking simulation using retain 100 with 

AMBER100: EHT as a forcefield. Finally, two best 

compounds were potential can inhibit DNMT1 refer 

to standard RMSD value, ∆Gbinding, and 

pharmacological properties. 

The two of best compounds structure, namely 

HAMI_9 and HAMI_14, can be seen in Fig. 2.  

(A) (B) 

Fig. 2 The structure of (A) HAMI_9 and (B) The 

structure of HAMI_14 

The HAMI_9 and HAMI_14 are the best drug 

candidate because they have RMSD value lower than 

2.0 Å and have lower ∆Gbinding energy compared to 

the SAM and Sinefungin as a standard, even though 

their ∆Gbinding energy is not lower than SAH. The 

properties of the standards and all of the best ligands 

are appropriate with the Lipinski’s Rule of Five and 

Veber’s rule, even though the HAMI_14 has a logP 

value higher than five (Table 1). 
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Table 1 Molecular properties of the selected linked compounds and standard ligands 

Note: The meaning of * is the standard compound. 

The HAMI_9 interacts with 22 amino acid 

residues DNMT1 protein and has four hydrogen bond 

interactions with Asparagine 1578, Glutamine 1223, 

and Cysteine 1148. On the other hand, HAMI_14 

interacts with 21 amino acid residues and has two 

hydrogen bond interactions with Asparagine 1578, 

Alanine 1579 (Fig. 3 and 4). 

Fig. 3 The HAMI_9 molecular interactions. 

Fig. 4 The HAMI_14 molecular interactions. 

Analysis of Pharmacological Properties 

Both ligands have similar molecular properties. 

However, they show different characteristics in the 

pharmacological tests through SWISSADME, 

Molinspiration, and ADMETSAR. The results of 

pharmacological tests can be seen in Table 2. All of  

the best ligands are better than Sinefungin as the 

standard because they have high gastrointestinal (GI) 

absorption. The HAMI_9 and HAMI_14 have 

subcellular localization in mitochondria.  

The kinase and protease inhibitors of the ligands 

have a different value; the score higher than 0.00 

indicates the ligand has high activity, while a score 

between 0.00 to −0.5 indicates that the ligand has 

moderate activity, and score less than −0.5  indicates 

the ligand does not have activity [24]. HAMI_9 is the 

best drug candidate based on kinase and protease 

inhibitor value because of its moderate activity as 

kinase inhibitor and high activity as a protease 

inhibitor. Protein kinases are essential for 

proliferation, metabolism, and apoptosis cells. The 

molecule that inhibits kinases cause a decreased 

cellular proliferation and increased apoptosis cells. 

The inhibition of protein kinase is one strategy of 

cancer therapy such as breast cancer therapy [25]. 

HAMI_9 also has high activity as protease inhibitor 

that can be used to against cancer. Metastases and 

cancer progression are highly dependent on nutrient 

and oxygen supply, which are affected by various 

proteases in the tumor and organs. The proteases are 

essential for cell death, cell differentiation, gene 

expression, cancer growth and metastases [26]. The 

protease inhibitors have activity as anti-cancer 

because they can inhibit proteolytic activity in cancer 

development and metastases [27]. Therefore, 

HAMI_9 has an activity to interfere with the 

development of cancer.  

HAMI_9 and HAMI_14 are not organic cation 

transporter (SLC22A2) and CYP inhibitor. It 

indicates that they are able to translocate the 

molecules, have proper drug elimination, and does 

not lead unwanted effects because of the 

accumulation of the drug [20], [28]. The ligands are 

both none in carcinogens and AMES toxicity test. 

Therefore, the ligands are non-carcinogens and non-

mutagenic [29] (Table 2). 

The best ligands have good drug-likeness 

properties refer to Veber’s and Egan’s Rule. The 

bioavailability of the best ligands is at moderate level 

because their bioavailability score is 0.55. All of the 

best ligands are more readily synthesized than the 

standard because it has lower synthetic accessibility 

value than standard ligands [20]. All of the best 

ligands do not have PAINS alerts, but the HAMI_9 as 

the best ligand has 3 BRENK alerts (Table 3). 

Ligand Name 
Flexible Docking 

MW LogP H-Don H-Acc TPSA 
Rotatable 

Bond ∆Gbinding RMSD 

*SAM -11.1980 1.6134 399.451 -3.9384 4 11 187.08 7 

*SFG -10.9068 1.1838 382.400 -3.9574 5 12 214.72 7 

*SAH -11.8062 0.9106 384.416 -3.7275 4 11 212.38 7 

HAMI_9 -11.6094 1.7746 484.618 3.8948 5 6 110.02 8 

HAMI_14 -11.5903 1.5264 498.641 5.1464 4 5 94.37 9 
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Table 2 ADME-Tox prediction all of the ligands using admetSAR, Molinspiration, and SwissADME software 

Table 3 The druglikeness and medicinal chemistry properties all of the ligands using SwissADME software 

Note: The meaning of * is the standard compound. 

CONCLUSION 

The in silico method is essential in drug 

discovery, especially in the identification of new lead 

compounds as drug candidate through fragment-

based drug design. The new lead compounds namely 

HAMI_9 and HAMI_14 derived from the natural 

products. The HAMI_9 and HAMI_14 can be used as 

a DNMT1 inhibitor for breast cancer therapy because 

of its excellent molecular properties, pharmacological 

properties to inhibit DNMT1 protein. Based on the 

result, the HAMI_9 is the best drug candidate to 

inhibit DNMT1 because HAMI_9 has the lowest 

Gibbs free binding energy, has the most significant 

molecular interaction, and has the best 

pharmacological properties. Therefore, the HAMI_9 

is the promising drug candidates against breast 

cancer.  
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ABSTRACT 

In this article, construction of m-point non-stationary ternary interpolating subdivision schemes having 

tension parameter with the help of Lagrange identities have been discussed. Different limit curves can be 

obtained by adjusting the appropriate value of parameter in the proposed schemes. Tension or bagginess of the 

final (curve) depends upon the raise or drop the value of parameter. The proposed hyperbolic non-stationary 

schemes are as consistent as the regular curves by the control polygon as compared to the existing non-

stationary schemes by trigonometric Lagrange polynomial. Few existing parametric and non-parametric 

stationary schemes are the counter part of proposed schemes. Asymptotically equivalence relation is used to 

determine the continuity or smoothness of the proposed schemes. The main demand of this article is to 

reproduce hyperbolic functions and the proposed schemes reproduce hyperbolic functions very well. Numerical 

examples show that the proposed scheme has the potential to reproduce hyperbolas and parabolas. 

Keywords: Subdivision; Non-stationary; Interpolation; hyperbolas; parabolas 

INTRODUCTION 

Nowadays one of the important approach in geometric 

modeling is the subdivision approach. It deals with 

symbolization, interpolation, construction and 

hypothesis of curves and surfaces.   the subdivision 

schemes are more appropriate because these schemes 

are simple, affecting, easy to understand, easy to 

analyze, their applications are easy and have good 

cordiality and best for geometric design. Deslauriers 

and Dubuc  presented an iterative symmetric 

interpolation processes [1]. They showed the 

symmetric behavior of different subdivision schemes. 

Hassan et al. [2] proposed an interpolating 4-point 

ternary stationary subdivision scheme and they prove 

that the scheme has 𝑪𝟐 continuity. A class of binary,

ternary,a-ary subdivision schemes are produced by [3]. 

Currently, technology and science emphasize on the 

applications that should allow to control the shape of 

the different objects and being capable of reproducing 

different curves widely used in Computer Graphics, 

Computer Aided Design and in geometric modeling, 

such as conics and polynomials. In the end of twentieth 

century stationary schemes are constructed but they do 

not have the competency to produce conics. The work 

on non-stationary schemes grows fast in twenty first 

century. Binary 4-point non-stationary scheme was 

proposed in [4] in which two rules of subdivision are 

used to subdivide the initial control polygon. Beccari 

et al. [5] proposed a 4-point scheme with a single 

tension parameter and it preserve the shape because of 

interpolating property. Ternary 4-point interpolating 

non-stationary scheme was proposed by Daniel and 

Shunmugaraj [6]. A family of 4-point non-stationary 

interpolating schemes were proposed Bari and Mustafa 

[7]. Odd-point non-stationary interpolating subdivision 

schemes are also mentioned in [8]. Novara and Romani 

[9] gave a new direction to obtain new class of non-

stationary schemes by building blocks. Siddiqi et al. 

[12-14] construct binary and ternary non-stationary 

subdivision schemes by using hyperbolic B-spline, 

they show that the proposed scheme has the potential 

to produce hyperbolic curves. To find the continuity of 

their schemes they used the asymptotic equivalence 

approach. Using the Lagrange polynomial and 

trigonometric identities, Bari and Mustafa [15] 

construct some new non-stationary subdivision scheme. 

    This paper consists of four sections. First, define 

some results which are helpful to generate a class of 

non-stationary schemes in section 2. Construction of 

non-stationary m-point ternary interpolating schemes 

in Section 3. Convergence of proposed interpolating 

schemes is presented in section 4.  

PRELIMINARIES 

In terms of mask 𝒂𝒌 = {𝒂𝒊
𝒌: 𝒊 ∈ 𝒁}, a ternary univariate

subdivision scheme is according to the following 

subdivision rule: 

𝒇𝒊
𝒌+𝟏 = ∑ 𝒂𝒊−𝟑𝒋

𝒌 𝒇𝒊
𝒌

𝒋∈𝒁 , 𝒊 ∈ 𝒁. 

Independence of k (level) in the mask 𝒂𝒌 shows that

the subdivision scheme𝑺𝒂𝒌  is called stationary and the

dependence of k (level) in the mask 𝒂𝒌 shows that the

subdivision scheme 𝑺𝒂𝒌 is called non-stationary
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Definition-1: [5] Let 𝑺𝒂𝒌    and  𝑺𝒃𝒌   be two ternary

subdivision schemes and𝑺𝒂𝒌 , 𝑺𝒃𝒌    are asymptotically

equivalent if 

∑‖𝑺𝒂𝒌 − 𝑺𝒃𝒌‖

∞

𝒌=𝟎

< ∞, 

where 

‖𝑺𝒂𝒌‖∞ = 𝒎𝒂𝒙{∑|𝒂𝟑𝒊
𝒌 |,∑|𝒂𝟑𝒊+𝟏

𝒌 |,

𝒊∈𝒁

∑|𝒂𝟑𝒊+𝟐
𝒌 |

𝒊∈𝒁𝒊∈𝒁

}. 

Dyn and Levin [10] gave the idea behind asymptotic 

equivalence.  

Theorem-1: [10] Let 𝑺𝒂  (stationary) and 𝑺𝒂𝒌  (non-

stationary) ternary subdivision schemes having finite 

masks. If 𝑺𝒂 is 𝑪𝒎 and

∑𝟑𝒎𝒌
∞

𝒌=𝟎

‖𝑺𝒂𝒌 − 𝑺𝒂‖∞ < ∞,

holds, then 𝑺𝒂𝒌  is also 𝑪𝒎.

CONSTRUCTION OF M-POINT NON-

STATIONARY SUBDIVISION SCHEME 

Lagrange interpolation was first used by 

Deslauriers and Dubuc [1] to construct subdivision 

schemes. We are also going to use Lagrange 

polynomial to build a class of hyperbolic non-

stationary schemes. First we define the Lagrange 

fundamental polynomials of degree m and m-1, where 

m=2n ,  for  𝑛 ≥ 2,  corresponding to {𝑡𝑗}−(𝑛−1)
𝑛  and

{𝑡𝑗}−(𝑛−2)
𝑛  respectively,

𝐿𝑝
𝑚(𝑡) = ∏

𝑡−𝑡𝑗

𝑝−𝑡𝑗
, 𝑝 = −(𝑛 −𝑛

𝑡𝑗=−(𝑛−1),𝑝≠𝑡𝑗

1), −(𝑛 − 2)…𝑛  (1)

and 

𝐿𝑝
𝑚−1(𝑡) = ∏

𝑡−𝑡𝑗

𝑝−𝑡𝑗
, 𝑝 = −(𝑛 −𝑛

𝑡𝑗=−(𝑛−2),𝑝≠𝑡𝑗

2), −(𝑛 − 3)…𝑛  (2) 

Applying the arithmetical processes on the 

Lagrange identities in Eq. (1) and Eq. (2), we get 

Eq. (3) and Eq.  (4): 

𝐿𝑝
𝑚(𝑡) =

(−1)𝑛(3𝑛−1)!

33𝑛−2(1−3𝑝)(𝑛−1)!

(−1)𝑛−𝑝(𝑛−𝑝)!(𝑛+𝑝−1)!
 (3) 

𝒑 = −(𝒏 − 𝟏), − (𝒏 − 𝟐), …𝒏 and 

𝐿𝑝
𝑚−1(𝑡) =

(−1)𝑛(3𝑛−1)(3𝑛−4)!

33𝑛−4(1−3𝑝)(𝑛−2)!

(−1)𝑛−𝑝(𝑛−𝑝)!(𝑛+𝑝−2)!
=

𝜎1
𝜎2
,          (4)  

 implies 

𝑳𝒑
𝒎−𝟏(𝒕) =

𝝈𝟏

𝝈𝟐
,  for 𝒑 = −(𝒏 − 𝟐), −(𝒏 − 𝟑), …𝒏 

 where 

𝝈𝟏 =
𝒍𝟏

𝒍𝟐
 (5)    

The values of    𝒍𝟏 and   𝒍𝟐 are

𝑙1 = (−1)
𝑛(3𝑛 − 1)(3𝑛 − 4) !   ,    𝑙2 =

33𝑛−4(1 − 3𝑝)(𝑛 − 2)!,

and 

𝜎2 = (−1)
𝑛−𝑚(𝑛 − 𝑝)! (𝑛 + 𝑝 − 2)!.   (6)        

When  𝑝 = −𝑛 + 1 in Eq. (3), we have 

𝝈𝟑 = 𝑳−𝒏+𝟏
𝒎 (

𝟏

𝟑
) =

(−𝟏)−𝒏+𝟏(𝟑𝒏−𝟏)!

𝟑𝟑𝒏−𝟐(𝟑𝒏−𝟐)(𝟐𝒏−𝟏)(𝒏−𝟏)!
        (7)

Furthermore, we have to calculate 

𝜎4 = 𝐿𝑝
𝑚 (

1

3
) − 𝐿𝑝

𝑚−1 (
1

3
) =

(−1)𝑝(3𝑛−1)!

33𝑛−2(𝑛−1)!(3𝑛−2)(𝑛−𝑝)!(𝑛+𝑝−1)!
 (8) 

where  𝒑 = −(𝒏 − 𝟐), −(𝒏 − 𝟑), …𝒏. 

We refer to [11] for further details. 

M-POINT TERNARY INTERPOLATING 

SCHEME 

We are going to present general formulae to construct 

non-stationary 𝐦 -point ternary interpolating 

subdivision scheme. 

Let 𝒏 ≥ 𝟐, the rules of 𝐦-point ternary interpolating 

scheme are 

{
 
 
 

 
 
 

𝒇𝟑𝒊
𝒌+𝟏 = 𝒇𝒊

𝒌,

𝒇𝟑𝒊+𝟏
𝒌+𝟏 = ∑ 𝝁−𝒑

𝒌,𝒎

𝒏−𝟏

𝒑=−𝒏

𝒇𝒊+𝒑+𝟏
𝒌 ,

𝒇𝟑𝒊+𝟐
𝒌+𝟏 = ∑ 𝝁𝒑

𝒌,𝒎

𝒏

𝒑=−(𝒏−𝟏)

𝒇𝒊+𝒑
𝒌 ,

     (9) 

by introducing hyperbolic sine function, triadic 

subdivision 
𝟏

𝟑𝒌+𝟏
= 𝜿, the parameter 𝝎, we get the 

first coefficient 𝝁−𝒑
𝒌,𝒎

 for 𝒑 = −𝒏. The other 

coefficients 𝝁−𝒑
𝒌,𝒎

 for 𝒑 = −𝒏 + 𝟏,… , 𝒏 − 𝟏  are 

formed by the equations (5)-(8). 

{
 
 

 
 𝝁−𝒏+𝟏

𝒌,𝒎 =
𝐬𝐢𝐧𝐡(

𝝎

𝜿
)

𝐬𝐢𝐧𝐡(
𝟏

𝜿
)
,   𝝎 < 𝟏

𝝁𝒑
𝒌,𝒎 =

𝐬𝐢𝐧𝐡(
𝝈𝟏
𝜿
)

𝐬𝐢𝐧𝐡(
𝝈𝟐
𝜿
)
+

𝐬𝐢𝐧𝐡(
𝝈𝟒𝝎

𝜿
)

𝐬𝐢𝐧𝐡(
𝝈𝟑
𝜿
)
, 𝒑 = −𝒏 + 𝟐,…𝒏.

   (10) 
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Using Eq. (9) and Eq. (10), we get 4-point ternary 

scheme having parameter  𝜔 , so by substituting 

𝑛 = 2, 

𝑓
3𝑖
𝑘+1 = 𝑓

𝑖
𝑘,

𝑓
3𝑖+1
𝑘+1 = 𝜇

2
𝑘,4𝑓

𝑖−1
𝑘 + 𝜇

1
𝑘,4𝑓

𝑖
𝑘 + 𝜇

0
𝑘,4𝑓

𝑖+1
𝑘 + 𝜇

−1
𝑘,4𝑓

𝑖+2
𝑘 , 

𝑓
3𝑖+2
𝑘+1 = 𝜇

−1
𝑘,4𝑓

𝑖−1
𝑘 + 𝜇

0
𝑘,4𝑓

𝑖
𝑘 + 𝜇

1
𝑘,4𝑓

𝑖+1
𝑘 +

𝜇
2
𝑘,4𝑓

𝑖+2
𝑘 ,          (11) 

where 

𝜇−1
𝑘,4 =

sinh(
𝜔

𝜿
)

sinh(
1

𝜿
)
 , 

𝜇
0
𝑘,4 =

sinh(
10

9.𝜅
)

sinh(
2

𝜅
)
−

sinh(
5𝜔

27.𝜅
)

sinh(
5

81.𝜅
)
, 

𝜇
1
𝑘,4 =

sinh(
5
9. 𝜅

)

sinh(
1
𝜅
)
+
sinh(

5𝜔
27. 𝜅

)

sinh(
5

81. 𝜅
)
, 

and 

𝜇
2
𝑘,4 = −

sinh (
2
9. 𝜅

)

sinh (
2
𝜅
)
−
sinh (

5𝜔
81. 𝜅

)

sinh (
5

81. 𝜅
)
, 

By introducing the normalized scheme, we get 

𝜇−1
𝑘,4 + 𝜇0

𝑘,4 + 𝜇1
𝑘,4

+𝜇2
𝑘,4

=
sinh(

𝜔

𝜿
)

sinh(
1

𝜿
)
+

sinh(
10

9.𝜅
)

sinh(
2

𝜅
)
−

sinh (
5𝜔

27.𝜅
)

sinh(
5

81.𝜅
)
+

sinh (
5

9.𝜅
)

sinh (
1

𝜅
)
+

sinh (
5𝜔

27.𝜅
)

sinh(
5

81.𝜅
)
−

sinh (
2

9.𝜅
)

sinh (
2

𝜅
)
−

sinh(
5𝜔

81.𝜅
)

sinh(
5

𝟖𝟏.𝜿
)

= 𝜃𝑘,4 .        

(12) 

We can define the normalized scheme as 

𝑓
3𝑖
𝑘+1 = 𝑓

𝑖
𝑘,

𝑓
3𝑖+1
𝑘+1 = 𝛾

2
𝑘,4𝑓

𝑖−1
𝑘 + 𝛾

1
𝑘,4𝑓

𝑖
𝑘 + 𝛾

0
𝑘,4𝑓

𝑖+1
𝑘 + 𝛾

−1
𝑘,4𝑓

𝑖+2
𝑘 , 

𝑓
3𝑖+2
𝑘+1 = 𝛾

−1
𝑘,4𝑓

𝑖−1
𝑘 + 𝛾

0
𝑘,4𝑓

𝑖
𝑘 + 𝛾

1
𝑘,4𝑓

𝑖+1
𝑘 +

𝛾
2
𝑘,4𝑓

𝑖+2
𝑘 ,   (13)                                                                

where 

𝛾𝑖
𝑘,4 =

𝜇𝑖
𝑘,4

𝜃𝑘,4
,    𝑖 = −1, … ,2.  (14) 

Remark-1: Generally we can write the coefficients of 

the proposed schemes for 𝒏 ≥ 𝟐 by 

𝛾𝑖
𝑘,𝑚 =

𝜇𝑖
𝑘,𝑚

𝜃𝑘,𝑚
,    𝑖 = −𝑛 + 1,…𝑛. 

Remember that the sum of weights of 

proposed(normalized scheme) is 1. 

SMOOTHNESS for m=4 

Zhu [16] gave the following inequalities 

𝐬𝐢𝐧𝐡 𝒂

𝐬𝐢𝐧𝐡 𝒃
≤

𝒂

𝒃
for 𝟎 < 𝐚 ≤ 𝐛 < ∞,  and 

𝐬𝐢𝐧𝐡 𝒂

𝒂
<

𝟏

𝟐
(𝟏 +

𝐜𝐨𝐬𝐡𝒂)  for  𝟎 < 𝐚 < ∞, 

 Convergence of proposed scheme can be found by 

using the above mentioned inequalities. 

Asymptotically equivalence is necessary to prove the 

convergence of non-stationary schemes. 

Lemma-1: 

For m=4 the proposed scheme has the following 

inequalities: 

(i) 𝜔 ≤ 𝛾
−1
𝑘,4 ≤

𝜔cosℎ(
5

81.𝜅
)

cos ℎ(
1

𝜅
)

(ii) 
5

9
−

3𝜔

cosh(
5

81.𝜅
)
≤ 𝛾

0
𝑘,4 ≤

5

9
− 3𝜔 

(iii) 
5

9
+ 3𝜔 cosh (

5

81.𝜅
) ≤ 𝛾

1
𝑘,4 ≤

5

9
+ 3𝜔 

(iv) −
1

9 cosh(
2

𝜅
)
−

𝜔

cosh(
5

81.𝜅
)
≤ 𝛾

2
𝑘,4 ≤

−
1

9
− 𝜔 cosh(

5

81.𝜅
) 

Proof: The proof of above inequalities can be followed 

by [12]. 

Lemma-2: 

Taking 𝝎 = −
𝟏

𝟏𝟖
−

𝟏

𝟔
𝒖 or

1 1
( , )
15 9

u  in the scheme 

(13), we have 

(i) −
1

18
−
1

6
𝑢 ≤ 𝛾

−1
𝑘,4 ≤

(−
1

18
−
1

6
𝑢) cosh(

5

81.𝜅
)

cosh(
1

𝜅
)

(ii) 
5

9
− 3

(−
1

18
−
1

6
𝑢)

cosh(
5

81.𝜅
)
≤ 𝛾

0
𝑘,4 ≤

13

18
+

1

6
𝑢 

(iii) 
5

9
+ 3 (−

1

18
−

1

6
𝑢) cosh(

−5

18
−
5

6
𝑢

81.𝜅
) ≤

𝛾
1
𝑘,4 ≤

7

18
−

1

6
𝑢 

(iv) −
1

9 cosh (
2
𝜅
)
−

(−
1
18
−
1
6
𝑢)

cosh( 5
81.𝜅

)
≤ 𝛾2

𝑘,4 ≤

(−
1

18
+

1

6
𝑢) cosh( 5

81.𝜅
) 

Lemma-3: 
Following inequalities also hold for scheme (13): 

(i) |𝛾
−1
𝑘,4 − 𝜔| ≤ 𝐺0 (

1

32𝑘
) 
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(ii) |𝛾
0
𝑘,4 − (

5

9
−

3𝜔

cosh(
5

81.𝜅
)
)| ≤ 𝐺1 (

1

32𝑘
) 

(iii) |𝛾
1
𝑘,4 + (

5

9
+ 3𝜔 cosh (

5𝜔

27.𝜅
))| ≤

𝐺2 (
1

32𝑘
) 

(iv) |𝛾
2
𝑘,4 − (−

1

9 cosh (
2

𝜅
)
−

𝜔

cosh(
5

81.𝜅
)
)| ≤

𝐺3 (
1

32𝑘
) 

𝑮𝟎, 𝑮𝟏,𝑮𝟐 and 𝑮𝟑are k-independent.

Similarly we can construct another lemma by 

adding the value of parameter 𝝎 = −
𝟏

𝟏𝟖
−

𝟏

𝟔
𝒖 in 

Lemma 3 to find out the continuity of proposed 

scheme by asymptotic equivalence. 

Remark: By making the above inequalities for the 

normalized scheme as done in [8] and applying the 

asymptotic equivalence relation on the prescribed non-

stationary scheme with the stationary scheme, we get 

the 𝑪𝟐 𝐬𝐦𝐨𝐨𝐭𝐡𝐧𝐞𝐬𝐬.

Theorem 2: The proposed hyperbolic scheme with 

𝝎 = −
𝟏

𝟏𝟖
−

𝟏

𝟔
𝒖 having range 𝒖 ∈ (𝟎. 𝟎𝟔𝟔, 𝟎. 𝟏𝟏𝟏) is 

𝑪𝟐.
Proof. Since 

∑𝟑𝟐𝒌
∞

𝒌=𝟎

‖𝑺𝒂𝒌 − 𝑺𝒂‖∞ < ∞,

We already define 

‖𝑺𝒂𝒌 − 𝑺𝒂‖∞ = 𝒎𝒂𝒙 {∑|𝒂𝒊−𝟑𝒋
𝒌 − 𝒂𝒊−𝟑𝒋|: 𝒊

𝒊∈𝒁

∈ 𝟎, 𝟏, 𝟐, 𝟑}. 

We can write now 

∑𝟑𝟐𝒌
∞

𝒌=𝟎

‖𝑺𝒂𝒌 − 𝑺𝒂‖∞

=∑𝟑𝟐𝒌
∞

𝒌=𝟎

{|𝜸−𝟏
𝒌,𝟒

− (−
𝟏

𝟏𝟖
−
𝟏

𝟔
𝒖)| , |𝜸𝟎

𝒌,𝟒

− (
𝟏𝟑

𝟏𝟖
+
𝟏

𝟐
𝒖)| , |𝜸𝟏

𝒌,𝟒

− (
𝟕

𝟏𝟖
−
𝟏

𝟐
𝒖)| , |𝜸𝟐

𝒌,𝟒

+ (−
𝟏

𝟏𝟖
−
𝟏

𝟔
𝒖)|}, 

It follows 

∑ 𝟑𝟐𝒌∞
𝒌=𝟎 |𝜸−𝟏

𝒌,𝟒 − (−
𝟏

𝟏𝟖
−

𝟏

𝟔
𝒖)| ≤

∑ 𝟑𝟐𝒌𝑮𝟎
` (

𝟏

𝟑𝟐𝒌
)∞

𝒌=𝟎 <∞ 

For 𝝎 = −
𝟏

𝟏𝟖
−

𝟏

𝟔
𝒖, scheme 𝑺𝒂𝒌  by Eq. (13) and

scheme 𝑺𝒂 of [2] we can write as 

∑ 𝟑𝟐𝒌∞
𝒌=𝟎 ‖𝑺𝒂𝒌 − 𝑺𝒂‖∞ < ∞, so the scheme in

[2] is 𝑪𝟐so by Theorem-2, hyperbolic non-

stationary scheme (13)  is 𝑪𝟐 .

Numerical Examples 

The solid boxes (initial control points) insertion in Fig. 

1 are calculated by the parametric form of hyperbola 

and parabola. The solid boxes in Fig 1. (a)-(b) show the 

initial control points of parabola and hyperbola and the 

limit curve formed by proposed subdivision scheme. 

       (a) parabola  (b)  hyperbola 

  Fig. 1 Shows the parabola and hyperbola by 

proposed scheme.   

CONCLUSION 

Lagrange identities are useful to construct m-point 

non-stationary hyperbolic subdivision schemes to 

produce parabolas and hyperbolas in well-designed 

manner. The proposed schemes in this article are 

counterpart of the existing stationary schemes. The 

established schemes in this article has the potential to 

reproduce important parts in conics such as hyperbolas 

and parabolas. Our next target to extend this work for 

3-D modeling such that to create hyperboloid and 

paraboloid. 
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ABSTRACT 

The study was performed for assessing the elemental status and the bacterial composition of the rumen fluid 

microflora in cattle after incubation in vitro with Quercus cortex extract and exogenous enzymes. The mixture of 

alfalfa hay, Sudan grass and concentrates (60:40) was used as the substrate. The results showed that in the 

protozoa  a decrease in such elements as P, Na, Ca (P≤0.05) was observed when substrate with enzyme was 

added. The level of essential elements in bacteria three hours after the incubation together with the enzyme 

changed similar to the protozoa, except for copper, the content of which increased two times (P≤0.05). The 

introduction of Quercus cortex extract into the substrate with the enzyme preparation three hours after the 

incubation promoted a significant increase in iron, manganese and cobalt content in the protozoa  (P≤0.05). 

Unlike other variants, incubation of the substrate with the enzyme together with the extract increased the number 

of representatives of the taxa Firmicutes by 13.2%, Bacteroidetes - by 13.4% (P≤0.05) against the background of 

a slight decrease in Proteobacteria, Saccharibacteria and Fibrobacteres. An increase was observed in the number 

of microorganisms belonging to the taxa Clostridia (by 23.7%; P≤0.05) and Bacteroidia (by 13.4%; P≤0.05). The 

biosensor based on B.subtilis  on samples with the extract reacted by quenching the luminescence by 60% on the 

5th minutes and by 32% on the 60th minute contact. Thus, the chemical composition of oak bark extract 

significantly influenced the elemental profile and the bacterial composition of cattle rumen microorganisms.  

Keywords: Quercus cortex extract, elemental status, rumen microorganisms, cattle. 

INTRODUCTION 

Limitations in the use of antibiotic substances 

for preventing diseases and increasing cattle 

productivity make it urgent to search for new 

substances with similar properties. Among these 

substances, there are plant extracts (essential oils, 

saponins, tannins, etc.) with positive effect on 

protein metabolism, production of volatile fatty 

acids and gases in the rumen of ruminants [1, 2, 3]. 

At the same time, a number of scientists identified 

in plant extracts a new class of substances capable 

of efficiently preventing development of infectious 

and inflammatory processes in human and animal 

organisms through the system of intercell chemical 

communication in bacteria ("quorum sensing") [4]. 

Thus, when screening 20 medicinal plants used by 

the Russian (Eastern European) folk medicine, the 

most pronounced ability to inhibit the "quorum 

sensing" system of wild and mutant strains of 

C. violaceum was identified in extracts of oak bark 

(cortex Quercus), birch buds (Betula verucosa) and 

eucalyptus leaves (Eucalyptus viminalis) [5]. At the 

same time, the need for studying the influence of 

these extracts directly on the microbiome, changes 

in its biochemical parameters may be of interest 

when studying intercellular chemical 

communication in bacteria in the rumen. The 

previously obtained results confirm the promising 

nature of these studies [6,7]. 

In this regard, the research aimed at studying 

the ability of plant extracts to inhibit 

microorganisms, and the influence on the elemental 

status of microflora of the rumen of cattle is of 

interest.  

The aim of the research. Studying the effect of 

feeding Quercus cortex extract on the elemental 

status and the bacterial composition of cattle rumen 

fluid in vitro against the background of enzyme 

diet. 

MATERIALS AND METHODS 

Phytochemical analysis. Dry Quercus cortex 

extract was used for the research, which was 

dissolved in ethanol before chromatography-mass 

spectrometry, and injected into the analytical cell of 

the chromatograph using microsyringe Hamilton 

1700. Chemicals in Quercus cortex extract were 

identified in the gas chromatograph with mass 

selective detector GQCMS 2010 Plus (Shimadzu, 

Japan), in column HP-5MS. The research results 

were interpreted with the following software: 

GCMS Solutions, GCMS PostRun Analysis; 

compounds were identified with a set of spectra 

libraries CAS, NIST08, Mainlib, Wiley9 and 

DD2012 Lib. The quantitative presence of 

individual identified components was assessed by 

relative value (%), which correlated the area of the 

peak to the total area of the extract. In the extract of 
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oak bark 35 substances were identified (according 

to IUPAC): propanetriol-1,2,3*; decane*; 2-

furancarboxylic acid*; 1,3,5-triazine-2,4,6-

triamine*; pentadecane*; 2,3-dihydroxypropyl*; 

butanedioic acid*; 2,3-dihydro-3,5-dihydroxy-6-

methyl-4H-pyran-4-one*; 2-amino-9-[3,4-

dihydroxy-5-(hydroxymethyl) oxolan-2-yl] -3H-

purine-6-one*; cyclopentane-1,2-diol**; 1,2:5,6-

dianhydrogalaxytole**; 5-hydroxymethylfurfural*; 

acetylcysteine, -2-acetamido-3-mercaptopropionic 

acid*; 1-methylundecyl ether 2-propenoic acid**; 

2,3-dihydro-3,5-dihydroxy-6-methyl-4H-pyran-4-

one**; 1- (2-hydroxyethyl) -4-methylpiperazine**; 

6- (4-hydroxy-6-methoxy-2-methyl -, tetrahydro-

pyran-3-yloxy) -2-methyl-dihydro-pyran-3-one**; 

1,2,3-trihydroxybenzene* (pyrogallol); 2-methyl-5-

nitro-pyrimidine-4,6-diol**; 4-hydroxy-3-

methoxybenzaldehyde*(vanilla); 2-amino-9- [3,4-

dihydroxy-5- (hydroxymethyl) oxolan-2-yl] -3H-

purine-6-one*; 1,6-anhydro-β-D-glucopyranose*; 

1- (β-D-arabinofuranosyl) -4-O-trifluoromethyl 

uracil**; 4-hydroxy-3-methoxy benzoic acid**; 

1,6-anhydro-β-D-glucofuranose*; 4-propyl-1,3-

benzenediol* (propylresorcinol); 1,2,3,4,5-

cyclohexanol*; 4-(hydroxymethyl)-2,6-

dimethoxyphenol*; 4- (3-hydroxy-1-propenyl) -2-

methoxyphenol*(coniferyl alcohol); 9 -[(2R, 3R, 

4S, 5R) -3,4-dihydroxy-5- (hydroxymethyl) oxolan-

2-yl]-3H-purine-2,6-dione*; 7-hydroxy-6-methoxy-

2H-1-benzopyran-2-one*(coumarine); methyl-α-D-

glucopyranoside*; 2H-1-benzopyran-2-

one*(scopoletin); 2 ethoxy-6-

(methoxymethyl) phenol**; 3,4,5-

trimethoxyphenol**(antiarol) (*components 

identified with the probability of over 90%; ** 

components identified with the probability of at 

least 90%). 

Scheme of the experiment. Reference - ruminal 

fluid + ethanol (0.5% of volume), variant I – 

ruminal fluid + exogenous enzyme + ethanol (0.5% 

of volume), variant II - scar liquid + phytoextract in 

ethanol (0.5% of total) + exogenous enzyme. 

The exogenous enzyme preparation contained 

glucoamylase and related cellulosolytic enzymes 

(xylanase, β-glucanase, cellulase). The preparation 

was dosed in the amount of 0.05% of dry 

ingredients.  

Experimental studies were performed at the 

scientific equipment common use center of Federal 

Research Center of Biological Systems and Agro-

technologies of the Russian Academy of Sciences.  

Ruminal digestion in vitro. The previously 

used method of studying ruminal fermentation in 

vitro [8] was considered to be an acceptable method 

for assessing the influence of phytocompounds on 

ruminal microflora. Two heads of cattle (males) 

with chronic rumen fistula were kept on a diet 

consisting of 60% coarse forage (alfalfa hay and 

Sudan grass) and 40% pellets containing barley 

grain, wheat bran, wastes of vegetable oil, 

limestone, salt, vitamins and a premix. The 

chemical composition of the diet: (g/kg of dry 

matter) was 153 non-decomposing protein, 485 

neutral detergent fiber, 47 crude fat, 85 ash and 

10.00 MJ/kg exchange energy of dry matter. The 

fodder was supplied twice a day, and animals had 

free access to drinking water. The animals were 

used as donors of ruminal fluid.  

Two hundred milligrams of dry matter in the 

forage consisting of hay and concentrates (pellets) 

in the ratio of 60:40 were used as substrate for 

fermentation in vitro. The incubation medium was 

prepared as described by Menke and Steingass [9], 

and 30 ml of it were anaerobically placed into a 100 

ml syringe. 

The mixture of substances was dissolved in 

ethanol; the substrate based on dry matter (9 mg) 

was introduced into each syringe at the 

concentration of 4.5% (by weight). The final 

concentration of ethanol in each syringe was 0.5%. 

The reference was substrate with 0.5% ethanol. The 

syringes were incubated at 39° C for 24 hours. 

Degradability of the dry matter, quantitative 

assessment of the rumen microorganisms’ 

population, and their elemental composition were 

measured. The total of nine syringes were used for 

each research.  

Assessment of the effect on luminescent bacterial 

biosensors. Strains of Escherichia coli MG1655 

pXen7, Salmonella typhimurium LT2 pACXen and 

Bacillus subtilis EG168-1 were used as test objects. 

Cells were grown within 24 hours on LB agar 

(Sigma-Aldrich, USA) with a selectable marker, 

and then suspended in a 0.5% solution of sodium 

chloride to OD450 = 0.50 rel. units in transparent 

wells at a volume of 200 μl using StatFax 303+ 

photometer (Awareness, USA). Two-fold dilutions 

from 100% to 1.56% were prepared in wells of a 

96-well plate with a volume of 50 μl from samples 

of ruminal fluid, then 150 μl of biosensor cell 

suspension were added. The luminescence of 

bacteria was registered in a kinetic mode using LM-

01T luminometer (Immunotech, Czech Republic) 

for 60 minutes [10].  

Analysis of the rumen microbial population. 

Assessment of the microbial biodiversity included: 

sampling, isolation, purification, measuring DNA 

concentration, PCR, validation and normalization 

of libraries followed by sequencing at the platform 

of high-performance sequencer MiSeq Illumina 

(USA). Bioinformatical analysis of the results was 

made in application PEAR (Pair-End AssembeR, 

PEAR v0.9.8, April 9, 2015) [11].  

Analysis of the substrates’ elemental status. The 

elemental composition of the extract, animalculines 

and bacteria (liquid samples) was determined by 

atomic emission and mass spectrometry (AES-ISP 

and MS-ISP) at the test laboratory of Autonomous 

Nonprofit Organization"Biotic Medicine 

Centre",Moscow (Registration Certificate of ISO 
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9001: 2000, Number 4017-5.04.06). Biological 

substrates were ashed using a microwave 

decomposition system MD-2000 (USA). Elements’ 

content in the obtained ash was assessed using a 

mass spectrometer Elan 9000 (Perkin Elmer, USA) 

and an atomic emission spectrometer Optima 2000 

V (Perkin Elmer, USA). Elemental composition of 

Quercus cortex extract, mg/g was the following: Ca 

- 246; P - 8.22; K - 124; Mg - 32.5; Na - 85.0; Zn - 

1.75; Mn - 5.8; Cu - 0.05; Fe - 2.01; Co - 0.018; Se 

- 0.02; I - 0.037; Al - 0.46; Sr - 0.7; Cr - 0.11; Cd - 

0.001; Pb - 0.008. 

Statistical processing. Statistical processing was 

made in application IBM "SPSS Statistics Version 

20", calculating the mean value (M), the standard 

deviation (σ), the standard deviation error (m). The 

level of significance was considered veracious with 

p<0.05. The student's t-criterion was used for 

statistical processing. 

RESULTS AND DISCUSSION 

 According to the research results, the level of 

essential elements in protozoa  after incubation of 

variant I decreased, except for copper, the value of 

which increased 2 times, compared to the reference. 

Incubation of the II variant contributed to 

a significantly increased amount of substances; this 

was particularly evident for iron (21.8%), 

manganese (8.8%) and cobalt (16.5 times). Similar 

pattern was observed in studying the composition 

of bacteria: for copper, the increase was 11.3 times, 

for zinc – 3.3 times, and for iron – 2.4 times (Table 

1). Due to the fact that the topic has been poorly 

studied, and to the lack of direct data in the 

literature, one can see the need for using indirect 

facts in the discussion. Thus, it is necessary to 

consider the fact that bacteria are in some ways 

"food" for the animalculines, and increasing the 

amount of macro- and essential elements in them 

may be explained by ingestion, or by normal 

digestion process. Besides, it should be noted that 

microelements’ concentration in plants largely 

depends on the environment, the climate, the age, 

as well as the composition of diets, and other 

factors [12, 13, 14, 15, 16]. It is known that metal 

ions are cofactors for a number of enzymes, 

including microorganisms and protozoa  [17]; 

therefore, the probability of their influence on the 

activity of the enzyme systems of the ruminal 

microflora is quite high.  

At the same time Quercus cortex, which is 

positioned as the source of tannins, has no adverse 

effect on fermentation in the rumen of cattle, 

positively influences energy exchange and protein 

utilization in the rumen [18,19], the number of 

protozoa  [20], although this requires further 

research [21,22]. 

Table 1 The mean values of essential elements’ content in protozoa  and bacteria, µg/g 

Diet Zn Mn Cu Fe Co Se I 

Protozoa 

reference 1.6 

±0.24 

1.6 

±0.25 

0.14 

±0.028 

7.5 

±1.12 

0.003 

±0.00094 
<0.0039 

0.007 

±0.00229 

Protozoa  (after 3 hours) 

MD+E 1.2 

±0.18 

0.7 

±0.148 

0.31 

±0.063 

4.0 

±0.61 

0.002 

±0.00067 
<0.0039 

0.006 

±0.00198 

MD+E+extract 5.7 

±0.85 

6.2 

±0.93 

1.6 

±0.24 

87.4 

±13.11 

0.033 

±0.008 

0.017 

±0.004 

0.027 

±0.007 

Bacteria 

reference 1.3 

±0.19 

0.5 

±0.108 

0.2 

±0.039 

2.6 

±0.39 

0.004 

±0.00133 
<0.0039 

0.005 

±0.00158 

Bacteria (after 3 hours) 

MD+E 1.2 

±0.18 

0.5 

±0.099 

0.3 

±0.06 

2.9 

±0.44 

0.004 

±0.0013 
<0.0039 

0.008 

±0.00245 

MD+E+extract 3.9 

±0.6 

0.7 

±0.148 

3.4 

±0.51 

7.0 

±1.06 

0.007 

±0.00218 
<0.0039 

0.012 

±0.003 

In turn, the use of enzyme-containing diet could 

not influence the microflora in view of the 

numerous data indicating their efficient use in 

feeding cattle [23, 24, 25]. In studying 

bioavailability of microelements in the 

gastrointestinal tract of ruminants, it is necessary to 

veraciously consider their bonding with the coarse 

fiber part of the fodder, with undigested fodder 

components and newly formed complexes insoluble 

in acidic environment [26, 27, 28]. The results of 

the research show low bioavailability of selenium 

for both protozoa  and bacteria. This is determined 

by the results of previous experiments that showed 

low digestion of selenium by these animals, and the 

transition of its available form into a less available 

one directly in the ruminal medium [29]. Some 

authors [30] indicate that high levels of calcium in 
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the diet result in low selenium absorption, which 

was also observed in this experiment.  

The results of the research show the prevalence 

of iron concentration over the same value of copper 

in the experiment in both protozoa  and bacteria, 

especially against the background of enzyme diet. 

This increase is also due to the high iron content in 

Quercus cortex extract. Several researchers in their 

studies indicated a decreased level of copper in the 

organism of ruminants with increasing the level of 

iron in the diet [31]. Zinc concentration in 

protozoa  and bacteria in the reference and after the 

incubation virtually did not change, probably due to 

the relatively high absorption capacity of this 

element in the rumen, and the availability of the 

phytaze activity of the microflora [32]. Manganese 

is absorbed insignificantly in the rumen of 

ruminants [33]. This may explain its low content in 

the bacteria after fermentation of the fodder, but 

after the extract had been included into the diet, the 

concentration of the element in animalculines 

increased. 

Analysis of the microbiocenosis of ruminal 

content showed that before incubation it had been 

represented by bacteria (82.1%) and microscopic 

fungi (17.9%) (Table 2). 

Table 2 – Taxonomic diversity of the bacterial composition of the ruminal fluid 

Group 
Taxon 

phylum class family genus 

MD 

Firmicutes 

(32.4%) 

Bacilli 

(17.3%) 
Lactobacillaceae (13.9%) Lactobacillus (13.9%) 

Clostridia 

(11.1%) 

Lachnospiraceae (6.93%) - 

Clostridiaceae (4.2%) Faecalibacterium (4.2%) 

Negativicutes 

(3.99%) 

Acidaminococcaceae 

(3.99%) 

Succiniclasticum 

(3.99%) 

Proteobacteria 

(12.8%) 

Gammaproteobacte

ria  

(12.8%) 

Moraxellaceae (2.52%) Acinetobacter (2.52%) 

Enterobacteriaceae 

(10.3%) 

Escherichia (5.04%) 

Enterobacter (5.25%) 

Bacteroidetes 

(30.1%) 

Bacteroidia 

(30.1%) 

Prevotellaceae (19.4%) Prevotella (18.1%) 

Porphyromonadaceae 

3.15%) 
- 

Bacteroidaceae (7.56%) - 

Fibrobacteres 

(5.04%) 

Fibrobacteria 

(5.04%) 
Fibrobacteraceae (5.04%) Fibrobacter (5.04%) 

Saccharibacteria 

(18.7%) 
- - - 

Other* (1%) Other* (19.7%) Other*(23%) Other* (42%) 

MD+En

zyme+ex

tract 

Firmicutes 

(43.5%) 

Clostridia 

(34.8%) 

Ruminococcaceae (17.4%) - 

Lachnospiraceae (13%) - 

Clostridiaceae (4.35%) - 

Saccharibacteria 

(13%) 
- - - 

Bacteroidetes 

(43.5%) 

Bacteroidia 

(43.5%) 

Bacteroidaceae (17.4%) - 

Prevotellaceae (26.1%) Prevotella (26.1%) 

- 
Other* 

(21.7%) 
Other* (21.7%) 

Other* 

(73.9%) 

MD+En

zyme 

Firmicutes 

(2.11%) 

Clostridia 

(2%) 
- - 

Bacteroidetes 

(85%) 

Bacteroidia 

(83.5%) 
Prevotellaceae (59%) 

Prevotella 

(58%) 

Saccharibacteria 

(5.32%) 
- - - 

Other* (7.6%) Other* (14.5%) Other* (41%) Other* (42%) 

* This group combines the taxa, with number of each not exceeding 2% of the total
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The bacteriological composition was 

represented by phyla such as Firmicutes (32.4%), 

Saccharibacteria (18.7%), Proteobacteria (12.8%), 

Fibrobacteres (5.04%), and others (1% from the 

reference), where the dominant classes were Bacilli 

(17.3%), Gammaproteobacteria (12.8%), 

Bacteroidia (30.1%), and Clostridia (11.1%). 

Species diversity was represented by bacteria 

belonging to genera such as g. Lactobacillus 

(13.9%), g. Prevotella (18.1%), g. Escherichia 

(5.04%), g. Enterobacter (5.25%), g. Fibrobacter 

(5.04% of the reference), etc. The most abundant in 

the samples were Lactobacillus salivarius (13%), 

and Prevotella ruminicola (2.94%). The use of the 

enzyme in the diet was accompanied by a 

significant decrease in the number of bacteria in the 

rumen, which related to the taxa Firmicutes by 

30.3% (P≤0.05), Saccharibacteria - by 13.4%, and 

Proteobacteria - up to 2% of the total, and by an 

increase in the number of the phylum Bacteroidetes 

by 54.9% (P≤0.05) from the reference, which was 

reflected in the change in the percentage of 

representatives of classes Clostridia, Bacteroidia, 

and Bacilli in the microbiocenosis.  

For taxa Firmicutes and Proteobacteria, a 

decreased number was observed for bacteria of 

classes Clostridia (9.1%), Bacilli (less than 2% of 

the total) and Gammaproteobacteria (less than 2% 

of the total). At the same time, an increased number 

of bacteria of class Bacteroidia by 53.4% (P≤0,05) 

was observed within the Bacteroidetes taxon, which 

was mainly due to the increase in representatives of 

g. Prevotella ( by 39.9%; P≤0.05). On the contrary,

the use of the enzyme together with the extract in 

the diet increased the number of representatives of 

taxon Firmicutes by 13.2%, and taxon 

Bacteroidetes by 13.4% (P≤0.05), but decreased the 

number of bacteria that belong to phyla 

Proteobacteria, Saccharibacteria, and Fibrobacteres 

up to 2% of the total number in the sample. The 

similar effect when using tannin-containing 

substances was observed in recent experiments by 

other researchers as well [34].  

An increase was observed in the number of 

microorganisms belonging to the taxa Clostridia 

(by 23.7%; P≤0.05) and Bacteroidia (by 13.4%; 

P≤0.05). Analysis of the microbiocenosis showed 

an increase, compared to the reference, in the 

number of bacteria of g. Prevotella (by 8% of the 

reference), and a decrease in the number of bacteria 

of other genera that were the most numerous in the 

reference.  

Since there is currently no accurate method for 

describing changes in microorganisms in a complex 

system such as rumen, this study has been focused 

on bacteria. Quercus cortex extract in the 

composition of the fodder contributed to decreasing 

the number of cellulosolytic microorganisms 

(Fibrobacteres). This result is consistent with the 

previous studies [35,36,37], where a similar process 

was also observed in sheep and rats after 

introducing plants (extract) containing tannins into 

the diet. The decreased levels of Proteobacteria and 

Fibrobacteres may be explained by different 

molecular weights of the substances in the extract, 

including tannins [38]; this fact was not considered 

in this experiment.  

Assessment of acute toxicity with luminescent 

bacteria showed that during the first five minutes of 

contact with the whole ruminal fluid the 

luminescence in the control samples is inhibited by 

no more than 25% for E. coli pXen7 and up to 20% 

for S. typhimurium pACXen, andindicators remain 

at the level of control for I and II variants (Figure 

1). Nevertheless, the use of samplesdiluted two or 

more times for these strains removes toxic effect 

and leads to an increase in luminescence, most 

likely associated with a change in membrane 

permeability and activation of proton systems due 

to acidification of the medium. On the other hand, 

the biosensor based on B. subtilis EG168-1 also 

reacted on the control samples with a drop in 

luminescence up to 15%, however, samples of the I 

and II variants led to quenching by 65% and 60%, 

respectively. 

A similar effect was registered earlier [6], it was 

established that after contact of native ruminal fluid 

with bioluminescent E. coli strain, a dose-

dependent inhibition of luminescence was 

registeredon the first seconds of contact. 

Assessment of luminescence on the 60th minute 

of contact showed that it exceeded the control by 

35%for E. coli pXen7 in the case of samples of the 

second variant, indicating a restoration of 

luminosity and no bactericidal effect,. In general, 

similar effects were recorded for S.typhimurium 

pACXen, - luminescence was restored in control 

variants, in the samples with the extract, a 

luminescence was observed, only variants with a 

vervum were characterized by a 19.5% drop. 

Studies are known [39] with positive effects of 

inhibition against E. coli isolated from cattle are 

found against the background of Caryocar 

brasiliense plant extracts. In this case, the role of 

tannins in the manifestation of antibacterial effects 

was registered. In our case, the results of studies 

using ruminal fluid of cattle are presented. A high 

inhibitory effect of Quercus infectoria gall extracts 

against Staphylococcus aureus was also observed in 

the study of antibacterial activity in vitro [40]. 

A different picture was developed for B. subtilis 

EG168-1, where the luminescence of the control 

sample exceeded the initial level 8 times, in the first 

variant - 1.6 times, and the II variant inhibited the 

luminescence by 32%. Moreover, the second 

variant in the case of B.subtilis biosensor was 
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characterized by the absence of a luminescence 

dependence on the sample concentration. The data 

obtained are in agreement with the studies [41], 

where positive results were registered when 

evaluating the antibacterial activity of the oak 

extract against B. subtilis. 

Fig. 1 Luminescence of bacterial biosensors on the fifth minute in the presence of ruminal 

fluid from cows with various feeding factors. 

CONCLUSION 

The chemical composition of Quercus cortex 

extracthas a significant effect on the elemental 

profile of cattle rumen microorganisms. At the 

same time, the introduction of the extract into the 

diet does not change the overall bacterial structure 

of rumen microflora. The ratio of phyla Firmicutes 

and Bacteroidetes, the parameter associated with 

the energy accumulation function, was increased, 

same as the number of microorganisms that 

belonged to the taxon Clostridia. Further study is 

required for assessing the influence of plant extracts 

on ruminal microorganisms and changing the 

products of fermentation associated with the 

productivity of animals. The biosensor based on B. 

subtilis EG168-1 reacted more actively to the 

introduction of the extract into ruminal fluid. 

Further work is required to assess the effect of 

individual components of plant extracts on ruminal 

microorganisms and changes in fermentation 

products associated with animal productivity. 
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ABSTRACT 

 
This study aims to examine the possibility of utilizing Cu(II) modified liquid smoke as an antifungal agent 

against Schizophyllum commune Fr. in a laboratory test. The liquid smoke was obtained through the pyrolysis of 
oil palm kernel shells at 300°C, 340°C, and 380°C. The analysis of liquid smoke as an antifungal agent was 
performed using potato dextrose agar (PDA) media and nystatin as positive controls. The white-rot fungi of 
Schizophyllum commune Fr. were isolated from fungally infected wood and regenerated for 5x24 hours. 
Observation of the inhibiting zone was done in 24 hours. The results showed that the presence of Cu(II) can 
increase the inhibiting zone of white rot fungus. The Cu(II)-modified liquid smoke was able to significantly 
inhibit the growth of white-rot fungi even in low liquid smoke concentrations. The highest inhibiting zone of 
Schizophyllum commune Fr. was obtained with 3% Cu(II)-modified liquid smoke (obtained from a pyrolysis 
temperature of 380°C). 
 
Keywords: Liquid smoke, Wood damage, White-rot fungi, Inhibiting zone, Antifungal 
 
 
INTRODUCTION 

 
Liquid smoke is produced from the condensation 

of smoke resulting from the pyrolysis of wood 
containing acid, phenol, and carbonyl compounds 
[1], [2]. These compounds act as antibacterial [3], 
antifungal [4], [5], biopreservative [6], antioxidant 
[7], insecticide [8], and flavoring agents [9]-[11]. 
Compounds such as phenol and derivatives of 
carboxylate acid can produce differences in 
antifungal activities [12], [13]. Velmurugan et al. 
[14] report that their research shows that liquid 
smoke can inhibit the growth of Ophiostoma 
polonicum, O. flexuosum, O. narcissi, and O. 
tetropii. This means that liquid smoke has the 
potential to be used as an alternative for preserving 
wood because it can control microorganisms such as 
fungi and termites. The main compounds in liquid 
smoke are phenolic and organic acid, which can 
work effectively to control microbial growth and 
increase the wood’s resistance to fungi, such as 
white-rot (Schizophyllum commune Fr.). The white-
rot fungus is capable of degrading lignins and wood 
components [15], making the wood brittle and 
significantly reducing the elasticity of its fibers. 
Moreover, this fungus grows quickly and easily, so 
it requires effective handling.  

Current and commonly used wood preservatives 
are chromated copper arsenate (CCA) [16], copper 
azole (CuAz), and alkaline copper quaternary (ACQ) 

[17]-[19]. These compounds are made synthetically 
using several metal combinations. However, some of 
these substances have been discontinued because 
they are detrimental to the environment due to their 
dangerous metal contents, such as arsenic and 
chromium. Copper (Cu) has the best antimicrobial 
properties that do not harm the environment. A 
combination of organic biocides with antioxidants, 
such as metal, provide prospective alternatives in the 
development of wood-preserving materials [20]. 
This research is a preliminary study on the effect of 
Cu(II) modified liquid smoke. as an antifungal agent 
against Schizophyllum commune Fr. in-vitro, which 
is expected to benefit the wood preservation industry 
by discovering an environmentally friendly 
alternative to preserving wood. 

 
METHODOLOGY 
  
Processing the Liquid Smoke 

 
The liquid smoke was produced based on 

previous research [4], [21]. Thus, 5 kg of oil palm 
kernel shells were processed in a pyrolysis reactor 
made of stainless steel with temperatures set 
between 300°C and 380°C. The resulting smoke was 
then condensated into a liquid called liquid smoke, 
which was then left for one day to separate from the 
tar content. The liquid smoke was then filtered 
through filtering paper to remove dirt and dust 
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before it was analyzed using Gas Chromatography 
Mass Spectrometry (GCMS-QP2010, Shimatsu, 
Japan).  

 
Preparing the Cu(II)-Modified Liquid Smoke 

 
The concentrations of liquid smoke used to test 

the antimicrobial effectiveness were 1%, 2%, and 
3%. Each concentration was added into a CuSO4 
solution to create a Cu content of 0.2 M before it 
was homogenized. This Cu-modified liquid smoke 
was then characterized using an Fourier Transform 
InfraRed (FT-IR) test. 

 
Processing the Potato Dextrose Agar (PDA) 
Solution 
 

As much as 3.9 g of PDA powder was poured 
into an Erlenmeyer before 100 mL of distilled water 
was added. This solution was then heated on a hot 
plate with occasional stirring to mix the content well. 
The Erlenmeyer was then covered with cotton and 
paper and sterilized in an autoclave at 121ºC for 15 
minutes [22]. 

 
Isolating the White-Rot Fungi 

 
The fungi were extracted from the infected 

wood, cleaned and isolated in the PDA for 4-7 days, 
then inoculated into a new PDA for another 4-7 days 
before it was suspended in a Potato Dextrose Broth 
(PDB). Afterwards, it was homogenized in a shaker 
for 4×24 hours. Finally, the fungi were placed under 
a microscope to identify their hypha.   

 
Testing the Effectiveness of Liquid Smoke against 
Schizophyllum Commune Fr. Fungi  

 
Sample testing was carried out using the 

diffusion disk method on paper disks with 6mm 
diameters. As much as 100 μl of the fungi’s pure 
isolates were extracted  and evenly dripped onto the 
PDA media  using a triangle stir bar. Then, they 
were left for ±15 minutes. Afterwards, each paper 
disk was dipped into the 1%, 2%, and 3% Cu(II)-
modified solutions and left for ±10 minutes to dry at 
room temperature. The discs were then lined up on 
the surface of the testing media using tweezers and 
incubated at room temperature for 24 hours. 
Afterwards, the clear-colored area that formed on 
each disc was analyzed [23]. 

 
RESULTS AND DISCUSSION  
 
Characteristics of Cu(II) in Liquid Smoke Using 
FT-IR 

 
When the liquid smoke reacted with the 0.2 M of 

Cu(II) sulphate, it resulted in the color changes 

shown in Figure 1. There are two possible reactions 
between the copper and the organic compounds, 
since the liquid smoke that have the potential to 
become ligands, such as carbonyl derivatives of 
aniline, which are capable of forming complex 
compounds. First, these liquid smoke compounds 
play important roles in metal binding. Phenol can 
bind metal with its hydroxyl group, whereas 
carbonyl and acid can bind metal with their carbonyl 
and carboxylate groups. These organic compounds 
donate multiple free electron pairs (chelation). 
Second, copper is reduced from oxidation +2 to 0 
due to the carboxylate’s derivatives acting as 
redactors. This is shown in the color change seen 
when it returned to its basic, liquid smoke color after 
a while and from the presence of small particles that 
made the solution cloudy. These fine particles 
signify the formation of Cu(0) in very small amounts 
within the liquid smoke. 

 
 

 

 

 

 

 

 

(a) before mixing (b) Cu-Liquid smoke 

Fig. 1 The liquid smoke’s changes in color. 
 
 
 
 
 
 
 
 
 
 
 
          (a) 
 
 
 
 
 
 
 
 
 
 
          (b) 
 
Fig. 2 FT-IR results: (a) Liquid smoke, (b) Cu (II)- 
modified liquid smoke 
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The FT-IR test results are shown in Figure 2. 

The bonding between the liquid smoke and the Cu 
(II) is indicated by the shifts and peaks recorded. In 
Figure 2(a), the peaks are recorded at 3355.9 cm-1 
(signifying O-H (alcohol)), 1636.91 cm-1 (signifying 
C-C (aromatic)), 1387.66 cm-1 (signifying C-H 
(alkyl)), 1270 cm-1 (signifying C-O (phenol)), and 
1015 cm-1 (signifying C-O). In Figure 2(b), the IR 
spectrum does not indicate meaningful changes in 
wave numbers, but the shifts in the peaks signify the 
binding of new compounds after adding Cu(II) 
sulphate into the liquid smoke. The shift from 1701 
cm-1 to 1636 cm-1 and at 1274 cm-1 also signifies 
missing groups (-C-O). The new peak at 1989.96 
cm-1 signifies reactions occurring. Wen et al. [26] 
state that the shifts indicate changes in functional 
groups. 
 
Testing Liquid Smoke Against White-Rot Fungi 
 

The diffusion disc method was used to test the 
Cu(II)-modified liquid smoke against the white-rot 
fungi. The effectiveness of the liquid smoke was 
shown by the formation of an inhibiting zone, which 
was a clean or clear area around the antifungal 
agent. The inhibiting zone was then compared with 
the diameters of the positive control, nystatin, and 
the negative control, distilled water.   

The analysis showed that the modified liquid 
smoke’s concentration level had a significant 
impacted on the resulting antifungal index: the 
higher the concentration, the higher the index was. 
This was seen from the formation of inhibiting zones 
on the discs in each concentration variation, wherein 
a stronger concentration produced a wider diameter. 
The liquid smoke that was formed from oil palm 
kernel shells had antibacterial and antifungal 
properties due to its alcohol, phenol, and organic 
acid compounds. Its antimicrobial properties were 
suspected to be able to disrupt the cytoplasm  of 
fungal by destroying the membrane’s surface 
pressure, causing a loss of active transport through 
the membrane and destabilizing various cell 
functions and structures.  

The fungal growth inhibiting zones for the 
various concentrations of liquid smoke are shown in 
Tables 1-3. The copper-modified liquid smoke had 
significant effects on the diameters of the fungal 
growths. The inhibiting zones that formed using 1%, 
2%, and 3% of the copper-modified liquid smoke 
that was formed from pyrolysis at 300ºC had 
diameters of 21 mm, 22 mm, and 24 mm (on 
average), respectively. The inhibiting zones formed 
using the same concentrations of copper-modified 
liquid  smoke  that  were  formed  from  pyrolysis  at  
340ºC had diameters of 22.3 mm, 23.6 mm, and 26 
mm, respectively. 

 
Table 1 Inhibition zone testing of liquid smoke 
(temperature pyrolysis of 300ºC) 
 

Treatment Inhibition zone 
(mm) 

Control (+) 23.3 

Liquid smoke 1 % + CuSO4  21 

Liquid smoke 2 % + CuSO4  22 

Liquid smoke 3 % + CuSO4  24 

CuSO4  15.3 

Liquid smoke  2% 19.3 

Control (-) 0 
 

Table 2 Inhibition zone testing of liquid smoke 
(temperature pyrolysis of 340ºC) 

 
Treatment Inhibition zone 

(mm) 
Control (+) 23.3 

Liquid smoke 1 % + CuSO4  22.3 

Liquid smoke 2 % + CuSO4  23.6 

Liquid smoke 3 % + CuSO4  26 

CuSO4  15.3 

Liquid smoke  2% 19.3 

Control (-) 0 
 

 
Table 3 Inhibition zone testing of liquid smoke 
(temperature pyrolysis of 380ºC) 

Treatment Inhibition zone 
(mm) 

Control (+) 23.3 

Liquid smoke 1 % + CuSO4  24.5 

Liquid smoke 2 % + CuSO4  26 

Liquid smoke 3 % + CuSO4  27.3 

CuSO4  15.3 

Liquid smoke  2% 19.3 

Control (-) 0 
 

Pyrolysis at 380ºC resulted in inhibiting zone 
diameters of 24.3 mm, 26 mm, and 27.3 mm, 
respectively. The inhibiting zones formed using 2% 
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liquid smoke and .02 M of CuSO4 had diameters of 
15.3 mm and 19.3 mm, respectively, while the 
positive and negative controls formed  inhibiting 
zones of 23.3 mm and 0 mm in diameter, 
respectively. The antifungal property tests conducted 
on the Cu-modified liquid smoke showed the highest 
inhibiting zones at a pyrolysis temperature of 380ºC. 
Oramahi et al. [27] stated that liquid smoke 
produced from oil palm trunks (pyrolysed at 350°C) 
can inhibit the growth of the white-rot fungus, T. 
versicolor, at concentrations of 1.5%. 

 
 

CONCLUSION 
 

Liquid smoke formed from the pyrolysis of oil 
palm kernel shells at various temperatures has the 
potential to be used as an antifungal agent against 
Schizophyllum commune Fr., as proven by the 
inhibiting zones that formed around the fungal 
growths. The copper-modified liquid smoke 
displayed significant effects in producing effective 
inhibiting zones, which are equally effective 
compared to the liquid smoke concentrations. This 
research shows that copper-modified liquid smoke 
can be categorized as a powerful and effective 
antifungal agent due to its ability to produce ≥20 
mm inhibiting zones. 
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ABSTRACT 

 
     This research aims to innovate a relaxing pillow for elders, and study short-term effectiveness of the 
aforementioned pillow innovation regarding reduction of stress and heart rate variability among elders. This 
research is a Quasi–Experimental Research. Volunteers comprise of elders suffering from stress, selected 
through a survey on stress level. There are 19 individuals whose SPST–20  is higher than  3 . The relaxing 
pillows were provided to all volunteers to nap on for the duration of 10 minutes per day for 3 consecutive days. 
The assessment measures heart rate variability using Hear Rate Variability (HRV) machine both before and after 
the experiment.  The research reveals a difference in results of Heart Rate Variability (HRV) comparatively, 
before and after.  It appears that the SDNN value has increased significantly (P<0.05). From the research, it can 
be concluded that the relaxing pillow innovation helps increase the parasympathetic nerve pathway’s function, 
thus reducing the volunteers’ stress level. It decreases factors related to stress level and helps creates positive 

change among stressed elders.  
 
Keywords: Effectiveness, innovation, pillow relax, stress, heart rate variability, the elderly 
 
 
 
INTRODUCTION 

 
     Stress is a health issue that can occur to any 
individuals. It is a reaction of the body, the mind, 
thoughts, and behavior of a person to both external 
and internal stimuli. The stimuli may be another 
individual, thoughts, circumstance or the 
environment. An individual would recognize a 
threatening and high pressure situation. If one fails to 
adapt, then the person would feel stress.  This may 
impact their life balance as they live in society. In the 
study by World Health Organization (WHO) on a 
global scale of situations or pain related to the level 
of stress and mental health, it appears that being a 
witness to violent acts comprises 21.8%, being 
involved in interpersonal violence 18.8%, having an 
accident 17.7%, experiencing warfare 16.2%, and 
having a loved one who is a victim of trauma 
12.5%.[1] Among elders, stress is an important factor 
affecting their health [2]. If an elder became stress, it 
may lead to insomnia and depression respectively.[3] 
The likelihood of stress among elders is increasing 
continuously. Thai society is moving forward 
towards an ‘elderly society.’ Therefore, it is important 
to place an emphasis on stress among elders [4]. The 
older humans become, the more stress they are. 
Elders are the age of changes, both physically and 
mentally. This can directly induce stress. Relaxation 
methods are simple, and one of the most effective 
methods is to sleep for the body to restore itself. 

Mental relaxation is also another thing to be worked 
on simultaneously with physical relaxation. For stress 
management, WHO has created Guidelines for the 
Management of Conditions Specifically Related to 
Stress to serve as a guideline and standard for stress 
management [5]. This is applicable to patients with 
stress, both through medication, alternative approach, 
or natural healing. There are also herbal treatment and 
aromatherapy as another alternative in treating 
patients with stress [6]      
     Due to this issue, the researcher is therefore 
interested in developing a relaxing pillow innovation 
to help treat stress among elders, and study the short-
term effectiveness of pillow innovation in reducing 
stress and heart rate variability among elders. The 
results can be used to address stress among elder 
people.  
 
MATERIALS AND METHODS  

 
     Design  
     This research is a Quasi – Experimental Research  
and took place at the Health Clinic build to honor the 
Late His Majesty for coming to 60 years old, in Bang 
Khan Tak sub-district, Meung District, Samut 
Songkram.   
     This research has been approved by the ethics 
committee for researches with humans, by 
Sirindhorn College of Public Health, Khon Khaen 
(number 80/2561, number HE 610661). 
. 
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     Participants 
     The sampling group comprises of elders at least 
60 years old with stress. They were identified 
through a survey inquiring of their stress level. 
There are 19 individuals whose SPST–20  is higher 

than 3 . . In this research, the Inclusion criteria is as 
follows: Males or females, of at least 60 years old, 
with the stress level of at least 3. They must be able 
to travel on their own to participate in the program. 
The Exclusion criteria is as follows: those with 
severe contagious diseases, depression, infection,  
migraine, nausea, allergic to Aromatherapy, and  
those taking medicines affecting the nervous and the 
heart system, such as sleeping and calming   
     Intervention 
     Volunteers received a relaxing pillow innovation,  
and are requested to use it during the nap for 10 
minutes per day for 3 consecutive days. They would  
use a private room, with the room temperature at 25 
degrees, with no odor or noise to disturb, or  
impacting their nervous system, mental and physical 
health.        
     Measurement Instruments  
     The tools used in the research Suanprung Stress 
Test 20 (SPST-20), satisfactory surveys, and Heart  
Rhythm Scanner PE (Biocom Technologies, USA) 
for measurement the heart rate variability (HRV). 
     Procedures 
      The process composites of 3 phrases, as follows:   

Phas     1   Development of relaxing pi l low 
innovation  

 1.1 Study fundamental information with  
regards to pillows, properties of coconut fiber, and 
jasmine oil in stress treatment   
 1.2 Utilize the information in the development  
of relaxing pillow case for elders, by designing and   
developing a prototype   

1.3 Test the prototype in a representative 
groups similar to the targeted sample group  
 1.4 Make use of the test results and feedback 
for further improvement. Develop the second  
prototype for usage with the sample group.  
     Phase 2 Test the relaxing pillow innovation  
 Researchers recruit volunteers meeting the  
criteria to participate in the project and provide the  
research details to volunteers. Volunteers were 
selected according to inclusion criteria, and were  
requested to respond surveys with regards to personal 
information and stress information. Once a volunteer  
is officially selected, the researchers would then 
allow the volunteer to sign in for participation.  
      Afterwards, volunteers would be tested prior  
to treatment, via Suanprung Stress Test 20 (SPST-
20)  and Heart rate variability (HRV) test. Once the 
pre- treatment assessment is completed, volunteers 
will receive the relaxing pillow innovation to use for 
10 minutes per days for 3 consecutive days. Variables   
will be measured before and after the treatment. The 
assessment should take only 15 minutes in total.  

     Phase 3  Effectiveness of the relaxing pillow 
innovation  
     From the experiment in using relaxing pillow 
innovation, the results can be analyzed and converted 
to collect data on the innovation’s effectiveness. 
  
Statistical Analysis 
     Descriptive statistics is used to explain the 
characteristics of volunteers, average, the standard 
deviation. Analysis of the pre- and post- variables  
are conducted using paired t-test, setting the level of  
statistical significance (α) at less or equal to 0.05.  
 
RESULTS 
 
    The study results can be divided into 3 phases.  
     Results in phase 1: development  of relaxing  
pillow innovation for elders, using researches 
information on  the appropriate coconut fiber, 
appropriate size of pillow, anatomical science and 
ergonomics. The research eventually yields a relaxing 
pillow case,  whose design has a hold in the middle to 
support the neck and the head. The stuffing of the 
pillow is made  with coconut fiber and candle-roasted 
jasmine, providing a calming scent. For the test, a  
representative groups, of 10 people, similar to the 
target groups was studied. Results of the test was used  
for the first improvement. The test reveals that the  
pillow was too hard. Furthermore, because of the 
hole, the stuffed coconut fibred is too packed, and  
candle-roasted jasmine was too diluted. For the new 
design, there is no holes and the aroma was changed  
to 100% jasmine oil.  
     Upon implementation, the results can be 
developed  for the second time. The pillow is adjusted 
to have flexibility, and to have larger gap for aroma 
oil. It  becomes the prototype. For the 3rd 
improvement, the functional features become even 
more convenient,  resulting in the final relaxing 
pillow innovation for elders.  
     Phase 2 of the study: Testing relaxing pillow 
innovation, and Phase 3: Effectiveness of the 
relaxing pillow innovation.  
     Results of the study on participating volunteers’ 
characteristics.  
     Personal information of the research reveals that 
the majority of the sampling group is at 64-67 years 
old, 26.3%; mostly are female at 63.2%, and males at 
36.8%. Most of the volunteers are married at 57.9%      
     Test results comparing the Heart rate variability 
(HRV) 
     The research results compare the average Heart 
rate variability by studying Time Domain Analysis is 
SDNN an Frequency Domain Analysis, which are: 
LF, HF. By comparing the pre- and post-test result, it 
appears that SDNN, LF and HF increase significantly 
(P<0.05) in Table 1.  
 



SEE - Nagoya, Japan, Nov.12-14, 2018 

133 
 

Table 1 Compare outcome measures between before 
and after the treatment  

Outcome Baseline 
(Mean± SD) 

(N=19) 

Short-term 
effectiveness 

(Day 3) 
(Mean± SD) 

P-value 

Heart rate 
variability 
(HRV) 
- SDNN 
(Ms) 

   

52.93±56.48 60.33±57.36 < 0.05* 

    
- LF (ms2) 4.49±2.04 4.36±1.67 0.005* 
    
- HF (ms2) 4.34±2.01 4.26±1.67  0.010* 
    
    

Note.* 𝑃𝑃 < 0.05 is statistically significant 
differences as compare between before and after the 
treatment from baseline. 
 
DISCUSSION 
 
     From the pre- and post-test result, upon 
comparison, it appears that the SDNN value has 
increased with statistic significance (P<0.05). The 
result affects the parasympathetic nerve, reducing the 
stress according to the research by Lee YT, 2016. 
There was a study of the effect of lavender floral-
water eye-mask aromatherapy on the autonomous 
nervous system, which reveals that, based on the NN 
data analysis, the relationship weightings of the 
psychological factors regarding the autonomic 
nervous system increased from 1.6 to 9.1 times 
following the eye-mask aromatherapy. Furthermore, 
the physical stress index decreased by 33.5% and the 
total degree of HRV went up by 44.5%, which 
showed that the lavender floral-water eye-mask 
aromatherapy resulted in the relief of stress. In 
addition, there was improvement with regard to the 
condition of the autonomic nervous system as can be 
seen by the LF/HF ratio being closer to the normal 
value for people in good health [7]. This is consistent 
with the study by Yang et al., 2015 on Comparison of 
the efficacy of aroma-acupressure and aromatherapy 
for the treatment of dementia-associated agitation. 
The study reveals that, in comparison to the control 
group, the results of the HRV test for the sympathetic 
nervous system showed that the LF/HF ratio was 
significantly higher in the aroma-acupressure group 
[8]. Relaxing pillow innovation helps relax muscles, 
and therefore reduce the stress level. There is 
consistency with the research by Peerada Damapong 
et al.,  2 0 1 6 . The study was on Short-term effects of 
Court-type Traditional Thai massage on Pressure 
Pain Threshold and pain intensity in patients with 
Chronic tension-type headache [ 9]. It is also in 
consistent with the research by Peerada Damapong et 
al, on A Randomized Controlled Trial on the 
Effectiveness of Court-Type Traditional Thai 

Massage versus Amitriptyline in Patients with 
Chronic Tension-Type Headache. A study for those 
with stress-induced migraine. By measuring the heart 
rate variability (HRV) both before and after the 
treatment, it appears that the treatment using Court-
Type Traditional Thai Massage shows changes in the 
heart rate variability =, demonstrating an increased 
work by parasympathetic nervous system (P < 0.05) 
[ 10]. The result here explains why relaxing pillow 
innovation and jasmine aromatherapy helps increase 
parasympathetic nervous system, reducing elders’ 
stress level.  
 
CONCLUSION 
     Study of short-term effectiveness of relaxing 
pillow innovation in reducing stress and heart 
variability among elders, by measuring before and 
after the test the heart rate variability, it appears that 
the SDNN has increased with statistical significance. 
After receiving a relaxing pillow innovation, 
volunteers became less stress (more relaxed). It can 
therefore be concluded that the use of relaxing pillow 
case with jasmine aromatherapy helps increase the 
parasympathetic nervous system’s function. This 
enables a stressed individual to become less stressed. 
It also decreases variables correlating to stress, and 
therefore creates positive changes among stressed 
elders.  
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ABSTRACT 

 
     This research aims to study the immediate effectiveness of herbal streaming in reducing stress among type 2 
diabetic patients. This research is a Quasi – Experimental Research. The volunteers are type 2 diabetic patients 
with stress, who were selected basing on the questionnaire measuring the stress level. There were 30 people 
tested for SPST-20 at higher than Level 3. The volunteers received herbal stream treatment for 30 minutes. There 
were 2 sessions, 15 minutes each; alternating with a 5 minute rest outside. The heart rate variability will be 
measured with a Heart Rate Variability (HRV) Machine both before and after the experiment. Results on Heart 
Rate Variability (HRV) was conducted using a Time Domain Analysis, which are SDNN, RMS-SD; and a 
Frequency Domain Analysis, which are: LF, HF, LF/HF. A comparison before and after the experiment reveals 
that the values of SDNN, RMS-SD and LF/HF have increased with statistical significance (P<0.05). From the 
study results, it can be concluded that herbal steaming helps increase the functions of parasympathetic nervous 
system, enabling individuals’ stress to reduce. This helps ameliorate factors related to stress among Type 2 
diabetic patients.  
 
 
Keywords: Effectiveness, Herbal steam, Hear Rate Variability, Reduce stress, Diabetics 
 
 
INTRODUCTION 

 
     Diabetes is high up in the priority public health 
issues globally, as noted by WHO. In 2014, there 
were approximately 422 million adults living with 
diabetes worldwide, a significant increase from 108 
million in 1980. The global prevalence (age-
standardized) of diabetes, which has increased to 
8.5% from 4.7% in the adult population, is nearly two 
times as high as it was in 1980. These statistics 
indicate that the associated risk factors, such as being 
overweight or obese, have also risen. Throughout the 
previous decade, diabetes prevalence has increased 
more rapidly in low- and middle-income countries 
than in high-income countries. In 2012, diabetes 
resulted in 1.5 million deaths, while an additional 2.2 
million deaths were caused by having excessive blood 
glucose levels, which increases the risks of 
cardiovascular disease and other serious health 
conditions. A total of 43% of these 3.7 million deaths 
occurred prior to 70 years of age. High blood glucose 
or diabetes is responsible for a higher percentage of 
deaths occurring before the age of 70 in low- and 
middle-income countries than those occurring in 
high-income countries.[1] Diabetes is a condition 
which may allow for dangerous complication to the 
body, such as an eye complication, abnormally high 
sugar level due to tear excretion from the lens, which 
disrupt the retina. A common condition found among 
diabetic patients is Retinopathy, a sight-related 

condition. This can impact patients to the point of 
blinding [2]. There were studies on how the dietary 
intake of fish of patients with type 2 diabetes is related 
to diabetic retinopathy and retinal vascular caliber[3]. 
In Thailand, diabetic is a high priority public health 
issue of the country. According to national statistics 
during 2010-2014, the numbers of patients increase 
continuously [4]. The frequency rate of diabetes 
among males has decreased from 6.4% to 6.0%. For 
females, the rate increases slightly from 7.3% to 7.7% 
[5]. Diabetes is commonly found and is more likely 
to be found among elder people. The cause for 
diabetes may vary. One of the key cause is genetics 
and obesity, particularly for direct family, such as 
parents. Diabetes cannot be completely treated. 90% 
of diabetic patients suffer from the type of diabetic 
which does not require insulin. This is chronic and 
affects patients physically, mentally and socially, 
even their quality of life. As it was chronic and life-
threatening, resulting in many inevitable changes in 
daily life. This causes them to lose their self-
confident, resulting in stress. If the patients cannot 
address this stress, it would affect the quality of life 
and well-being of the patients. In terms of stress 
management WHO established Guidelines for the 
Management of  Conditions Specifically Related to 
Stress to serve as a guideline and an approach in stress 
management [6]. For treatment of patients with stress, 
options include medication, alternative treatment, 
natural treatment, relaxing massage, the use of 
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Aromatherapy and herbal streaming. Apart from 
helping with respiratory disease, herbal streaming [7], 
it uses heat and the herbs is of aroma therapeutic 
properties, enabling relaxation for patients with 
stress. Due to this premise, the researcher became 
interested in studying the immediate effectiveness of 
herbal streaming for stress reduction among Type 2 
diabetic patients. The study’s results will be used as a 
guideline to treat patients suffering stress. 

 
MATERIALS AND METHODS 
 
     Design 
     This research is a Quasi – Experimental 
Research, operated in Phakdi District, Chaiyaphum 
province.   
     This study has been approved by the Ethics 
Committee of Sirindhorn Public Health College of 
Khon Khaen (No. 81/2561, No. HE 610662). 
     Participants 
     The sampling group comprises of Type 2 diabetic 
patients age 35-85 with stress. They have been 
identified with a questionnaire on stress level. There 
were 30 people whose SPST–20 is at 3 or higher. 
Volunteers receive stress treatment, utilizing herbal 
streaming. The heart rate variability (HRV) is 
monitored by the machine, both before and after the 
study for result comparison. The research has an 
Inclusion criteria, as follows: females or males, age 
35-85 years, diagnosed as Type 2 diabetic, with 
stress level of SPST–20 at more than 3. The 
exclusion criteria comprises of a fever higher than 
38 degree, as there may be further contamination, 
severe contagious disease, conditions: kidney 
disease, heart disease, epilepsy, chronic asthma, 
severe respiratory disease, females on period who 
were having fever, infection from various wounds, 
migraine, nausea or those with history of allergies to 
herbs.  
    Intervention 
     Volunteers received herbal streaming for 30 
minutes, allocated into two sessions; 15 minutes 
each. Then there is a 5 minute rest. There will be a 
Heart Rate Variability (HRV) assessment before and 
after the herbal streaming immediately. (Figures 1) 
     The treatment used in herbal streaming is a 
formulae with relaxing properties, relieving muscle 
pains, such as Phlai, Turmeric, Bergamot’s skin, 
jasmine, and bullet wood etc.    
     Measurement Instruments 
     The tool used for research is one that measures the 
level of stress, Suanprung Stress Test 20 (SPST-20). 
It is a test created by Suanprung Hospital, Chiang 
Mai. This was complemented by the Heart Rhythm 
Scanner PE (Biocom Technologies, USA) for 
measurement the heart rate variability (HRV). 
     Procedures 

    The research team announced for volunteer 
recruitment, explained the research project details to 

volunteers, and selected diabetic patients with stress 
through doctors’ diagnosis. Volunteers would then 
respond the questionnaire with regards to personal 
information and stress-related information. When 
volunteers pass the inclusion criteria, they will be 
accepted for herbal streaming. Research team would 
then let the volunteers sign for participation in the 
research. 
     Volunteers will be assessed for certain conditions 
prior to the treatment, for example, their stress level 
using Suanprung Stress Test 20 (SPST-20), and Heart 
rate variability (HRV). Once the assessment prior to 
the treatment is completed, then volunteers will 
receive herbal streaming. In the experiment, doctors 
practiced in traditional medicine or modern medicine, 
with no less than 3 years of work experience, will be 
monitoring the herbal streaming process. The process 
takes 30 minutes in duration. Before the treatment, 
volunteers will be assessed before and after the 
treatment. The entire process of the assessm     
     Statistical Analysis 
     Use descriptive statistics to explain the 
volunteers’ characteristics, the average, the standard 
derivation. Then analyze the results of comparative 
factors of the same group before and after the 
treatment using paired t-test.  
 

 
Figure 1: The Herbal Steam. 

 
RESULTS 
 
     Results of the research on volunteers participating 
in the research project demonstrates the following 
personal information: there are 30 volunteers, with 
females being the majority, at 24. 80% of the 
volunteers age between 49 to 61 years old, there were 
16 volunteers in this range. 53.30% of the volunteers, 
the majority, weight between 5 2 - 6 9  kilograms or 
63.30%. Those in the height range between 1 5 0  to 
159 centimeters makes up15 people or 50%. 
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     The result compares Heart rate variability (HRV). 
     Research results demonstrates the comparative  
Heart rate variability, by studying Time Domain 
Analysis, comprises SDNN,  RMS-SD; and study 
Frequency Domain Analysis  (LF, HF, LF/HF). By 
comparison before and after the study, the SDNN,  
RMS-SD and LF/HF have a value that increases with 
statistic difference (P<0.05) in Table 1.   
 
  Table 1 Compare outcome measures between  
before and after the treatment 
 

Outcome Baseline 
(Mean± 

SD) 

Immediate 
Effectiveness 
 (Mean± SD) 

P-value 

Heart rate 
variability 
(HRV) 
- SDNN 
(Ms) 

22.71±14.89 37.76±18.74 < 0.05* 

    
- RMS-SD 
(Ms) 

17.92±15.02 31.60±18.26 < 0.05* 

    
- LF (ms2) 27.16±21.12 24.60±22.74 0.348 
    
- HF (ms2) 22.11±20.59 24.20±23.38 0.346 
    
 - LF/ HF 
(ms2) 

1.59±0.68 2.01±1.10  0.047* 

    
Note.* 𝑃𝑃 < 0.05 is statistically significant  
differences as compare between before and after the 
treatment from baseline.  
    
DISCUSSION 
     From the study results before and after the 
experiment, it appears that volunteers receiving the 
herbal streaming will have SDNN ,  RMS-SD,  and 
LF/HF of HRV which increased with statistical 
difference (P<0.05). Result of the study affects the 
parasympathetic nerve. This reduces stress, in 
consistent with the research by Rajesh Kumar Goit et 
al. in 2014. The study was on Mild-to-moderate 
intensity exercise improves cardiac autonomic drive 
in type 2 diabetes. The following materials and 
methods were applied: assessment of heart rate 
variability was conducted with 20 patients with type 
2 diabetes by recording the resting electrocardiogram 
for the heart rate variability analysis at spontaneous 
respiration for 5 min in the supine position prior to 
and following 6 months of supervised aerobic training 
that was conducted three times each week. The results 
of the study show that: in the time domain measures, 
the square root of the mean of the sum of the squares 
of differences between the adjacent R-R intervals 
(RMSSD; P = 0.023) and the percentage of 
consecutive RR intervals that differ by more than 50 
ms (pNN50; P = 0.025) rose significantly following 
exercise. In the frequency domain measures, low 
frequency (P = 0.003) and low frequency/high 

frequency (P = 0.009) were significantly lower, 
while, in contrast, high frequency (P = 0.006) and 
high frequency (P = 0.003) were significantly higher 
following exercise. Additionally, when using a 
Poincare plot, the standard deviation perpendicular to 
the line of the Poincare plot (P = 0.027) greatly 
increased following exercise [ 8]. There are also 
studies related to Antihypertensive treatment and 
heart rate variability in diabetic patients: role of 
cardiac autonomic neuropathy [9 ]. For this research, 
volunteers receive herbal streaming which helps 
volunteers’ muscle to relax. This helps stress level to 
reduce. There is consistency with the study by 
Peerada Damapong et al,  201 6 . There were also 
studies related to Short-Term Effects of Court-Type 
Traditional Thai Massage on Pressure Pain Threshold 
and Pain Intensity in Patients with Chronic Tension-
Type Headach [1 0 ]. This is also consistent with the 
study by Peerada Damapong et al., on A Randomized 
Controlled Trial on the Effectiveness of Court-Type 
Traditional Thai Massage versus Amitriptyline in 
Patients with Chronic Tension-Type Headache  It 
studied patients with migraine induced by stress. This 
was measured through an assessment on Heart rate 
variability both before and after the treatment. The 
study reveals that after treating the patients with 
Court-Type Traditional Thai Massage, there was a 
change in HRV. This demonstrates the increased 
functions of parasympathetic nervous system (P < 
0 . 0 5 )  [ 11]. The study’s result reveals that herbal 
streaming helps increase the work of parasympathetic 
nervous system, enabling receivers of herbal 
streaming to have less stress; this was amongst Type 
2 diabetic patients.  
   
CONCLUSION 
     By studying the immediate effectiveness of herbal 
streaming in stress reduction for type 2 diabetic 
patients. Results of the Heart rate variability from 
before and after the treatment demonstrates that 
SDNN, RMS-SD and LF/HF values increased with 
statistical significance. After the herbal streaming, 
volunteers become less stress. However, it can be 
concluded that herbal streaming helps increase the 
functions of parasympathetic nervous system. This 
enables type 2 diabetic patients to become less stress.  
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ABSTRACT 
 
Cowpea bruchids is a one of the most important insect pests in stored products, especially of whole grains 

used for breeding or consumption. Currently, synthetic insecticides cause adverse effects to human health and 
the environment, thus new alternative biopesticides from herb or plant are needed for cowpea bruchids control. 
The aim of this research was to evaluate insecticidal activities of essential oil from Indian borage, Plectranthus 
amboinicus. Efficacy of this essential oil against C. maculatus was investigated by impregnated filter paper and 
vapor-phase tests. Experiments were conducted under Completely Randomized Design (CRD) with 4 
replications. Contact activity was considered on essential oil at 6 concentrations of 0 300 600 900 1,200 and 
1,500 ppm and fumigant activity was performed at 6 concentrations including 0 3 6 9 12 and 15 µL/L air. All 
experiments were assessed under laboratory conditions (30±2ºC, 70-80%RH and 16L:8D photoperiods). Data of 
deaths cowpea bruchids were recorded after treated at 24 to 168 hours. Contact activity showed 1,200 ppm of P. 
amboinicus essential oil at 168 hours was the best performance in the contact toxicity on cowpea bruchids and 
fumigation activity presented 12 µL/L air of P. amboinicus essential oil at 72 hours had the highest effectiveness 
in the fumigation toxicity on cowpea bruchids, with 100% adult mortality. The data pointed that P. amboinicus 
essential oil showed high potential of insecticidal activity for cowpea bruchids control. Hence, the essential oil of 
P. amboinicus might be used as an alternative for grain protection against stored product insects. 
 
Keywords: Insecticidal activity, Essential oil, Plectranthus amboinicus, Callosobruchus maculatus 
 
 
INTRODUCTION 

 
Callosobruchus maculatus (Fabricius) 

(Coleoptera: Chrysomelidae: Bruchinae), the 
cowpea bruchids which is the most important pest of 
during the storage period [1], has involved the great 
attention because it is widely distributed throughout 
the tropical and sub-tropical regions. Generally the 
infestation starts in the field where the adults lay 
eggs on green or drying pods. Infestation in the field 
has no serious implications as the damage in the 
field is low. However, once infested seeds are 
stored, enormous damage occurs due to rapid 
multiplication of insects in a very short time. This 
specie can cause damage of legume seeds up to 100 
% during storage [2], resulting in maximum damage 
of 2 to 5 kg seeds within 45 to 90 days in optimum 
temperature (30±1ºC) and moisture conditions (75±3 
%). The adult female lays eggs on the seed surface 
and the hatching larvae bore into the seed. The 
neonate larvae penetrate the grains causing serious 
damage, such as grain weight loss, and reductions in 
germination and nutritional value [3], [4]. The whole 
development takes place inside a single seed and the 
adults emerge out by leaving behind holed seed [5]. 
More than one larva can develop within a single 
grain. Damaged legume seeds have thus reduced 

weight, become unsuitable for human or animal 
consumption and have poor germinating ability [6].  

Synthetic pesticides are currently the method of 
choice to protect stored grain from insect damage. 
However, continuous or excessive uses of synthetic 
pesticides have created serious problems arising 
from factors such as ozone depletion, environmental 
pollution, increasing costs of application, pesticide 
residue in food, insects develop insecticidal 
resistance and toxicity hazards on non-target 
organisms in addition to direct toxicity to users [7], 
[8]. Therefore, environment needs some other 
alternatives of chemical pesticides. These problems 
have highlighted the need to develop new types of 
selective insect-control alternatives. One alternative 
to synthetic insecticides is the botanical pesticides 
i.e. insecticidal plants or plant compound and the use 
of natural compounds, such as essential oils that 
result from secondary metabolism in plants. 
Currently, essential oil is in use for insect 
management [7].  

Essential oils and their constituents in relation to 
contact and fumigant insecticidal actions have been 
well demonstrated to be a potent source of botanical 
pesticide against stored grain product pests [9], [10]. 
Especially their main compounds monoterpenoids, 
offer promising alternatives to classical fumigants 
[11] and also have some effects on the physiological, 
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biological and behavior of insects such as growth 
rate, life span, reproduction and can cause their 
death [12], [13]. Studies on essential oils have 
stimulated research on stored grain pest control, with 
very promising results. Mahmoudvand et al. [14] 
demonstrated the contact insecticidal activity of 
essential oils of Lippia citrodora Kunth., 
Rosmarinus officinalis L., Mentha piperita L. and 
Juniperus sabina L. presented activity against C. 
maculatus (F.). According to Raja et al. [15], the 
essential oil of Mentha spicata L. caused increased 
mortality, decreased oviposition and emergence of 
insects in cowpeas. Some chemical components of 
essential oils, extracted from plants of the Labiatae 
family, exhibit low toxicity to mammals but can 
interfere in specific regions of the nervous system of 
pest insects [16] causing the insect death. In the 
present investigation the essential oil of Indian 
borage, Plectranthus amboinicus (Lour.), from fresh 
leaves was studied for their contact and fumigant 
activities on the adult C. maculatus. The results may 
be used for C. maculatus control in storage units, 
providing direct and indirect benefits for small and 
medium cowpea producers. 

 
MATERIALS AND METHODS 

 
Insect rearing 

 
Cowpea bruchids, Callosobruchus maculatus 

(Fabricius) was used for the present experiment. A 
small population of C. maculatus was obtained from 
the seed store located in Maha Sarakham province, 
Thailand. Fifteen pairs of cowpea bruchids adults 
were maintained in a plastic box (diameter 22 cm, 
height 10 cm). The cultures were reared on diet of 
500 g of mungbean seeds, Vigna radiata (L) 
Wilczek, They were reared and allowed for mating 
and oviposition under laboratory conditions, inside a 
growth chamber at 30±5°C, 70±5% relative 
humidity, and a photoperiod of 16 h: 8 h (L:D). 
Adult insects of cowpea bruchids used for tests were 
3 days old. 

 
Extraction of essential oil 
 

Essential oil was extracted from fresh leaves of 
Indian borage, Plectranthus amboinicus (Lour.) 
following by using hydrodistillation in a modified 
Clevenger-type apparatus. In carrying out the steam 
distillation process, 200 g of an air-dried sample of 
P. amboinicus was weighed in to the distillation 
flask and 600 ml of distilled water added. The 
apparatus was set up using a clamp on a heating 
mantle and heated for a period of 3 hours. The 
essential oil deposited on water was then collected 
through the attached graduated measuring tube by 
opening the tap. The essential oils treated with 
anhydrous sodium sulphate to remove the remaining 

water after the extraction. Essential oil was 
preserved in sealed glass containers and refrigerated 
in the dark at 4 ºC until its use. The essential oils 
were tested separately in a completely randomized 
design, consisting of six treatments (essential oils 
and control) with four replicates.  
 
Contact activity 
 

The insecticidal contact activity of essential oil 
of Indian borage P. amboinicus against adults of 
cowpea bruchids C. maculatus was evaluated by 
impregnated filter paper test. Essential oil prepared 
in acetone (1mL) at different concentrations (0 300 
600 900 1,200 and 1,500 ppm) were applied on filter 
papers (Whatman No. 1, diameter 9 cm). The 
solvent was allowed to evaporate for 2 min and 
place at the bottom of each petri-dish (diameter 9 
cm). Ten adults (unsex) of cowpea bruchids C. 
maculatus (3 day olds) were introduced into each 
petri dish and covered with a lid, in a room condition 
at 30±5°C, 70±5% relative humidity, and a 
photoperiod of 16 h: 8 h (L:D). Control was 
maintained in which treatment was made with 1 mL 
of acetone alone. Adult mortality was assessed after 
treatment 24 hours exposure to 168 hours. The 
insects were considered to be dead as no leg or 
antennal movements were observed.  
 
Fumigant activity 

 
The insecticidal fumigant activity of Indian 

borage P. amboinicus was assessed by vapour phase 
test. In brief, each filter paper strip (Whatman No. 1, 
cut into 1.5x5 cm) treated with each test oils (0 3 6 9 
12 and 15 µL/L air) previously dissolved in acetone 
(100 µL), it was placed into the hanging of glass 
vials (diameter 2.5 cm x height 5 cm) from the 
center of screw cap of fumigation bottle (diameter 
5.5 cm x height 10.5 cm) to avoid contact effect of 
insects with paper strip. Ten adults (unsex) of 
cowpea bruchids C. maculatus (3 day olds) were 
placed in fumigation bottles and covered with a lid, 
in condition at 30±5°C, 70±5% relative humidity, 
and a photoperiod of 16 h: 8 h (L:D). Controls 
received 100 µL of acetone only. Adult mortality 
was observed after 24 hours exposure to 168 hours. 
The insects were considered to be dead as no leg or 
antennal movements were detected. 

 
RESULTS 
 
Contact toxicity  
 

Mortality of cowpea bruchids C. maculatus at 
168 hours after treatment was highest at the 
concentration of 1,200 ppm of essential oil from 
Indian borage P. amboinicus with cumulative values 
of 100% and there was a significant difference 
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(P<0.01) in relation to the other concentrations, 
However, it did not show any differences compared 
with 600 900 and 1,500 ppm (Figure 1). The number 
that died increased as the concentration of the 
essential oil and time of exposure increased for 

insect. At all concentrations treated of essential oil 
for 120 hours caused more than 50% adult mortality 
of cowpea bruchids C. maculatus compared with the 
control. 

 

 
 
Fig. 1  Contact activity of essential oil of Indian borage P. amboinicus on adult mortality of cowpea bruchids C. 
maculatus within 168 hours 
 
 
Fumigant toxicity 

 
Mortality value exposed with 12 µL/L air of  
essential oil from Indian borage P. amboinicus 
leaves to adults of cowpea bruchids C. maculatus 
after treatment at 72 h resulted in 100%mortality  
and it caused the highest significant difference 
(P<0.01).  However, it did not show differences 
compared with 9 and 15 µL/L air (Figure 2). All 
concentrations of essential oil were significantly 
different efficiency against cowpea bruchids C. 
maculatus with adult mortality when comparison 
with 0 µL/L air, acetone treatments and at 120 
hours showed >50% adult mortality of cowpea 

bruchids C. maculatus. Cowpea bruchids C. 
maculatus was more sensitive to essential oil of 
Indian borage P. amboinicus by insecticide 
fumigant than contact activities at greater mortality 
during the first 72 hours.  
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Fig. 2   Fumigant activity of essential oil of Indian borage P. amboinicus on adult mortality of cowpea bruchids 
C. maculatus within 168 hours 
 

 
CONCLUSION AND DISCUSSION 
 

In the current study, the essential oils obtained 
from leaves of Indian borage P. amboinicus 
demonstrated fumigant and contact activity to 
cowpea bruchids C. maculatus. In contact method, 
tested essential oil showed a significant increase of 
mortality (P< 0.001) to the test insects at higher 
dosage (1,200 ppm) after 120 hours of treatment 
with 100% adult mortality, whereas in fumigation 
method insecticidal properties were more rapid to 
test insects within 72 hours of treatment. In 
fumigation method, cowpea bruchids C. maculatus 
showed high susceptibility to essential oil of Indian 
borage P. amboinicus oil, even at low 
concentrations (12 µL/L air) after 72 hours of 
treatment with 100% adult mortality. The 
insecticidal activity of many plant essential oils 
might be attributed to monoterpenoids [17]. Due to 
the high volatility they have fumigant activity that 
might be of importance for controlling stored 
product insects. Monoterpenoids were reported 
earlier as fumigants and contact toxicants on various 
insect pests [18]. Many studies have demonstrated 
differential susceptibility of stored product beetle 
species to the essential oils. Callosobruchus species 
was more susceptible to essential oils or their 
components than those of other insect species [19], 

[20]. The results obtained suggest good potential for 
the use of essential oils of Indian borage P. 
amboinicus as both fumigant and contact toxic 
agents against cowpea bruchids C. maculatus. 
Though the examined essential oils had contact as 
well as fumigant activity, the fumigant toxicity of 
the essential oils were much more potential in 
shorter period (72 hours). From this study, it is 
concluded that Indian borage P. amboinicus (Lour.) 
essential oil could be used as botanical insecticides 
postharvest or fumigant since it is a potential 
alternative control method for cowpea bruchids C. 
maculatus. 
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ABSTRACT 

Generally, the farming activities in the Sumani upstream watershed community are; cultivating horticulture or 

vegetables such as cabbage, onions, potatoes, carrots and flowers.  The land cultivation for these purposes is made 

possible due to the high fertility rate of the land in this region which is suitable for horticultural crops.  The soil in 

this area (including the order Andisol) develops from the weathering of the residue from the eruption of Mount 

Talang.  Most farmers do not implement soil and water conservation which invariably leads to erosion and on the 

long run, the land will finally be degraded. A base research is very vital to assess the ability of the soil water to 

penetrate to the ground floor. The purpose of this research is to assess the capacity of water infiltration on some 

types of horticultural crops in the Sumani Upper watershed.  The survey method is used to determine the sampling 

points and the measurement of the rate of infiltration is read using a ring infiltrometer. The soil samples were 

analyzed in the laboratory of the Department of Soil Science under the Faculty of Agriculture, Andalas University. 

While the infiltration rate of the data was processed using Horton’s equation.  To determine the main factor 

affecting the infiltration rate, the principal component analysis (PCA) was performed. The results showed that 

infiltration rate in three groups of farmers ranged from moderate to fast. The main factors affecting it are; bulk 

density, texture and depth of the root zonee. 

Keyword; Horticulture, infiltration capacity, soil degradation. 

INTRODUCTION 

Water penetrates the soil through pores to the 

ground this process is also called infiltration. 

Infiltration is very important in restoring the soil 

water lost due evapotranspiration. 

The characteristics of infiltration greatly depends on 

the soil’s physical properties amongst other soil 

properties and is a good indicator of changes in the 

soil’s physical and biological characteristics [1]. The 

availability of water in the soil greatly affects the 

process of plants taking up nutrients from the  soil; 

this is because nutrients are taken up in form of ions 

in solution. Water infiltration greatly affects the 

production of crops and also, the drainage of 

agricultural land. [2]. 

Several factors influence the infiltration rate of soil, 

some of them include; slope, texture and soil 

structure, vegetation cover, management system, soil 

moisture content, and organic material[1]. If the 

factors that affect infiltration are not kept in optimal 

conditions, more rainwater will flow and erode the 

soil surface and leading to the loss of many nutrients. 

Horticulture farming around the upstream of Sumani 

watershed is mostly practiced by farmers who do not 

apply soil and water conservation procedures. 

Allegedly, the land erodes every growing season. The 

soil is the main natural resource of the people living 

in the [3] upstream of Sumani watershed which is 

why they practice intensive farming to meet their life 

necessities. This dynamic and intensive farming 

causes rapid land degradation. 

The issue above causes damage to the soil’s 

biophysical properties in horticulture, such as soil 

pores and infiltration rate. If water absorption is 



SEE - Nagoya, Japan, Nov.12-14, 2018 

145 

interfered with I the root zone of plants, this affects 

the development of the plant roots in this zone and in 

turn will reduce the productivity of the soil. The 

purpose of this research is to study the infiltration 

capacity in horticulture farming in the upstream area 

of the Sumani watershed. 

MATERIALS AND METHODS 

Time and Location 

The has been done on February 2018 to June 

2018. It was conducted at several sample points on 

the horticultural lands in upstream of Sumani 

watershed, Solok Regency, West Sumatera. The 

soil Quality Indicator Analysis was carried out in 

the Laboratory of the Department of Soil Science 

under the Faculty of Agriculture, Andalas 

University. 

Research Tools and Materials 
The materials used were aquades, chemicals, as 

well as materials for the analysis of the physical 

properties of the laboratory. The tools used to identify 

the soil quality for horticultural biomass productivity 

in the field include GPS, loops, maps, sample rings, 

knives, plastics, label paper. The tools used for 

Laboratory analysis includes desiccators, ovens, 

erlenmeyers, bottles, measuring cylinders, analytical 

scales, eksikator, trophy glasses, wet screen, filter, 

mouthpiece, Kjeldhal tube, burette, distillation flask, 

stative, and measuring pipette. 

Research Methodology 

The research was conducted in the field to collect 

secondary and primary data. Secondary data was 

taken from rainfall data, interview with farmers and 

related institutions. (1) Primary data were land 

samplers from several points of land units in the three 

horticultural farmer's field. Soil samples were taken 

by means of purposive random sampling as an 

example of representative land from established land 

units.   

The soil samples taken were natural soil samples 

for analysis of the soil’s physical properties. While 

the altered soil samples were taken for the analyzing 

the chemical and biological properties of the soil. Soil 

samples were taken from a 20 cm depth. (2) 

Secondary data was required in this research, and was 

collected in form of the area’s condition and an aspect 

of horticultural cultivation of the area. The technique 

of collecting secondary data by collecting data from 

several related agencies and interviews with the 

farmers as supporting data. Results of interviews with 

farmers were be scored, and the results of these scores 

were used as supporting information on the 

horticultural productivity in the upstream of Sumani 

watershed, Solok. ((3) The data analysis method 

which is determined based on the least influential 

nature in determining the quality of the soil or at least 

the data set (MDS) using Minitab 17.0 software. 

Minimum Data Set obtained from the calculation of 

Principal Component Analysis (PCA). 

RESULT AND DISCUSSION 

Principal Component Analysis of Soil Physical 

Characteristics 

The main component in determining the main 

properties of the soil determines the infiltration 

capacity of the soil. Based on the PCA, the eigenvalue 

is greater than one, i.e. there are four main 

components, i.e. PC1, PC2, PC3 and PC4 (Table 1). 

The selected variables from PC 1 to PC4 are taken as 

factors to determine the rate of infiltration capacity in 

horticultural farming. 

Table 1.  Principal component analysis results 
Eigenvalue 2.9122 2.0070 1.4565 1.0767 

Proportion 0.364 0.251 0.182 0.135 

Cumulative 0.364 0.615 0.797 0.932 

Variable PC1 PC2 PC3 PC4 

Infiltration 
capacity 

 0.404   0.285    0.314 -0.295 

Bulk 

density 
 0.522  -0.214   0.018 -0.295 

Total of 
pore space 

-0.522  0.214  -   0.018  0.295 

Organic 

matter 
 0.033  -0.456   0.496  -0.191  

Soil Depth  0.053   0.460    0.516 -0.152 

Sand -0.023  0.527    0.527  0.023 

Dust  0.396    -0.107    0.287   0.605  

Clay -0.360   -0.343     0.169  -0.559 

The main components selected are the four variables 

which are highly influential in infiltration capacity, 

i.e. bulk density, sand-fraction texture, effective 

depth of soil, and dust fraction. 

Infiltration  Capacity 

The high rate of infiltration capacity in the 

horticultural farming area in upstream of Sumani 

watershed is strongly influenced by the soil’s physical 

nature and the dominant soil is micropore. Lands 

dominated by macropores will have a higher 

infiltration rate compared to the land dominated by 
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micropores. Weahatni horticultural field in the study 

has infiltration capacity of 6cm/h to 12cm/h with the 

medium to fast range. Farmer groups A and B lands 

have a moderate level infiltration capacity. The 

infiltration capacity of farmer group C land is on the 

quick range. The variations in infiltration capacity of 

the three horticultural farming groups (Figures 1, 2 

and 3) are due to the differences in soil properties and 

planted crops as well as land management practices 

conducted by farmers. 

Based on regression analysis seen in the equation of 

the line on the farmers group A is exponential with 

value R2 = 0.678 While in group B the equation of 

line of exponential infiltration capacity with value R2 

= 0.935 In farmer group C, the equation of line of 

exponential infiltration capacity with value R2 = 

0.162 

The infiltration capacity is a dynamic trait that can 

change significantly during certain precipitation 

events, in response to seasonal changes in 

groundwater, temperature, and plant type, as a result 

of annual farming activities. Increasing infiltration 

capacity decreases the flow of water in the soil 

surface. Conversely, a smaller infiltration capacity is 

due to a large number of clogged soil pores, the 

surface water flow increases [4]. Furthermore, [5] 

regarding hydrology, infiltration is important as it 

marks a shift from the surface of the earth that moves 

rapidly into the water in the slow-moving ground. 

The infiltration capacity of soil is influenced by its 

physical properties and its degree of ability, water 

content, and permeability of the subsurface layers. 

Figure  1. Infiltration capacity on farmland A 

Figure 2. Infiltration capacity on farmland B 

Figure 3. Infiltration capacity on farmland C 

Effect of texture on  infiltration capacity 

Soil texture at the research location of farmer group A 

was clay, farmer group B was dust, and group C with 

the texture of fine clay. According to [6] the soils with 

coarse fraction, the level of the aeration is good and 

water conductivity is fast, but the holding power of the 

water is low. Because the soil is dominated by 

macropores, Figure 2 shows the effect of soil texture 

of the study sites on infiltration capacity. 
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Figure  4. Sand percentage correlation with infiltration 
capacity 

Based on simple regression analysis, the 

relationship between infiltration capacity and texture 

was quite close with R2 value as 0.617 This meant 

that infiltration capacity of 61.7 percent was 

influenced by the soil texture of the research locations 

in farmer groups A, B, and C, the influence from other 

factors amounted to 38.3 percent. This proved that 

soil texture greatly influenced the infiltration rate of 

the soil. For the infiltration capacity of the farming 

land, a routine management is required to increase the 

soil absorption matrix by adding organic fertilizer or 

crop residue to the soil to retain the groundwater 

ensure it doesn’t penetrate to the lower layers of the 

root zone. The addition of organic material from 

remaining plants acts as a cemented agent for soil 

grains, nutrient sources, increasing CEC and energy 

for soil microbes [7]. 

Cumulative Infiltration 

Cumulative infiltration is incoming water into the 

soil in a specific time and duration in a certain amount 

of volume, depending on the total soil pore space to 

store and hold it.  

Figure 5.  Cumulative infiltration rate on the three 

farming groups (A, B, and C) 

Cumulative infiltration in the three locations of 

the farmland group is shown in Figure 4. Cumulative 

infiltration varied considerably between the three 

types of land farming groups based on measurement 

time. Higher cumulative infiltration is found in group 

B, followed by group C then next, group A. This was 

caused by soil type and crop management which 

troubled each of farming group. Group B farmers 

usually return the rest of the plant to the land to 

increases the ability of soil to absorb water. Good 

management of soil can improve soil quality such as 

cumulative infiltration. According to the study [8] it 

also showed that improving soil quality may increase 

cumulative infiltration up to five times. However, 

continuous land acquisition without proper 

management can reduce cumulative infiltration. 

According to the results of the study, [9]  the 

improvement in infiltration capacity and cumulative 

infiltration is by addition of materials that can 

increase total pore space of soil such as ameliorant 

material from rice husk biochar. This is because 

biochar is an active charcoal capable of increasing the 

soil cavity and biochar is not easily decomposed by 

soil microbes. 

CONCLUSION 

Based on the research of the infiltration capacity 

in the upstream watershed of Sumani, it can be 

concluded that; the research area of soil infiltration 

capacity is influenced by soil physics properties, i.e. 

bulk density, texture, and depth of root zone. The rate 

of infiltration in the three farmer groups of the study 

sites was from the moderate to rapid range. From the 

equation of infiltration capacity, soil texture factor 

y = 0.113x + 1.7263
R² = 0.6176
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influence is more dominant and equals about to 61.7 

percent.  
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ABSTRACT 
 
Breast cancer is the deadliest and the most common type of cancer among women in the world. Epimutation is 

the leading cause of the tumorigenesis of breast cancer. DNA methyltransferase 1 (DNMT1) is the key enzyme 
which involved in the regulation of DNA methylation pattern. In this research, fragment-based drug design 
approach on natural products was performed to discover novel inhibitor of the DNMT1 as a therapeutic strategy 
against breast cancer. About 2,601 fragments out of 168,646 compounds were obtained from the Lipinski’s Rule 
of Three and toxicity screening. The fragments were docked into the S-Adenosyl-L-methionine (SAM) binding 
site of DNMT1. The potential fragments were merged with S-Adenosyl-L-homocysteine (SAH), generating nine 
ligands. The ligands underwent flexible docking simulation and ADME-Tox prediction by using AdmetSAR, 
Toxtree, SwissADME software. Three ligands show favorable characteristics as a new drug candidate for the 
DNMT1 inhibitor according to the interaction of the amino acid residues, RMSD, and ∆Gbinding. MAHI1 being the 
best ligands in term of ∆Gbinding -12.6300 kcal/mol, molecular interaction, and pharmacological properties. 
 
Keywords: Breast cancer, DNA methyltransferase, natural products, molecular docking simulation,  fragment-
based drug design 
 
INTRODUCTION 

 
Cancer is a major public health problem 

worldwide [1]. Breast cancer is among the main 
causes of death in women [2]. It is also the most 
current cancer in women worldwide with 1.7 million 
diagnosed cases in 2012 [3]. The human genome 
consists of genetic information and epigenetic. 
Epigenetics regulate how and where the genetic 
information should be used [4]. DNA methylation is 
one of the essential mechanism in functional 
epigenetic [5]. DNA methyltransferases (DNMTs) is 
the leading enzyme in the epigenetic regulation of 
gene expression in mammalian cells [6]. DNMT1 is 
the most abundant DNMTs in the mammalian cells 
and have a role in maintaining methylation pattern 
[7]. 

DNA methylation, whether hypomethylation or 
hypermethylation, affects gene expression and 
chromosomal instabilities. Hypomethylation causes 
overexpression of transcription of proto-oncogenes, 
and reactivation of transposable elements and 
demethylation of xenobiotic [8]. On the other hand, 
hypermethylation causes suppression of tumor 
suppressor genes and downregulation of DNA repair 
genes. DNA hypermethylation also plays an essential 
role in silencing the tumor suppressor genes as one of 
the most consistent hallmarks of human cancer [7].  

Aberrant DNMT1 activity leads to local 
hypermethylation in DNA promoter gene and global 
hypomethylation which pose potential causes for the 
abnormal growth of cancer cells [8]. Thus, the 
inhibition of DNMT1 activity has been established as 

a possible way to reactivate gene silenced by 
methylation of their promoters in some disease, 
including breast cancer [9] 

Natural products have been known as one of a 
candidate drug. It is a potential source of drugs due to 
its molecular diversity and low toxicity[9], [10]. One 
of the methods of lead compound discovery is 
fragment-based drug design (FBDD). One of the 
advantages of FBDD is that it results in a lower 
molecular weight lead, that is likely to have higher 
oral bioavailability [11]. Fragment merging is an 
elaboration of the fragment which incorporates a 
structural portion of overlapping molecules, usually 
an already known substrate or inhibitor of the target 
protein, into a fragment [12]. Hence, preserving the 
essential molecular interaction of initial substrate or 
inhibitor while improving the activity by the 
introduction of new fragment. In this research, the 
fragment merging approach is utilized on the 
potential natural product compounds and the already 
known product of the DNMT1 enzymatic reaction, S-
Adenosyl-L-homocysteine (SAH), to generate lead 
compounds as an inhibitor for DNMT1 through in 
silico molecular docking simulation method and 
pharmacological test.  
 
RESEARCH METHODOLOGY 

 
This research has been done through an in silico 

method by employing Molecular Operating 
Environment (MOE) 2014.09, Osiris DataWarrior 
v04.07.02, ChemBioDraw Ultra 14.0, Toxtree 
v2.6.13, SwissADME (http://www.swissadme.ch/), 

http://www.swissadme.ch/
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and AdmetSAR (http://lmmd.ecust.edu.cn/1) 
software. The 3D structure of DNMT1 protein was 
obtained from Protein Data Bank at the Research 
Collaboratory for Structural Bioinformatics (RCSB 
PDB). The database of natural products was acquired 
from PubChem.   

 
Preparation of DNMT1 Protein  

 
The 3D structure of DNMT1 with PDB ID 3AV5, 

3AV6, 3PTA, 3SWR, and 4WXX were obtained from 
the RCSB. The chosen 3D structures were saved in 
PDB format. The optimization DNMT1 was done 
using MOE 2014.09 by removing water molecules 
and unnecessary metal atoms and optimizing the 
structure using LigX with the default setting. Last, all 
of the DNMT1 protein were saved in .moe format. 
 
Protein-Ligand Interaction Fingerprints (PLIF) 
 

PLIF was applied to summarize the interaction 
between ligands and protein using a fingerprinting 
scheme. This method has been done using MOE 
2014.09 with potential setup AMBER 10EHT, 
forcefield, R-field solvation and superpose. 
Superpose generates sequence alignment, structure 
alignments, PDB coordinates, RMSD statistics, 
difference distance plots, and interactive image of the 
superimposed structures [13], [14]. The procedure of 
PLIF has been done based on standard default in 
MOE 2014.09.  
 
Preparation of The Natural Product Fragments 
 

The standard ligands SAM, SAH, and Sinefungin 
(SFG), as well as the natural products as candidate 
fragment,  were obtained from PubChem database. 
The ligands were then optimized through MOE 
2014.09. MMF94x force field with RMS gradient of 
0.001 was selected as the optimization parameters. 
Natural products of The optimized ligands were 
stored in .mdb format. The prepared natural products 
were screened to get fragments which fulfill 
Lipinski’s Rule of Three (RO3) [15] and Toxicity test 
by Osiris DataWarrior. 
 
Molecular Docking of Natural Product Fragments 
and Fragment Merging 
 

The selected fragments were on docked into the 
SAM-binding site of DNMT1 by using 
pharmacophore query through using MOE 2014.09. 
The fragments with favorable Gibbs binding energy, 
RMSD, and molecular interaction were selected to be 
merged with the standard molecule, SAH. This 
merging process of fragments and standards have 
been done using MOE 2014.09 and ChemBioDraw 
Ultra 14.0 [12].  

 

Molecular Docking of Ligands 
 
The molecular docking simulation for ligands and 

standard were conducted with rigid docking and then 
flexible docking protocol. All the parameters for the 
molecular docking simulation have been done 
according to MOE 2014.09 software with AMBER 
10: EHT as the forcefield.  

 
Pharmacological Properties ADMET 
 

The potential ligands from molecular docking 
simulation underwent pharmacological properties 
prediction. Toxtree was used to screened the 
carcinogenicity and mutagenicity. The toxic 
properties of the ligands were analyzed using Osiris 
DataWarrior and AdmetSAR. The health effects of 
the ligands on human organ were predicted using 
SWISSADME. 

 
RESULT AND DISCUSSIONS 

 
Preparation and Visualization of DNMT1 
 

DNMT1 is responsible for replicating the DNA 
methylation pattern during replication. DNMT1 has 
also been considered as an essential target for cancer 
therapy [16]. In this research, the 3D structures of 
DNMT1 were obtained from RCSB PDB. The water 
molecule and other unnecessary molecule were 
eliminated because solvation effect is not taken into 
account in the molecular docking simulation [17]. 
Hydrogen atoms were incorporated into the protein. 
The protein structures from RCSB PDB is generated 
from X-ray crystallography which commonly does 
not have a hydrogen atom because of the limited 
resolution of the instrumentation. The presence of 
complete atom on protein structures is essential 
because it will affect the molecular mechanics, 
dynamics, and electrostatic calculations involved in 
molecular docking simulation [17], [18]. The last step 
of protein preparation was energy minimization to 
generate zero gradients of all atoms; the lowest 
energy and the most stable condition that can be used 
to investigate the mechanism of a chemical or 
biological process [19]. PLIF method is employed to 
quantify and compare ligand-protein interactions. In 
this method, fingerprints are covered into a 
normalized quantitative score that expresses the 
similarity between the interaction profile of docking 
pose and that of a reference protein-ligand complex 
[20]. Furthermore, the pharmacophore was validated 
to assess its ability to distinguish active compounds 
that have potentially inhibit DNMT1 to the other [21]. 
In addition, the purpose of pharmacophore validation 
is to evaluate the quality of pharmacophore features 
that have been created. Standard ligands were utilized 
to perform the validation test. Visualization on the 

http://lmmd.ecust.edu.cn/admetsar1
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binding site of DNMT1 was done with ‘Surface 
Navigation and Maps’ tools in MOE 2014.09 (Fig. 1).  
 

 
 

Fig. 1. Binding site visualization of DNMT1 with 
pharmacophore, The green color is HydA, the pink 
color is Don&Acc, and the blue color is Acc. 

Preparation of Natural Product Fragments 
 

About 168,646 compounds of natural products 
were obtained from PubChem database. It was 
screened by RO3 which has parameters such as, 
molecular weight lower than 300 Da, LogP lower 
than 3.0, the number of hydrogen donor less than 3, 
and the number of hydrogen acceptor less than 3, 
which suitable for the screening of small compound 
for fragment development [15]. The natural products 
also screened based on the veber rule [22], rotatable 
bond no more than 3 and polar surface area (TPSA) 
lower than 60 Ǻ. Natural products which druglikeness 
lower than 0, and shows the toxicity potential such as 
mutagenic, tumorigenic, reproductive effective and 
irritant were also eliminated. From the initial 
screening, 2,601 compounds were saved in a .mdb 
format as the fragment for the next experiment.  
 
Analysis of Molecular Docking Simulation of 
DNMT1 Protein and Fragments 
 

Molecular docking simulation has become an 
essential tool in drug design and discovery to predict 
the conformation of small molecule ligands with 
compatible target binding site and define binding 
affinity of the ligand to form a stable complex 
structure [23], [24]. The selected fragments from the 
previous step were further screened molecular 
docking simulation. In the first molecular docking 
simulation, only 543 compounds bind to the 
pharmacophore point in the binding pocket. Then, the 
second molecular docking simulation produced only 
282 compounds that bind to the pharmacophore point. 
Only 77 compounds fulfilled the RMSD lower than 
2.0. The ∆Gbinding, the number of a hydrogen bond 
between the ligand and the protein, and the position 

of the fragment in the binding site were determined to 
choose the best fragments (Table 1). 
 
Preparation of Natural Product Ligands  
 

The fragment merging was performed by 
deploying MOE 2014.09. The fragments were 
connected to the part of the lead compound (SAH) by 
building a bond and replace the overlap part. New 
ligands were generated based on Lipinski's Rule of 
Five (RO5) and Veber rule). Molecular weight lower 
than 500 Da, TPSA lower than 140, and logP between 
-0.5 and 5.6, number of hydrogen donor no more than 
5, and number of hydrogen acceptor no more than 10 
[25]. The produced ligands must undergo the ADME-
TOX screening following druglikeness, and toxicity 
prediction test (carcinogenic, mutagenic, irritant, and 
reproductive effect risks). A total of 9 ligands 
generated from this process. The best ligands through 
this process were shown in Fig. 2. 

 

 
               (A)                                   (B) 

 
 
 
 
 
 

(C) 

 

Fig. 2. The Selected Fragments and the merging 
position (A) MAHI1. (B) MAHI2. (C) MAHI3. The 
red color is the part of lead compounds, and the black 
color is the fragment. 

Analysis of Molecular Docking Simulation of 
DNMT1 Protein and The Ligands 
 

Nine ligands and standards underwent molecular 
docking simulation using MOE 2014.09. ‘Rigid 
Receptor’ protocol was used for first and second 
simulation with the retain of 1 and 30 repetitions, 
respectively. In the first step, only 7 ligands bind to 
the site and have RMSD value lower than 2.0. Only 
six ligands have potential properties such as ∆Gbinding 
lower than standard. The six ligands were docked 
with ‘Induced Fit’ protocol, and retain the value of 
100. The most potential ligands were obtained by 
examining the molecular interaction of the ligands 
with the binding pocket of DNMT1. The result of the 
best three ligands along with the standards from 
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flexible molecular docking simulation is shown in 
Table 2. 

Table 1. List of the best natural product fragments 
 

No Compound Name logP TPSA Weight H-
Acc 

H-
Don 

1 2-hydroxy-1-methoxy-5,6,6a,7-tetrahydro-4H-
dibenzo[de,g]guinolin-6-ium 

2.69 46.07 268.34 3 2 

2 2-(3-hydroxyphenyl)-4-propylmorpholin-4-um -0.25 33.90 222.31 3 2 
3 2-(3-hydroxyphenyl)-5-methyl-4-propylmorpholin-4-ium 0.08 33.90 236.33 3 2 
4 (Z)-1-((1-hydroxy-2-

methylbutylidene)amino)octahydropyrrolizin-4-ium 
-0.47 37.03 211.33 3 2 

5 1-(hydroxymethyl)octahydropyrrolizin-4-ium 1.26 40.46 299.44 3 3 
6 (E)-1,3-bis(2-hydroxyphenyl)prop-2-en-1-one 2.61 57.53 240.26 3 2 
7 (E)-1-(2-hydroxyphenyl)-3-phenylprop-2-en-1-one 2.96 37.30 224.26 2 1 

 
Table 2. The ∆Gbinding, RMSD value, and molecular properties of ligands 

 
Ligand ∆Gbinding RMSD logP TPSA Weight H-Acc H-Don 

MAHI1 -12.6301 0.4025 -0.49 132.98 457.55 10 4 
MAHI2 -12.7872 1.6431 0.57 130.31 490.63 9 5 
MAHI3 -11.6353 1.0117 -0.46 112.15 428.54 9 3 
SAM* -11.2605 1.3306 -3.94 187.08 399.45 11 4 
SAH* -11.2323 1.8644 -3.73 212.38 384.47 11 4 
SFG* -10.9262 1.6747 -3.96 214.72 382.40 12 5 

 Note: *Standard Ligand 

 
 
Fig. 3. Interaction of SAMI1 ligand with Amino acid 
residue (A) in 3D and (B) in 2D visualization 
 

As the best ligand, MAHI1 has the lower ∆Gbinding 
value than standards and have bound on the best 
position in the binding site. As shown in Fig. 3, 
MAHI1 has 20 interaction with the amino acids 

residue in the binding site. Seven hydrogen bonds are 
binding the ligands in the pocket binding such as 
Asp1190, Cys1191, Gly1223, Phe1145, Asn 1578, 
and Glu1168. 
 
Analysis of Molecular Docking Simulation of 
DNMT1 Protein and The Ligands 
 

The ADME-Tox analysis of the best ligands that 
have been obtained from the molecular docking 
simulation was performed by employing admeSAR 
[26], and SwissADME [27] software. Determining 
the pharmacological properties is essential because 
not all of the best ligands may be ready to prepare as 
drug candidates due to its toxicity and low ADME 
properties that may reduce the efficiency of the 
ligands to served as a drug in the human body. The 
result of the ADME-Tox analysis using admeSAR 
and SwissADME is shown in Table 3. The 
gastrointestinal (GI) absorption and Cytochrome 
P450 (CYP) inhibitors parameters were analyzed 
using SwissADME software, and the subcellular 
localization, organic cation transporter, AMES 
toxicity, carcinogens, and biodegradation parameters 
were checked using the admetSAR software. Two of 
the best ligands had subcellular localization in 
lysosome and one of these in the nucleus. The 
ADME-Tox properties should be same for all of the 
best ligands. Besides, standard ligands have several 
bad ADME-Tox properties. For example, SFG has 
low GI absorption compared to other ligands. 
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The druglikeness and the medicinal chemistry 
properties of the best and standard ligands were 
obtained by using SwissAdme software. The 
druglikeness based on Veber’s and Egan’s rule was 
determined, and the bioavailability value was 
obtained. Furthermore, the PAINS (Pan-assay 
interference compounds), Brenk, and synthetic 
accessibility value were also predicted. The result is 
shown in Table 4. Based on this test, all of the best 
ligands have good druglikeness according to both 
Veber’s and Egan’s Rule. All of ligands shown the 

same bioavailability value (0.55). According to the 
result of analysis from SwissADME software, the 
bioavailability of all the best ligands was at similar 
level. The synthetic accessibility score of the ligands 
was relatively the same as well, varying such as  4.82 
(MAHI1). Furthermore, MAHI1 and MAHI3 were 
not determined to have any Brenk fragments. 
However, some of the best ligands were obtained to 
have one molecular fragment that contains PAINS 
property. In addition, MAHI1 were not predicted to 
have PAINS property. 

Table 3. ADME-Tox prediction using admetSAR and SwissADME software 
 

Ligand GI 
Absorption 

Subcellular 
Localization CYP Inhibitor 

Organic Cation 
Transporter 
(SLC22A2) 

AMES toxicity Carcinogens Biodegrad
ation 

MAHI1 High Lysosome None Non-inhibitor No No No 
MAHI2 High Lysosome None Non-inhibitor No No No 
MAHI3 High Nucleus None Non-inhibitor No No No 
SAM* High Nucleus None Non-inhibitor No No No 
SAH* High Nucleus None Non-inhibitor No No No 
SFG* Low Nucleus None Non-inhibitor No No No 

 
Table 4. The druglikeness and medicinal chemistry properties of selected and standards compounds using 
SwissADME software 

 

Ligand 

Druglikeness Medicinal Chemistry 

Veber Egan Bioavailability 
score PAINS Brenk Synthetic 

accessibility 

MAHI1 Yes Yes 0.55 0 alert 0 alert 4.82 
MAHI2 Yes Yes 0.55 1 alert 0 alert 5.13 
MAHI3 Yes Yes 0.55 0 alert 1 alert 5.05 
SAM* No No 0.55 1 alert 1 alert 4.94 
SAH* No No 0.55 0 alert 0 alert 4.69 
SFG* No No 0.55 0 alert 0 alert 4.78 

 Note: *Standard Ligand 
 
CONCLUSION 

 
MAHI1, MAHI2, and MAHI3 have lower 

∆Gbinding energy and better interaction with DNMT1. 
After all process, the selected ligands MAHI1 shows 
the best conformation and interaction in the binding 
site of DNMT1 and have better ADME-Tox 
properties than all the ligands. The result indicates 
that fragment-based drug design can be an essential 
method to discovered in developing a new drug for 
inhibiting the DNMT1. Finally, our result must be 
examined through in vitro and in vivo methods to 
determine its potential in the biological condition. 
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ABSTRACT 

Most plasma nitriding of titanium was successfully carried out at the temperature higher than 500 ºC. A lower 

temperature process is needed to save energy.  The experiment was carried out by varying the substrate temperature 

from 350 to 450 ºC. The plasma was generated in a vacuum chamber by a 2 MHz RF power supply. A gas mixture 

of nitrogen and hydrogen was introduced into the chamber resulted in a significantly effective nitriding of the 

titanium. The plasma was intensified to a higher density by utilizing a combination of DC bias technique and a 

hollow cathode.  At the optimum mixture of 80% N2 and 20% H2, by the pressure of 35 Pa, a four-hour nitriding 

resulted in 20 µm nitrided layer. The hardness of the treated surface was varied between 550 and 1990 HV 

depending on the process temperature. XRD measurements showed that the nitriding leads to the formation of 

Ti2N and TiN precipitates. Expansion of the original hcp-structured lattices was also noticed. The hardening was 

a result of a lattice straining induced by the precipitates and also a possible small percentage of nitrogen solid-

solution. 

Keywords: Plasma nitriding, High density plasma, Low temperature, Titanium, Hardening 

INTRODUCTION 

Titanium has been tremendously the interest in 

many fields of applications, such as aerospace [1], 

automobile industries [2], home appliances, and 

medical implants [3]. The metal is lightweight and yet 

performs high mechanical performances. It has high 

stability at high temperature and high corrosion 

resistance. Alloying the titanium with other metals 

such as aluminum, vanadium and molybdenum 

produces a wider range of application [4]. 

However, the drawback of the utilization of the 

titanium is due to its poor tribological properties, i.e., 

low surface hardness, low wear resistance and high 

friction coefficient. It is important to enhance the 

tribological properties so that even wider utilization 

is possible in the future. The enhancement should also 

consider the durability and usage life especially when 

frictions cannot be avoided [5]. 

There have been many efforts to enhance the 

tribological properties of pure titanium by surface 

modifications such as nitriding process. It is well 

known that he nitriding process can increase the 

surface hardness and hence the wear resistance of 

metals [6]. From the history of titanium nitriding, it 

has been learned that the metal can be hardened 

effectively by incorporating the nitrogen into the hcp 

structured or the α-phase. A number of methods and 

techniques have been proposed such as a gas nitriding 

by a nitrogen thermo-diffusional treatment [7] or 

depositing a layer of nitride by physical vapor 

deposition (PVD) [8].  

Recently, a plasma nitriding is utilized to modify 

the titanium’s surface. It is a common nitriding 

method which has been established for metals [9]. 

The method has proven itself to be efficient due to its 

shorter process time and reduction of gas usage.  In 

addition, it is an environmentally friendly process 

[10]. Other advantages of the plasma nitriding come 

from its flexibility for selective nitriding and high 

possibility to be implemented in industrial scale. 

A study of the plasma nitriding for a titanium 

alloy Ti6Al4V, show that the process carried out at a 

temperature of 1000 ºC for 10 hours was able to 

increase the hardness up to 1365 HV [11]. Another 

researcher successfully hardened a Ti5Al4V2Mo 

titanium alloy by plasma nitriding at 1173 K for 4 

hours. The surface hardness was 1.7 times higher than 

the original hardness. The thickness of the nitrided 

layer was 30 µm containing nitride precipitates [12]. 

Researchers found that the increase of the surface 

hardness in the plasma nitriding was caused by the 

increase of nitrogen concentration in the surface and 

subsurface in the form of a solid solution and TiN 

[13]. Despite the many advantages of the plasma 

nitriding technique, the high temperature thermo-

chemical process for titanium may cause degradation 

of fatigue strength and a detrimental of 

microstructural changes in titanium substrates [14]. 

Further advancements of the technique should be 

undertaken to reduce the holding temperature during 

the process which can minimize the degradation of 

the fatigue strength and the microstructural 

deterioration. The low temperature process is also 

desirable for reducing the usage of energy.  

This work was focused on the plasma treatment of 

pure titanium to gain fundamental knowledge of an 
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alternative high density plasma utilized for surface 

hardening. Other researchers reported that at a 

relatively low holding temperature of 500 ºC, the 

hardening was controlled by the nitrogen solid 

solution. On the other hand, at higher  holding 

temperature the hardening was also affected by the 

formation of TiN and Ti2N precipitates [15]. The 

application of the alternative high density plasma was 

intended to compensate the lower holding 

temperature. A combination of a DC bias voltage and 

a hollow cathode was employed to produce the high 

density nitrogen plasma. Other than the combination, 

the previous study has shown that incorporation of a 

small amount of hydrogen in the nitrogen plasma 

produced active nitrogen species in the plasma which 

resulted in highly effective nitriding [16]. The amount 

of the hydrogen inclusion was determined by means 

of optical emission spectroscopy (OES) and 

Langmuir impedance measurement.  It was found that 

the appropriate concentration of the hydrogen to be 

around 17%. The ratio resulted in nitrogen plasma 

containing a large density of N2*, N2
+ and NH 

complexes behaving as positively charged species. 

The species are chemically active and  are able to 

produce a high concentration of high energy atomic 

nitrogen which diffuses into the metal uniformly via 

complex surface reactions. 

EXPERIMENTS 

A high density nitrogen plasma reactor was 

utilized to achieve the successful low temperature 

nitriding. The reactor consists of a vacuum chamber, 

an RF generator a high voltage DC generator. The 

nitrogen plasma was generated by applying the RF 

generator on the two floating electrodes (anodes) in 

the chamber. The base frequency of the RF was 2 

MHz. The reflected power was minimized by an 

electronic matching system shifting the frequency 

around the base.  A high DC voltage was applied to a 

cathode to accelerate ions toward it. The application 

of the DC bias increased the density of the plasma in 

the cathode area [6].  Further enhancement of the 

plasma density was achieved by setting up a hollow 

rectangular metal tube on the cathode. Due to the 

electrical connection, the tube functioned as a hollow 

cathode. The cathode assembly was equipped with a 

controlled heater providing a constant temperature. 

The system is described in Figure 1. 

Samples for this study was obtained from a 1 mm 

thick pure titanium (Industrial Grade I) sheet which 

was cut into 20 x 20 mm rectangular pieces.  A 

cleaning procedure was applied including alkaline 

degreasing and ultrasonic cleaning. After a drying 

process, the sample was immediately loaded into the 

plasma reactor by placing it in the hollow cathode as 

seen in Figure 1. 

Fig. 1 A schematic representation of the hollow 

cathode plasma nitriding system. 

After the loading procedure, the chamber was 

pumped down to 0.5 Pa to evacuate the air. The heater 

was then turned on to increase the substrate 

temperature to the process temperature, i.e., 350, 375, 

400, 425 or 450 ºC. Before the main plasma treatment 

process, the samples underwent a pre-treatment for 1 

hour. The pre-treatment process was carried out by 

applying a 100% nitrogen plasma at the process 

temperature and at the chamber pressure of 70 Pa. 

The RF and DC bias voltage during the pre-treatment 

process was 250 and 500 volts respectively. The main 

plasma nitriding treatment was carried out 

immediately at a lower pressure of 35 Pa with a 

mixture of 80% N2 and 20% H2 for 4 hours. The RF 

and DC bias voltage during the main process was 250 

and 600 volts respectively. 

Surface hardness characterization of the 

specimens was carried out using a Vickers micro-

hardness testing system (Akashi MVK-H1). The 

measurement was taken at five different points on 

every specimen with the applied load of 1N or 100 

gfs. Cross-sectional hardness measurements were 

conducted to obtain a hardness depth profile 

characteristic of the specimens. The measurements 

were taken at points having the distance of 10, 20, 30, 

40, 50 and 60 µm  from the surface. Accompanying 

the depth profiling measurement, cross-sectional 

micrograph observations were conducted by using a 

scanning electron microscope (JEOL JSM-7100 F). 

An X-ray diffractometer (XRD, Rigaku 

SmartLab) was utilized to identify the 

crystallographic phases of the specimens. The 

observation was carried out under a monochromated 

Cu Kα radiation with λ = 1.54598 Å at a range of 

diffraction angle of 30 to 90 degrees with a step angle 

of 0.010 degrees.  
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RESULTS AND DISCUSSIONS 

The high density nitrogen plasma treatment by 

the application of a combination of DC bias voltage 

and a hollow cathode resulted in an effective 

hardening of pure titanium. The original hardness of 

the titanium was 319.4 HV. Depending on the sample 

temperature during the plasma treatment, the surface 

hardness was increased up to 1989 HV (at 450 ºC). 

Measurement of the hardness on the cross-sectional 

surface revealed the depth hardness profile due to the 

plasma treatment as shown in Figure 2. 

Fig. 2 Hardness depth profile of pure titanium 

specimens treated with the high density plasma at various 

temperature for 4 hours. 

It can be seen from the Figure 2, the hardness 

profile shows preservation of a relatively high 

hardness to the deep and abruptly decrease at around 

20 µm depth.  The SEM micrographic observation 

confirmed that the profile is related to the nitrogen 

distribution in the nitriding area. Figure 3 shows a 

relational illustration of the SEM micrograph and the 

hardness depth profile measurement. 

Fig. 3 SEM micrograph observation related to the 

hardness depth profile of pure titanium specimen treated 

with the high density plasma at a temperature of 400 ºC for 

4 hours. 

The SEM image shows a whitish area indicated 

the existence of a nitrided layer reaching the depth of 

23 µm. The thicker layer was observed on the 

specimen treated at higher holding temperature. 

Further study was carried out by examining the 

change of the titanium phase before and after the 

treatment by means of XRD measurements as shown 

in Figure 4.   

Fig. 4 X-ray diffractogram of untreated and plasma 

treated specimens.   

Pure titanium used in this work  has an ideally 

hexagonal close packed (hcp) structure. This 

untreated α-titanium can be confirmed by the peaks 

shown in Figure 4 which match the database for the 

pure titanium (α-Ti). In the plasma treated specimens, 

some of these line peaks are shifted to the lower 

angles. The shift of the peak indicates the occurrence 

of lattice straining of the α-Ti due to the interstitial 

nitrogen resulted in α’(N)-Ti. The expansion can be 

observed from the shift of peak at 40.5 degree toward 

39.5  degree. The peak is assigned to [101̅1] plane as 

seen in Figure 5.  

Fig. 5 Illustration of: (a) the [101̅1] plane in the hcp 

structure; and (b) interstitial nitrogen residing at the 
octahedral vacancy site. 

Interstitial 

Nitrogen 

(a) (b) 
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The solid solution interstitial nitrogen can reside 

at either octahedral or tetrahedral site in the hcp 

structure. However, the expansion of the  [101̅1] 
plane indicated that the interstitial nitrogen prefers the 

octahedral vacancy sites (Figure 5). The radius of 

nitrogen solute or rN is 0.92 Å, while the size  of the 

octahedral rO and tetrahedral rT vacancy sites are  = 

0.6 Å and 0.33 Å respectively. The relative available 

space size of the vacancy and the replacement solute 

size determine the possibility of site occupation for 

the solute to vacancy [17]. Generally, the wider size 

of octahedral vacancy site is preferable for the 

nitrogen solute occupation in the localization process. 

Since the rN > rO , the occupation of the nitrogen is 

accompanied with lattice expansions, especially in 

the c-axis. 

 Other than the shift, new peaks were observed in 

the diffractogram of the treated specimens. The peaks 

are related to the phase of TiN and Ti2N. The peak at 

37.15 and 43.4 degree are related to the TiN 

diffraction plane, while the Ti2N phase was indicated 

by the peaks at 51.3 degree and 40.3 which overlap 

with the previous  [101̅1]  plane reflection. The 

previous study suggested a possibility of the 

occurrence of a phase transformation from α-Ti to -

Ti which was indicated by the peak at 37.15 degree 

[18]. However, the transformation should include the 

-Ti which was not observed in the diffractogram. 

This is due to the plasma treatment process was 

conducted far below the  to  transformation 

temperature, i.e., 1156 K (883ºC) [15]. The effect of 

the holding temperature during the plasma nitriding 

on the lattice straining is summarized in Table 1.  

Table 1 The effect of holding temperature during 

plasma nitriding process on lattice straining 

Nitriding 

Temp. (C) 

α-Ti phase Lattice 

Straining 

(%) 

a 

(Å) 

c 

(Å) 
c/a 

Unprocessed 2.9421 4.6703 1.5874 - 

350 2.9642 4.8669 1.6419 4.21 

375 2.9658 4.8681 1.6414 4.24 

400 2.9658 4.8694 1.6419 4.26 

425 2.9658 4.8707 1.6423 4.29 

450 2.9658 4.8719 1.6427 4.32 

It can be seen from the table, the plasma nitriding 

treatment resulted in lattice strains. However, the 

expansion was anisotropic since the crystalline strains 

in the c-axis is larger than those in the a-axis. The 

straining in the a-axis was not changed at the 

temperature above 375 ºC. On the other hand, the 

straining in the c-axis continues to grow with the 

increase of the holding temperature. The relation 

between the lattice straining in c-axis and the 

hardening as a function of the holding temperature is 

shown in Figure 6.  

Fig. 6 Illustration of: (a) the [101̅1] plane in the hcp 

structure; and (b) interstitial nitrogen residing at the 

octahedral vacancy site. 

The hardening was evidently controlled by the 

lattice straining. In this low temperature process, the 

nitrogen diffuse into the α-Ti matrix forming fine 

precipitation of TiN and Ti2N and also the interstitial 

solid solution, i.e., α’(N)-Ti. The combination of the 

three phases was varied with the change of the 

holding temperature. In the high temperature 

nitriding, the hardening was strongly controlled by 

both the precipitation reaction and also the  to  

phase transformation [11], [14].  Closely observation 

on the peak at 43.4 degree for the [200] plane of the 

TiN and 61.5 degree for the  [112̅0] plane of the 

α’(N)-Ti in Figure 4 reveals that the increase of the 

increase of the holding temperature decrease the TiN 

population. At the same time, the intensity of the 

α’(N)-Ti was increased. This indicates that the 

formation of the solid solution phase was related to 

nitrogen super-saturation state in the hcp structure. 

The hardening of the pure titanium by means of the 

low temperature nitriding is strongly affected by the 

presence of the interstitial nitrogen in the hcp 

structure.  

CONCLUSION 

The high density plasma nitriding using a 

mixture of 80% nitrogen and 20% has effectively 

hardened the pure titanium at low temperature. The 

nitrogen diffused deep into the  α-Ti matrix forming 

TiN, Ti2N and α’(N)-Ti phases. A nitrided layer with 

the thickness of 30 µm was obtained with the holding 

temperature of 425 ºC resulted in surface hardness of 

1696 HV. The hardness of the surface reached 1989 

HV after the nitriding with the temperature of 450 ºC. 

The nitrided layer was anisotropically strained in 

the c-axis. The lattice straining which was noticeably 

increased with the increase of the increase of the 
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α’(N)-Ti phases. The nitrogen solid solution resides 

at the octahedral vacancy sites. Although the high 

hardness is usually attributed to fine precipitation of 

Ti2N and TiN, evidently the existence of nitrogen 

super-saturation in the α-Ti lattices greatly affect the 

hardness.   

Further study of the diffusion and the formation 

of phases related to the high density nitrogen plasma 

will open new possibilities in hardening titanium and 

its alloy efficiently.   
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ABSTRACT 

 
Nitrogen plasma treatment was successfully performed to modify polystyrene surfaces from hydrophobic into 

hydrophilic. The objective of the work was to achieve better wettability of the polystyrene surfaces. Various 
surface characters of the polystyrene were obtained by synthesising the polystyrene layer from different molecular 
weight (Mw) solution using a spin coating method.  The solution prepared for the coating procedure was made by 
dissolving monomers which have Mw of 35,000 g/mol, 192,000 g/mol, and 280,000 g/mol into toluene solvent at 
the concentration of 6%. The polystyrene surfaces then treated by means of the nitrogen plasma using a 2MHz 
plasma generator with the power of 40 watts and the gas flow of 20 ml/minutes for 2 minutes. The optical emission 
spectroscopy (OES) provided the measurement of plasma species and the calculated electron temperature (Te) and 
electron density (𝑛𝑛𝑒𝑒). The species N2

+ ion was identified from the intensity emission of OES. The existence of the 
N2

+ ion and corresponding to the condition of Te and ne in the plasma plays a key role in the polystyrene’s surface 
changes as found in the polystyrene surface after plasma treatment. After plasma treatment, nitrile functional group 
(C≡N) was found in the polystyrene surface which is indicated by the FTIR fingerprint of the nitrile functional 
group at the vibration peak of 2300-2400 cm-1. The existence of the C≡N represent the surface changed from 
hydrophobic to hydrophilic. This result was in agreement with a lower contact angle of the polystyrene surface.  

 
 

Keywords: Nitrogen Plasma, N2
+ ion, OES, nitrile and polystyrene 

 
 
INTRODUCTION 

Plasma-based approach has gained considerable 
popularity for modifying interfacial polymers to 
enhance bondings with subsequent molecular 
immobilization layer designed to contact with 
specific biological responses [1]. This is because the 
plasma has the ability to change physical and 
chemical properties of surfaces without affecting bulk 
properties [2] . In addition, this method also requires 
a shorter treatment time compared to other surface 
modification methods. When the plasma is exposed 
to polymer surfaces, formation of new functional 
group, graft polymerization, coating, and molecular 
crosslink is occurred [2]. In general, modification 
using plasma will increase the surface energy and 
cause the surface of the polymer increasingly 
hydrophilic [3]. Modification of polymers using a 
plasma nitrogen can also cause the formation of polar 
groups such as amine, imine, amide, and nitrile on the 
polymer surface [4]. The presence of such functional 
groups is due to the chemical interactions between the 
plasma species (ions, electrons, neutrals, and radicals) 
with the polymer chains.  

Optical Emission Spectroscopy (OES) in UV-vis 
regions is a method that can be used to diagnose 
plasma as non-invasive and in situ method. Since 
most of the plasma is generated in a vacuum chamber, 
the OES system measure the emission via an optical 
fiber attached to the chamber. These emissions are the 
result of the particle de-excitation [5]. It provides 
valuable information such as electron temperature, 
ion density, and electron density. Where the data are 
presented in the form of line-ratio. That is, each line 
spectrum shows an optical transition between two 
levels of quantum energy [6]. 

Polymeric materials are widely used in many 
applications due to their mechanical properties 
(including flexibility) of thermal conductivity, 
transparency, chemical inertia, etc. However, some 
applications require certain surface properties 
(wettability, adhesion, biocompatibility), which can 
be achieved by plasma treatment [7, 8]. Polystyrene 
(PS) is one of the most widely used materials for 
applications included in sensor development. The 
polystyrene can be used as itself and also combined 
with other materials. One of the objectives of the 
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polystyrene modification in the sensor world is to 
achieve better adsorption of biomolecules on the 
surface. In the present paper, OES was used to 
diagnose and determine the state of the nitrogen 
plasma i.e., plasma species, electron temperature Te  
and electron density 𝑛𝑛𝑒𝑒 during the plasma treatment 
process. This characterization is important to control 
the nitrogen plasma processing on polystyrene′s 
surface. The relationship between the species plasma, 
Te and 𝑛𝑛𝑒𝑒 with the surface wettability and functional 
polar group is discussed.  

 
 

EXPERIMENTAL DETAILS  
 
Samples in this work were a layer of polystyrene 

thin film deposited on a QCM surface. The raw 
materials were polystyrene granules with various 
molecular weight of 35,000 g.mol-1, 192,000 g.mol-1, 
and 280,000 g.mol-1. The granules of each Mw were 
dissolved in toluene solvent to make of 6% solution 
of the polymer. The polystyrene solution was 
deposited on the QCM surface with spin coating 
technique with a rotational speed of 3000 rpm and a 
deposition time of 60 seconds.  

Modification polystyrene surface was performed 
using a 2 MHz plasma generator at 40 watt RF power, 
40 Pa pressure, 20 ml / min gas flow rate and 
treatment time for 2 min. During the plasma treatment 
process, the plasma spectrum was characterized by 
Optical Emission Spectroscopy (AURORA-4000). 
The experimental set-up for identifiying the plasma 
species is shown in Fig. 1. An optical sensor was 
fixed to the chamber window and connected to an 
optical spectrometer. The active plasma species then 
analyzed using a computer controlled system with 
software spectral analysis which appear the graph 
between wavelength (λ) vs. the intensity. The 
measurable wavelength detected in the spectrometer 
is from 200 nm to 1000 nm.  Then the emission 
spectra was performed with NIST's Atomic Database 
to determine species plasma, the electron 
Temperature (Te) and electron density (𝑛𝑛𝑒𝑒).  

 

 
Fig. 1 Scheme of the optical emission spectroscopy 
for measurement of species in the plasma process 

 
In this work, the NII was selected for the 

estimation of the temperature electron. Based on the 
experimental results the NII was found at the spectral 

line at wavelength of 387.8 nm, 424.1 nm, and 467.4 
nm. The relative intensity for selected spectral line of 
the NII was used to calculate temperature electron by 
using Boltzmann’s equation: 

𝐥𝐥𝐥𝐥
𝑰𝑰𝝀𝝀
𝒈𝒈𝒈𝒈

=𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪 −  
𝑬𝑬𝒊𝒊
𝒌𝒌𝒌𝒌

             (1) 

 
I = observed emission intensity 
𝝀𝝀 = wavelength of the emission line 
𝑔𝑔 = statistical weight  
𝒈𝒈 = transition probability for spontaneous emission 
Ei = excitation energy 
K = Boltzmann constant 
T = temperature 

 
Te is calculated from the slope of the straight line 
(− 𝟏𝟏

𝒌𝒌𝒌𝒌
) fitted to a plot of the left-hand side of equation 

(1) against Ei.  
The calculated electron density was determined 

by from spectral line broadening by the Stark-effect 
[9, 10].  This method was selected due to the appeared 
relative emission intensities only singly ionized 
species. The Stark broadening can be deduced and the 
FWHM of Stark broadening is related to the electron 
density by the following equation: 

∆𝜆𝜆1/2 = 2𝜔𝜔 �
𝑛𝑛𝑒𝑒

1016
�                 (2) 

𝑛𝑛𝑒𝑒 = �
∆𝜆𝜆1/21016

2𝜔𝜔
�                 (3) 

𝑛𝑛𝑒𝑒 ≥ 1,6 𝑥𝑥 1016𝑇𝑇1/2(∆𝐸𝐸)3                 (4) 

𝑛𝑛𝑒𝑒 = electron density in m-3 
∆𝜆𝜆 = full-width at half-maximum (FWHM) in nm 
∆𝑬𝑬 = energy of the emitting level 
  
The contact angle was measured using the contact 

angle [11]. Measurement and the polar functional 
groups are observed with Fourier Transfrom Infrared 
(FTIR) before and after treated by nitrogen plasma. 

 
RESULTS AND DISCUSSION 

In nitrogen plasma, the active species that interact 
with polystyrene surfaces, electron temperature and 
electron density are observed with OES. Fig. 2 shows 
a typical emission spectrum of nitrogen plasma as 
function of wavelength and intensity obtained from 
Mw with 35,000 g/mol.  
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Fig. 2 Emission spectra of nitrogen plasma at Mw of 
35,000 g/mol 
 
As seen in Fig. 2, the main emitted species   are 
observed at the wavelength of 387.810 nm, 424.123 
nm and 467.7 nm. Based on the Atomic Database 
NIST spectrum, this main emission spectrum is NII 
which show ion 𝑵𝑵𝟐𝟐

+   [12]. The presence of 𝑵𝑵𝟐𝟐
+ 

species has a very important role in the polystyrene 
surface modification process.  
The 𝑵𝑵𝟐𝟐

+   ionic state is essentially produced the 
electron impact process [13], the reaction mechanism 
can be seen below: 
 
e + 𝑁𝑁2(X, 0) → e + e + 𝑁𝑁𝟐𝟐+ (B, ν′)                (5) 
 

As shown in Fig 3, the intensity of emission of N2
+ 

ions in a variation of Mw indicates a decreasing 
intensity change. This corresponds to the increasing 
number of N2

+ ions reacting with the C atom to form 
the C≡N group. The appearance of ion 𝑵𝑵𝟐𝟐

+  in the 
OES spectra is attributed to the observation with 
FTIR as shown in Fig. 4.  The FTIR spectra show the 
new peaks at the wavelength of 2300-2400 cm-1 after 
treated by plasma nitrogen. This peaks represent to 
the nitrile functional group (C≡N) which is the polar 
group. The presence of such polar groups indicates a 
thin layer of polystyrene having wettability due to 
changes in functional groups which make the 
polystyrene surface properties more reactive. The 
presence of a polar group indicates that the surface is 
hydrophilic as indicated by the low angle of contact 
as shown in Fig. 5. The contact angle reduced with 
the higher molecular weights after treated by plasma 
treatment. The higher the molecular weight the 
absorbance intensity of the C≡N increases.  

 
Fig 3. The OES intensity of emission spectral ion 

N2
+ in the polystyrene surfaces during plasma 

process with different Mw. 
 

 
Fig. 4 The FTIR nitrile spectra of the polystyrene 

surface treated by nitrogen plasma with 
different Mw. 

 
Fig. 5 Contact angle of the polystyrene surface before 

and after treated by nitrogen plasma varied 
with different Mw. 

 
Fig. 6 shows the plotted graphic between electron 

temperature (Te) and electron density (𝑪𝑪𝒆𝒆)  and 
various Mw. The electron temperature indicates the 
energetic electrons that initiate dissociations and 
ionizations. Plasmas with high electron temperatures 
(i.e., energies) give the ion 𝑵𝑵𝟐𝟐

+ bombard the surface 
of polystyrene and their energies are enough to break 
the C atom from polystyrene to form the C-N bond. 
The higher the Te, the more the ion bombardment 
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occurred and affected by the ionization process. The 
higher the ionization, the stronger the bond between 
N and C atom. The electron temperature is increased 
until Mw of 192,000 g/mol then slightly decreased at 
28,000 Mw. However, the FTIR absorption spectra 
show the increasing of the C≡N functional group. 
This phenomena cannot be described clearly due to 
complex plasma chemistry and will be investigated in 
the future. On the other hand, the electron density 
show decrease with the increasing Mw. This 
phenomenon due to the more the formation of C≡N 
bond results in the reduction of the species ion N2+ 
due to the N ion incorporate with C atom to form C-
N bond.  
 

 
Fig. 6 The relationship between electron temperature 

(Te) and electron density (𝑛𝑛𝑒𝑒)  for variation 
molecular weight. 

 
CONCLUSION 
 

The wettability of the polystyrene′s surface 
changes from hydrophobic to hydrophilic after 
treated in nitrogen plasma using 2 MHz RF generator. 
The results proved that the enhanced wettability due 
to reaction of the C≡N and the N2

+ ion detected with 
corresponding Te and 𝑪𝑪𝒆𝒆 of the plasma. The intensity 
of the N2

+ ion and electron density decrease with the 
increasing the Mw. However, the Te was slightly 
increase with the Mw then decreasing. This 
phenomenon cannot be described clearly due to the 
complex plasma chemistry and will be studied in the 
future. 
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ABSTRACT 

 
       The purpose of this research was to investigate the quality of ‘Namwa’ banana fruit grown in different soil 
quality places. The bananas were cultivated at Pathiu, Thasae and Muang districts, Chumphon province (Southern 
Thailand), where the pH an organic matter are 5.58 and  0.75%, 5.32 and  1.66%,  and 6.93 and 2.45%, respectively. 
Physicochemical quality attributes of the ripe banana (2 days after colour break) were determined. The results 
show that the banana grown in Pathiu had the highest fruit weight compared to the others. No significant difference 
in total acidity, total soluble solids contents, texture and peel colour of all bananas were found. Pulp yellowness 
of the banana grown in Muang was significantly higher than the bananas grown in Pathiu and Thasae (P < 0.05). 
The banana grown in Muang and Thasae had antioxidant activity being higher than the banana grown in Pathiu 
district. The highest total phenolic compounds and flavonoids contents were found in the banana grown in Muang 
followed by the banana grown in Thasae and Pathiu, respectively. In conclusion, the soil quality such as neutral 
pH and high organic matter content promotes high edible quality of ‘Namwa’ banana fruit. 

Keywords: ‘Namwa’ banana, soil quality, eating quality and bioactive compounds 
 
 
INTRODUCTION 

 
Banana is an important commercial tropical fruit 

belonging to the family Musaceae genus Musa. In 
Thailand, the most three banana cultivars grown for 
commercial are Hom Thong (Musa AAA group), 
‘Kluai Khai’ (Musa AA group) and ‘Kluai Nam Wa’ 
(Musa ABB group) [1]. Banana is an exotic fruit 
which commonly recognized having high nutrients 
including oligosaccharides, vitamins, potassium as 
well as a rich source of bioactive compounds such as 
antioxidants, phenolic and flavonoid compounds [2, 
3]. Many previous works had been reported the 
nutritional value of bananas which consisting of high 
valuable phytochemicals such as gallic acid, catechin, 
gallocatechin and naringenin [4]. Moreover, banana 
has been proven having free radical scavenging 
activity more than guava and rose apple [5]. 

‘Kluai Nam Wa’ banana (Musa ABB group) is 
one of the most popular commercial bananas in 
Thailand. The banana is mostly produced for 
domestic market which 70 % of this banana has been 
grown around Thailand [1]. It is commonly accepted 
that preharvest factors such as climate, season, the 
level of rainfall and soil quality affecting postharvest 
quality of fruits including bananas. Elgar et al. [6] 
Lentheric et al. [7] and Streif and Saquet [8] suggest 
that preharvest factors especially climate of season 
and soil characteristics influence on eating and 
nutritional qualities of fruit. Recently, the most 
researches of banana have been focused on Musa 

AAA or Musa AA which the research work of 
postharvest quality of Musa ABB is rare. Thus, we 
are interested to investigate the physicochemical 
quality of ‘Kluai Nam Wa’ banana grown in different 
areas in Chomphon province. The quality of ‘Kluai 
Nam Wa’ banana fruit grown in three districts of 
Chomphon province such as Muang, Thasae and 
Pathiu where having different soil quality were 
investigated. 
 
MATERIALS AND METHODS  
 
Raw Materials 
 

The soil quality of banana plantations of each 
district was also determined and the data of soil 
quality was shown in Table 1. 
 
Table 1 Soil quality of banana plantation at Pathiu, 

Thasae and Muang districts, Chumphon 
province, Southern Thailand. 

 
Soil compositions Banana plantation area 

Pathiu Thasae Muang 
pH 5.85 5.32 6.93 
Organic matters 

(%) 
0.75 1.66 2.45 

P (mg kg-1) 25.21 12.56 36.89 
K (mg kg-1) 35.93 62.05 33.84 
Ca (mg kg-1) 5002.27 642.73 109.56 
Mg (mg kg-1) 853.02 286.15 20.46 
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Colour Measurement 
 
Peel and pulp colour attributes were measured 

using a Chroma meter CR 400 (Minolta, Japan). 
Lightness (L*) and yellowness (b*) values of banana 
peel were observed and L*, b* and whiteness index 
(WI) values of banana pulp were monitored.  

 
Colour Measurement 
 

Peel and pulp colour attributes were measured 
using a Chroma meter CR 400 (Minolta, Japan). 
Lightness (L*) and yellowness (b*) values of banana 
peel were observed and L*, b* and whiteness index 
(WI) values of banana pulp were monitored.  

 
Texture, TSS and TA Measurements 
 

Texture of the banana fruit pulp was determined 
using cutting force. The whole peeled fruit was cut 
using shear blade prob at the middle part of the fruit 
by using a TA-Plus Texture Analyser (Lloyds, 
England). The maximum force of the measurement 
was recorded and the data was presented as N.  

TSS content was measured using a hand-held 
refractometer (ATAGO MNL-1125, Japan). The fruit 
pulp was squeezed using cloth sheet and the banana 
juice was used to determine TSS content and the data 
were expressed as º Brix.  

TA content was determined using the method of 
AOAC [9]. Five grams of banana pulp was 
homogenised with 10 mL of distilled water and then 
centrifuged at 6,000 rpm. Three mL of supernatant 
was titrated with 0.1 N NaOH until pH of the solution 
was 7.0 by using 1 % (w/v) of phenolphthalene as the 
indicator. TA was defined as the percentage of malic 
acid content. 

  
DPPH Free Radical Scavenging Activity and 
Bioactive Compounds Assays 
 

A 3 grams of banana pulp was homogenised with 
10 mL of absolute ethanol and then added the volume 
to 30 mL using distilled water. The mixture was 
vortexed for 5 min and then centrifuged at 6,000 rpm 
for 20 min. The supernatant was collected to 
determine DPPH free radical scavenging activity and 
bioactive compounds concentrations. DPPH free 
radical scavenging activity was determined following 
the method of Brand-William et al. [10]. The data 
were expressed as the percentage of DPPH free 
radical scavenging activity (%) per min.  

Total phenols and flavonoids concentrations were 
assayed using the method described by Slinkard and 
Singleton [11], Zhishen Mengcheng and Jianming 
[12] and the data were presented as mg gallic acid per 
kilogram fresh weight (mg kg-1) and mg catechin per 
kilogram fresh weight (mg kg-1), respectively. 

Statistical Analysis 
 

The data were statistically analysed using 
ANOVA and the means of each treatment was 
compared by Duncan’s New Multiple Rang Test 
(DMRT). The data were shown as the mean of ten 
replications and standard deviation. 

 
RESULTS AND DISCUSSIONS 
 
Colour Attributes 
 
     Table 2 show colour attributes of peel and pulp of 
‘Namwa’ banana fruit cultivated in three places 
having different soil quality. The results show that no 
significant differences in L* and b* values of the 
banana fruit peel grown in Pathiu, Thasae and Muang 
districts. Interestingly, we found that cultivation area 
where having different soil quality had influence on 
pulp colour of the ripe banana fruits. The yellowness 
of banana pulp fruits grown in Pathiu was higher than 
that of the fruit grown in Thasae and Muang as the b* 
value being higher than other samples. The WI of 
banana pulp grown in Muang seemed to be higher 
than other samples. However, no statistical 
differences in the WI values of all samples was 
observed. The L* value of pulp banana fruits 
cultivated from the three places was similar. 
Regarding to Table 1, the low organic matters and 
high Ca and Mg contents in soil might effect on the 
yellowness of banana pulp which the soil sampled 
from banana plantation at Pathiu contained markedly 
high Ca and Mg contents compare to the soil from 
Thasae and Muang. The lowest Ca and Mg contents 
were observed in the soil from Muang which WI of 
banana pulp from Muang was higher than that from 
Thasae and Pathiu, respectively. However, previous 
work reported that high Ca content in media caused 
the low carotenoids content of tomato fruit [13]. 
Whereas, magnesium application increased 
carotenoids content in apple fruit [14]. Thus, the high 
Mg content in soil might cause the high carotenoids 
content in banana pulp resulting the high pulp 
yellowness. 
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Table 2 Peel and pulp colour attributes of ripe 
‘Namwa’ banana fruit cultivated in Pathiu, 
Thasae and Muang Districts, Chumphon 
province, Southern Thailand. 

 

Area 
Peel colour Pulp colour 

L* b* L* b* WI 

Pathiu 72.91  45.83 84.32 21.50a  73.36  

Thasae 69.80  49.21  83.31 18.68b  74.89  

Muang  72.18 49.22  84.37 17.00b  76.91  

Data represent mean of 10 replications. Difference 
letter indicates statistically difference. 
 
Texture, TSS and TA 
 

Texture, TSS and TA values of ripe ‘Namwa’ 
banana fruits grown in the three districts were shown 
in Figure 1. Shear force of the banana fruit was 
identified as the fruit texture. The texture of the 
banana fruit from Pathiu was significantly higher than 
that of banana fruit from Thasae and Muang (P < 
0.05). The TSS and TA contents of banana fruits 
grown in the three districts did not different. We 
found that the texture of the banana fruit was 
associated with the Ca content in soil.  Soil sampled 
from Pathiu contained higher Ca than others which 
positively associated with the higher cutting force of 
the banana compared to other samples. The TSS 
content of all samples in this study was similar. This 
indicates that quality of soil from the three district has 
no influence on TSS content of the banana fruit. The 
TA of the fruits grown in Thasae trended to be higher 
than that of fruits grown in Pathiu and Muang. This 
might be related to the high potassium content of soil 
from Thasae which potassium content in soil and the 
acidity of the fruit are closely correlated [15, 16].  

 
Antioxidant Activity and Bioactive Compounds 

 
     Figure 2 shows antioxidant activity and certain 
bioactive compounds concentration such as total 
phenols and flavonoids of the “Namwa” banana 
fruits. The results show that DPPH free radical 
scavenging activity of the banana fruits grown in 
Pathiu and Thasae was slightly higher than that of the 
fruit grown in Muang. The banana fruits grown in 
Thasae had both phenols and flavonoids 
concentrations being significantly lower than the 
banana fruits grown in Pathiu and Muang (P < 0.05). 
     The banana fruit grown in Pathiu had total phenols 
and flavonoids concentrations being higher than the 
fruit grown in Muang and Thasae, consequently. 
Regarding to the soil quality as shown in Table 1, the 
high concentrations both total phenols and flavonoids 

content of banana fruit from Pathiu were related to the 
high Ca and Mg contents in soil. This recent work was 
agreed with the work of Awad and Jager [17] which 
suggested that Ca and Mg concentration in soil had 
positively correlation with the high content of 
flavonoids and phenolic compounds in the skin of 
apple fruits.   
 

 

Fig. 1  Texture (A), TSS (B) and TA (C) of ripe 
‘Namwa’ banana fruit cultivated in Pathiu, Thasae 
and Muang Districts, Chumphon province, Thailand. 
Error bar represent the mean ± standard deviation (n 
= 10). 
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Fig. 2  Free radical scavenging activity (A), total 
phenols content (B) and flavonoids content (C) of ripe 
‘Namwa’ banana fruit cultivated in Pathiu, Thasae 
and Muang Districts, Chumphon province, Thailand. 
Error bar represent the mean ± standard deviation (n 
= 10). 
 
 CONCLUSION 
 

Soil quality of difference plantation areas 
influence on eating quality of ‘Namwa’ banana fruits. 
The banana fruit grown in the soil containing high Mg 
(Pathiu) had higher pulp yellowness and lower WI 
compared to the fruit grown in soil containing low 
Mg, Thasae and Muang. The banana fruit grown in 
the soil containing high organic matter (Muang) had 
higher pulp WI compared to others. Ca content in soil 
might be positively related to the fruit texture and 
high acidity content in the banana might be related to 
the high K content in soil. High Ca and Mg contents 
in soil caused high total phenolic compounds and 
flavonoids contents of the banana fruits. These 
suggest that soil quality has influence on eating and 
nutritional qualities of ‘Namwa’ banana fruit. 
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SUMMARY 

The ban on the use of antibiotics in the feed of farm animals has promoted an active search for new 

substances with similar properties. Particular attention of researchers has been devoted to the search for these 

substances among medicinal plants. The effect of substances of vegetable origin, such as coumarin and coniferyl 

alcohol which both form part of oak bark, on the activity of acyl homoserine lactone (AHL) molecules has been 

investigated. Reporter luminescent test systems were used to quantify the stress effects using bioluminescent 

analysis. It was found that the absorption spectrum of coumarin is characterised by the presence of four peaks at 

205, 215, 275, 310 nm. The interaction with coniferyl alcohol was characterised by a shift in the absorption 

maxima (250 and 265 nm). The introduction of a molecule of AHL into the system led to the disappearance of 

the peak at 250 nm and a significant decrease in the absorption at 265 nm. The formation of a complex of 

ruminal fluid and coumarin led to a decrease in the expression efficiency of the sensory promoter luxI to a level 

of 476626 RLU using the same concentration of GSL (homoserine lactone). The combination of ruminal fluid 

and coniferyl alcohol led to a decrease in the quantum yield of the E. coli strain to the level of 345896 RLU 

following the use of GSL at a concentration of 10-4 M. The use of natural plant components (synthetic analogues) 

enhances the level of inhibition of quorum sensing (QS) system activity by the inactivation of regulatory 

molecules. 

Keywords: Coumarin, Coniferyl Alcohol, Quorum Sensing 

INTRODUCTION 

The ban on the use of antibiotics in the feed of 

farm animals has promoted an active search for new 

substances with similar properties. Particular 

attention has been given to the search for these 

substances among medicinal plants, which were 

previously used in the treatment of animal diseases. 

Therefore, substances from natural sources targeted 

at certain types of molecules have been extracted 

and found to be useful for preventing insulin 

resistance [1]. Methylated quercetin derivatives, 

which are usually found in fruits and vegetables, and 

which have antioxidant and anti-inflammatory 

properties (block the enzymes responsible for 

inflammation) [2] were identified. Other 

investigators [3] observed the inhibition of secretory 

phospholipase A 2 by bioactive molecules from the 

extract of Boerhaavia diffusa L both in vitro and in 

vivo. The possible application of polyphenolic 

extracts for plant protection is considered in view of 

the absence of any toxicity of these compounds. The 

inhibition of Pseudomonas savastanoi by 

polyphenolic extracts isolated from plant residues 

was registered [4]. Studies on the extraction, 

identification and evaluation of cytotoxicity of the 

new terpene saponin from Salicornia bigelovii Torr, 

a potential chemotherapy drug for cancer treatment 

[5], were conducted. It was noted that natural 

indoles inhibit the activation of T cells of the 

staphylococcal enterotoxin [6]. 

When assessing molecules of plant origin, it is 

necessary to take into account the species of plants. 

This establishes a 100-fold difference in toxicity 

between saponin-rich extracts of different plant 

species [7] and individual vegetative parts [8]. 

The safety of plant matter is also assessed using 

laboratory animals. Thus, it was established that 

extracts from tea flowers do not contain toxic 

substances, based on the assessment of 

mutagenicity, and acute and subchronic toxicity in 

rats [9]. A significant number of studies are being 

conducted to assess the toxicity of plant extracts and 

their anti-inflammatory properties, for example in 

Parinari kerstingii Engl [10], their toxicological 

effects [11], and the anti-tumour and cytotoxic 

activity of essential oils (Haplophyllum 

tuberculatum A. Juss) [12], as well as acute and 

subchronic studies of the toxicity of the aqueous 

extract of Desmodium adscendens (Sw) DC [13]. 

The subchronic toxicity, immunoregulation and 

anti-tumour effect of Nordamnacantal and 

anthraquinone, extracted from the stems of Morinda 

citrifolia L. [14], and the antifungal and cytotoxic 

activity of selected medicinal plants from Malaysia 

were detected [15]. 
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Substances with anti-quorum activity have been 

isolated from plant extracts, with Zingerone (ginger 

substance) not only having a marked effect on the 

production of quorum sensing signalling molecules 

by Pseudomonas aeruginosa clinical isolates, but 

also showing a significant effect on the activation of 

reporter QS strains [16]. 

In our studies, we used substances with 

confirmed antibacterial and QS activity that had 

been previously isolated from the extract of Quercus 

cortex [17]. 

The aim of the work was to estimate the toxicity 

of chemically synthesised small molecules isolated 

from the extract of Quercus cortex using strains of 

Escherichia coli JLD271 pAL103 bacteria as test 

objects, including against the background of cattle 

ruminal fluid. 

MATERIALS AND METHODS 

The bacterial strains of E. coli K12, transformed 

by plasmids with cross-linking receptor genes (rhlR, 

lasR from Pseudomonas aueruginosa and luxR 

Vibrio fisheri) and luminescence genes (luxCDABE) 

of Photorhabdus luminescens, as well as additional 

molecular factors such as aqueous oak extract 

containing coniferyl alcohol and coumarin (Fig. 1), 

which are part of the oak bark, were used; the ability 

to inhibit the production of violacecine from 

Chromobacterium violaceum was subsequently 

detected. 

Figure 1 – Structural formulas of coumarin (left) 

and coniferyl alcohol (right).  

Cultivation was performed on LB agar (Sigma, 

USA), with the addition of 10 μg/ml doxycycline for 

18 hours at 37°C. Then, cells were transferred to LB 

broth (Sigma, USA) and incubated for 90 minutes at 

37°C to reach the early exponential phase. 

The reporter luminescent test systems (E. coli K-

12 pAL103) were used as the material for the study, 

due to the possibility of the quantitative evaluation 

of stress effects using widely applied bioluminescent 

analysis. 

As objects of research we used: 

1. Autoinducers - N-(3-oxo)-hexanoyl-L-

homoserine lactone (oxo-C6-GSL) in the 

concentration range from 10-8 to 10-4 M. 

2. Bovine ruminal fluid, subjected to

centrifugation at 5000 rpm for 10 minutes. 

Equipment: luminometer LM-01T (Immunotech, 

Czech Republic), with the level of luminescence 

expressed in RLU (relative luminescent units); 

spectrophotometer Fluorat-02M "Panorama" 

(Lumex, Russia); multicentrifuge CM-6M. 

Statistical processing was performed using the 

program "Statistica 10 RU", calculating the average 

value (M), standard deviation (σ), and standard 

deviation error (m). The significance level was 

considered reliable at p <0.05. 

RESULTS 

At the first stage, the absorption spectra of N-(3-

oxo)-hexanoyl-L-homoserine lactone and plant 

molecule complexes were evaluated. The change in 

the absorption spectra of these compounds was 

studied in the range from 200 to 400 nm, with the 

most typical and widespread AHL of gram-negative 

bacteria: N-(3-oxo)-hexanoyl-L-homoserine lactone. 

The absorption spectrum of coumarin was found to 

be characterised by the presence of four peaks 

corresponding to 205 nm (I = 0.255), 215 nm (I = 

0.269), 275 nm (I = 0.211), and 310 nm (I = 0.112) 

(Table 1, Fig. 2). 

The results of interactions with coniferyl alcohol 

turned out to be somewhat different and were 

characterised by a shift in the absorption maxima 

(Table 2). 

It was found that the original substance has two 

significant approximate absorption maxima at 250 

nm and 265 nm, with an intensity of 1.389 and 1.293 

relative units, respectively. In addition, there are 

insignificant peaks at 205 nm, 220 nm and 230 nm 

(Fig. 3). 

However, the introduction of AHL molecules 

into the system led to the disappearance of the peak 

at 250 nm and a significant decrease in the 

absorption at 265 nm. In this case, the peculiarity of 

this interaction was the formation of a pronounced 

maximum at 220 nm with an absorbance value of 

0.853 relative units, which exceeds the initial level 

by 66%. As a result, the curve acquired qualitatively 

different characteristics compared to the original 

version. 

In the second stage, studies were performed on 

ruminal tissue with natural and chemically 

synthesised inhibitors added, including the aqueous 

extract of oak and solutions of coumarin and 

coniferyl alcohol. In this case, N-(3-oxo)-hexanoyl-

L-homoserine lactone (oxo-C6-GSL) was used as an 

autoinducer in the concentration range from 10-8 to 

10-4 M. 
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Table 1. The absorption intensity of coumarin and its complex with N-(3-oxo)-hexanoyl-L-homoserine 

lactone (oxo-C6-HSL). 

Name Maxima of the absorption curve 

205 nm 215 nm 275 nm 310 nm 

Coumarin 0.255 0.269 0.211 0.112 

Coumarin + oxo-C6-HSL 0.106 0.134 0.100 0.069 

Character of change -58% -50% -53% -38% 

Figure 2 – Absorption spectrum of coumarin (1), N-(3-oxo)-hexanoyl-L-homoserine lactone (3) and their 

complex in the aqueous medium (2). 

Table 2. Intensity of absorption of coniferyl alcohol and its complex with N- (3-oxo)-hexanoyl-L-homoserine 

lactone (oxo-C6-GSL). 

Name Maxima of the absorption curve 

205 nm 220 nm 230 nm 250 nm 265 nm 

Coniferyl alcohol 0.442 0.513 0.584 1.389 1.293 

Coniferyl alcohol + oxo-С6-

HSL 

0.430 0.853 0.719 0.568 0.862 

Decrease percentage -3% +66% +23% -59% -33% 
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Figure 3 – Absorption of coniferyl alcohol (1), N-(3-oxo)-hexanoyl-L-homoserine lactone (3) and their 

complex in aqueous medium (2). 

Figure 4 – Enhancement of inhibition activity of N-(3-oxo)-hexanoyl-L-homoserine lactone molecules by 

ruminal fluid (black figures) in combination with coumarin (A) and coniferyl alcohol (B) (white figures). 

In this context, a sample of ruminal tissue diluted 

to 12.5% served as a control group, and the level of 

luminescence of E. coli JLD271 pAL103 was 

676031 ± 10521 RLU at an autoinducer 

concentration of 10-4 M (Fig. 4). 

The formation of a complex of ruminal fluid and 

coumarin led to a decrease in expression of the luxI 

sensory promoter to a level of 476626 ± 13791 RLU 

using the same concentration of oxo-C6-GSL, 

indicating an additional 29% of signalling 

molecules. Likewise, lower concentrations reduced 

the luminescence level to 241603 ± 7791 RLU at 10-

5 M and to 39960 ± 2791 RLU at 10-6 M, which is an 
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additional inhibition of 29% and 55% of the 

molecules, respectively (Fig. 4A). 

The creation of a similar system representing the 

combination of ruminal tissue and coniferyl alcohol 

also led to a decrease in the quantum yield of the E. 

coli strain JLD271 pAL103 to a level of 345896 ± 

11669 RLU using oxo-C6-GSL at a concentration of 

10-4 M, indicating the decrease of an additional 48% 

of signalling molecules. Likewise, lower 

concentrations reduced the luminescence level to 

187329 ± 5238 RLU at 10-5 M and to 42525 ± 1988 

RLU at 10-6 M, which is an additional inhibition of 

45% and 52% of the molecules, respectively (Fig. 

4B). 

On the other hand, the formation of a mixture of 

ruminal tissue and oak bark extract, representing a 

whole set of different molecules, demonstrated an 

even more pronounced change in anti-quorum 

activity (Figure 5). 

Figure 5 – Increased activity inhibition of N-(3-

oxo)-hexanoyl-L-homoserine lactone with ruminal 

fluid (black figures) in combination with an extract 

of the oak bark (white figures). 

Therefore, the effect of inhibition is increased by 

61% in the maximum concentration of oxo-C6-HSL, 

corresponding to a level of 259479 ± 854 RLU, 

which is 57% of that at 10-6 M. 

DISCUSSION 

Because the feed substrate of cattle is formed 

from plant material, its composition or individual 

components can influence the signal molecules or 

receptor proteins of representatives of the microbial 

community. Therefore, to study the effect of plant 

extracts directly on ruminal tissue, it may be relevant 

to undertake investigations into the intercellular 

communication between bacteria in the rumen. At 

the same time, scientists have revealed a new class 

of substances in plant extracts that can effectively 

prevent the development of infectious and 

inflammatory processes in animal bodies due to 

suppression of the system of intercellular 

communication in bacteria. 

In the first stage, the absorption spectra of N-(3-

oxo)-hexanoyl-L-homoserine lactone and plant 

molecule complexes were evaluated. The formation 

of mixtures of coumarin and AHL did not lead to 

qualitative changes in the absorption spectrum, but 

resulted in a decrease in amplitude instead. This is 

due to the formation of aggregates that increase the 

area to more than that of 340 nm and reduce the 

concentration of coumarin in the system by about 

half of the initial amount. 

The results of the interaction with coniferyl 

alcohol turned out to be somewhat different, 

apparently due to covalent interactions, which leads 

to the formation of new types of compounds with 

different characteristics; in the context of our work, 

it potentially leads to the inactivation of mechanisms 

of intercellular communication using acyl 

derivatives of homoserine lactone. 

In the second stage, studies on ruminal tissue 

were performed with natural and chemically 

synthesised inhibitors added, including the aqueous 

extract of oak and solutions of coumarin and 

coniferyl alcohol. The formation of a complex of 

ruminal fluid with coumarin and coniferyl alcohol 

resulted in a decrease in the expression of the 

sensory promoter and a decrease in the quantum 

yield of E. coli strain JLD271 pAL103. This can 

probably be explained by the dose-dependent 

inhibition of luminescence, as shown by the results 

of previous studies [18] on the assessment of 

toxicity degree in cattle ruminal fluid, using 

indicator luminescent strains designed on the basis 

of E. coli. 

Inhibition can be associated with an ambiguous 

action of the molecules. Therefore, an earlier 

toxicity assessment (in vitro) of Quercus cortex 

inhibitory molecules showed that coumarin did not 

affect the luminescence kinetics of the E. coli strain 

MG1655 pXen7 [19], which is different from the 

results of the E. coli strain JLD271 pAL103. At the 

same time, it exerted a toxic effect on Stylonychia 

mytilus, 24 hours before the triplicate dilution (0.1-

0.025). 

The EC50 values for coniferyl alcohol with 

respect to E. coli strain MG1655 pXen7 were 0.54 

mg/ml [19]; a similar inhibition of luminescence was 

confirmed in this study. 

In view of the limited information on the effect 

of coumarin on microorganisms living in the 

gastrointestinal tract of animals, an analysis of its 

possible complex effect on the body was carried out. 

For example, coumarins in Hydrangea paniculata 
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caused the inhibition of caspase splitting, the 

infiltration of neutrophils and macrophages in the 

tissues of kidneys and the production of cytokines 

and chemokines, and could be metabolised into two 

biologically active compounds, umbelliferone and 

esculetin [20,21]. Thus, the probability of the 

interaction of coumarin with biologically active 

substances present in the composition of ruminal 

tissue is high, which can lead to the formation of 

new compounds. 

It should also be taken into account that 

coumarin can exert a selective effect on certain 

microorganisms. Thus, coumarin derivatives were 

assessed as potential inhibitors of the production of 

the virulent factor of the Pseudomonas aeruginosa 

pyocyanin; the results show that coumarin 

derivatives suppress the growth of P. aeruginosa 

[22,23]. 

The presence of a quorum inhibitory effect can 

be considered here as a possible mechanism of 

action, as confirmed earlier [17]; this is from the 

coumarin extracted from oak bark. 

This was also confirmed in recent studies 

comparing seven structurally related coumarins and 

inhibition of the quorum sensitivity of Pseudomonas 

aeruginosa and Chromobacterium violaceum 

[23,24]. 

As for coniferyl alcohol, its effect on 

gastrointestinal tract microorganisms is unknown, 

while at the same time there is evidence that it 

reduces the growth of Nicotiana cells at high 

concentrations [25]; it is also metabolised by BY-2 

cells into several compounds as proposed earlier. 

CONCLUSION 

The data obtained made it possible to state that 

the use of natural plant components and their 

synthetic analogues increases the inhibition level of 

Quorum Sensing activity by inactivating regulatory 

molecules. In the future, this will make it possible to 

determine the nature of diet and the type of feed 

substrates used, as well as additives which act as 

additional factors in regulation of the activity of 

biochemical communication channels in the ruminal 

microbial community of ruminant animals. 
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ABSTRACT 

The Gulf of Thailand and neighbor area was studied using the Regional Oceanic Model System (ROMS). The 

horizontal resolution and vertical levels were 10 km × 10 km and 40 layers respectively. The domain situated 

between longitudes 95o E to 109o E and latitudes 0o N to 17o N. The initial and boundary conditions was used in 

this study that includes potential temperature, salinity, u-component of current, v-component of current and sea 

surface height relative to geoid from NCEP-CFSV2 data. The simulation dates were the end of month of May, 

June and July. Discussion from the literature review is found that the Sea Surface Temperature (SST) is a very 

important factor in the ocean and coupled atmosphere-ocean interaction. In this study used Generic Length Scale 

(GLS) vertical mixing method to simulate SST. The results from the model simulation are compared with spatial 

pattern with grids global observation data from the Optimum Interpolation Sea Surface Temperature (OISST) 

observation data. Overall the ROMS model can capture trend of SST pattern similarly OISST observation 

especially June 30 and July 31, 2018. In future work will simulate monthly mean SST from ROMS model and will 

compare with OISST monthly observation data in spatial pattern and statistical. 

Keywords: The Gulf of Thailand, ROMS, GLS, and OISST 

INTRODUCTION 

The Gulf of Thailand is located in Southeast Asia 

immediately to the west of the South China Sea. The 

Gulf is a semi-enclosed sea that measures 

approximately 400 km by 800 km, covering an area 

of about 320,000 square kilometers. The Gulf of 

Thailand is the main factor agriculture, fishing, 

industrial, oil and etc. in Thailand. The location is 

between Latitude at 6oN to 14oN and Longitudes at 

99oE to 105oE. It is surrounded by the Kingdom of 

Cambodia, Malaysia, the Kingdom of Thailand and 

the Socialist Republic of Vietnam. Over the Sunda 

Shelf, which is a submerged connection between 

Southeast Asia, Malaysia, Sumatra, Java and Borneo 

[1]. 

Since a study about SST over the Gulf of Thailand 

didn't receive a lot of attention studies emphasizing 

on oceanic model. 

From [2] were used the coupled model to simulate 

rainfall over Thailand. The SST parameter was main 

to exchange between atmospheric and Oceanic in 

coupled model for simulating rainfall. But in this 

study was used ROMS ideal case simulation to 

simulate SST in oceanic model. So the rainfall 

simulation can be less accuracy SST than ROMS real 

time simulation. So, this study was simulated the 

ROMS real time over the Gulf of Thailand for 

checking performance of SST from ROMS model. 

Because a good simulation and forecasting SST 

are main factor for improving the rainfall from 

coupled model over Thailand. Then a good rainfall 

simulation that can manage and decrease the risk 

from natural disasters.  

In this study, to use the ROMS model simulating 

SST pattern over The Gulf of Thailand and neighbor 

area. The vertical mixing scheme was used in this 

research that was Generic Length Scale (GLS). The 

dates of simulation was on May 31, June 30, and July 

31, 2018. The results were basic spatial pattern 

comparing with gridded data from NOAA OISST 

observation data. 

2. METHODOLOGY

2.1 MODEL DESCRIPTION 

2.1.1 The Regional Oceanic Model System 

(ROMS) 

 The Regional Oceanic Model System (ROMS) is 

a member of a general class of three-dimensional, 

free-surface, terrain-following numerical models that 

solve the Reynolds-averaged Navier-Stokes 

equations using the hydrostatic and Boussinesq 
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assumptions. The governing equations in Cartesian 

coordinates can be written: 

The momentum balance in the x   and y 

directions are: 
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with the continuity equation: 
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and temperature and salinity given by: 
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An equation of state is also required 
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The variables are shown in Table 1. An over bar 

represents a time average and a prime represents a 

fluctuation about the mean. These equations are 

closed by parameterizing the Reynolds stresses and 

turbulent tracer fluxes as: 
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Equation (1) and (2) express the momentum 

balance in the x   and y  directions, respectively. 

In the Boussinesq approximation, density variations 

are neglected in the momentum equations except for 

their contribution to the buoyancy force in the vertical 

momentum equation (3). Under the hydrostatic 

approximation, it is further assumed that the vertical 

pressure gradient balances the buoyancy force. 

Equation (4) expresses the continuity equation for an 

incompressible fluid. The time evolution of 

temperature and salinity are governed by the 

advective-diffusive equation (5 and 6). For the 

moment, the effects of forcing and horizontal 

dissipation will be represented by the schematic terms 

F and D , respectively. 

Table 1. The variables used in the description of the 

ocean model 

Variable Description 

, , ,u v T SD D D D Diffusive terms 

, , ,u v T SF F F F Forcing terms 

 ,f x y Coriolis parameter 

g Acceleration of gravity 

 ,h x y Bottom depth 

,v v  
Molecular viscosity and 

diffusivity 

, ,m T SK K K  
Vertical eddy viscosity and 

diffusivity 

P Total pressure 
0P gz 

 , , ,x y z t

Dynamic pressure 

0

P


   
 

 

 0 , , ,x y z t  Total in situ density 

 , , ,S x y z t Salinity 

t Time 

 , , ,T x y z t Potential temperature 

, ,u v w  
The  , ,x y z  components of

vector velocity v
,x y  Horizontal coordinates 

z Vertical coordinate 

 , ,x y t The surface elevation 

2.2 Vertical Mixing Parameterizations 

2.2.1 Generic Length Scale 

A generic two-equation turbulence closure 

scheme [3] which can be tuned to be have similarly 

several of the traditional schemes, including that 

Generic Length Scale (GLS) vertical mixing scheme 

and was introduced to ROMS in [4]. The first of 

Warner et al. (2005)'s [4] equations is define
20.5k q . Their dissipation is given by 

 
3 /

0 3/2 / 1/
p n

m n nc k 


   

where   is a generic parameter that is used to 

establish the turbulence length scale. The equation for 

  is: 

 1 3 2s b wall

D
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Dt z z k


  


  
    
  

Coefficients 1c  and 2c  are chosen to be consistent 

with observations of decaying homogeneous, 

isotropic turbulence. The parameter 3c  has differing 

values for stable  3c
and unstable  3c

stratification. Also 



SEE - Nagoya, Japan, Nov.12-14, 2018 

178 

 0
p

m mc k l  ,  
3

0 3/ 2 1l c k    

2.3 Initial condition, boundary condition and data 

observations 

The initial condition and boundary condition were 

used the National Centers for Environmental 

Prediction Climate Forecast System Version 2 

(NCEP-CFSV2). The data is 6 hourly atmospheric, 

oceanic and land surface reanalysis products and 

forecast. In this study, five parameters was included 

potential temperature, salinity, U-component of 

current, V-component of current and sea surface 

height relative to geoid to use initial and boundary 

condition in ROMS model [5]. 

The observation data was used the OISST version 

2 AVHRR SST. This data is cover global observation 

data and developed by National Oceanic and 

Atmospheric Administration (NOAA) from United 

State of America. This data is an analysis constructed 

by combining observations from different platforms 

(satellites, ships, buoys) on a regular global grid [6]. 

2.4 Domain description and Experiments design 

The domain experiment is cover on the Gulf 

Thailand and neighbor area. The domain situated 

between longitudes 95o E to 109o E and latitudes 0o N 

to 17o N (Fig 1). The horizontal and vertical level in 

this study that were 10 km ×10 km and 40 layers 

respectively. 

Fig. 1 The domain was used in this study. 

In this study, the experiments design was included 

three cases simulation. The first of simulation was on 

May 31, 2018. The second of simulation was on June 

30, 2018. The last simulation was on July 31, 2018. 

Table 2 was shown about summary of methodology 

part in this study. 

Table 2. Summary method used in this study. 

Parameters Detail 

Model 
The Regional Oceanic 

Model System (ROMS) 

Vertical Mixing 

Parameterizations 

Generic Length Scale 

(GLS) 

Initial and 

Boundary Condition 

The National Centers for 

Environmental Prediction 

Climate Forecast System 

Version 2 (NCEP-CFSV2) 

Observation 

Data 
OISST version 2 

Parameter from 

Initial and 

Boundary Condition 

- Potential temperature 

- Salinity 

- U-component of Current 

- V-component of Current 

- Sea Surface Height 

relative to geoid 

Domain 

Longitudes 95o E to 109o E 

and  

Latitudes 0o N to 17o N 

Horizontal Grids 10 km×10 km 

Vertical Levels 40 layers 

Date of Simulation 

- May 31, 2018 

- June 30, 2018 

- July 31, 2018 

RESULTS AND DISCUSSION 

Fig 2 shows the Sea Surface Temperature from 

the NOAA OISST version 2 and ROMS on May 31, 

2018. 

The OISST observation data show the SST 

pattern (in the rage of 28.2 oC to 28.4 oC) almost over 

Andaman Ocean. But the SST pattern with high 

temperature (more than 29.4 oC) almost over nearly 

Malay Peninsula, eastern Indonesia Peninsula, Gulf 

of Thailand nearly Cambodia, Prachuap Khiri Khan 

province and lower southern Thailand, as shown in 

Fig 2(a).  

The ROMS model show the SST pattern (in the 

rage of 28.2 oC to 28.4 oC) almost over Andaman 

Ocean similarly OISST observation data. But the SST 

pattern with high temperature (more than 29.4 oC) 

almost over nearly Malay Peninsula, western and 

eastern Indonesia Peninsula, Gulf of Thailand nearly 

Cambodia, eastern and lower southern Thailand, as 

shown in Fig 2(b).  

Fig 3 shows the Sea Surface Temperature from 

the NOAA OISST version 2 and ROMS on June 30, 

2018. 

The OISST observation and ROMS model show 

similar the SST pattern (in the rage of 28.2 oC to 28.4 
oC) almost over Andaman Ocean. In case temperature 

more than 29.4 oC OISST observation and ROMS 

model can capture SST pattern over Malay Peninsula 

and Indonesia Peninsula. Over eastern Malay 

Peninsula ROMS model and capture temperature 

over 28.8 oC similarly OISST observation. 
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(a) (b) 

Fig. 2 Spatial SST (Degree Celsius) pattern on May 31, 2017: a) OISST observation and b) ROMS model.  

(a) (b) 

Fig. 3 Spatial SST (Degree Celsius) pattern on June 30, 2017: a) OISST observation and b) ROMS model.  
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Fig 4 shows the Sea Surface Temperature from the 

NOAA OISST version 2 and ROMS on July 31, 2018. 

The OISST observation and ROMS model show 

similar the SST pattern (in the rage of 28.2 oC) almost 

over Andaman Ocean. In case temperature more than 

29.4 oC OISST observation and ROMS model can 

capture SST pattern over Malay Peninsula and 

Indonesia Peninsula.

(a) (b) 

Fig. 4 Spatial SST (Degree Celsius) pattern on July 31, 2017: a) OISST observation and b) ROMS model. 

CONCLUSION 

In this study, to use the ROMS mode simulation 

performance SST on 3 cases that included May 31, 

June 30 and July 31, 2018 over the Gulf of Thailand 

and neighbor area. Overall the ROMS model can 

capture trend of SST pattern similarly OISST 

observation especially June 30 and July 31, 2018. In 

Future work will simulate monthly mean SST from 

ROMS model and will compare with OISST monthly 

observation data in spatial pattern and statistical. 
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ABSTRACT 
 
Chia (Salvia hispanica L.), a species of seeds with high essential fatty acid and nutraceutical content has 

encouraged increased crop production worldwide. Keeping value-added products into consideration, four 
experiments were conducted with the CRD method. In the first experiment, seed preparation was done by soaking 
the seeds in water, followed by being sown in the media.  In the first treatment, T1, seeds were sown without 
soaking. In T2, seeds were sown after being soaked for 6 hours at room temperature and for 12 hours, in T3. In 
T4, after being soaked at 70-80°C, the seeds were allowed to cool down at room temperature for 6 hours and for 
12 hours in T5, before sowing. According to the results, T4 treatment produced the highest germination percentage, 
microgreen height, and fresh weight. In the second experiment, seeds were sowed in 5 different seeding media for 
7 days. The mix of coconut coir with sand and rice husk ash (1:1:1) produced the highest percentage of 
germination, microgreen height, and fresh weight. The third experiment was conducted to study the best seed 
sowing rate amongst 56, 93, 130, 167 and 204 g/m2. The results showed that the seed sowing rate of 204 g/m2 gave 
the highest fresh weight. The fourth experiment was to study the effect of harvesting period, by focusing on the 
harvesting periods of 5, 6, 7, 8 and 9 days, after sowing. The results showed that the period of 6-9 days after sowing 
gave the highest fresh weight. 
 
Keywords: Chia, Microgreens, Seed Preparation, Sowing Media, Harvesting Period  
 
 
INTRODUCTION 

 
 Today, more attention is given to a healthy 
nutrition to prevent certain diseases [1]. As public 
health awareness is increasing day by day, throughout 
the world, the demand for functional food with 
multiple health benefits is also increasing. 
 Microgreens are considered “functional foods” 
which are food products that possess particular health 
promoting or disease preventing properties, above 
their normal nutritional values [2]. These are also 
classified as a good source of minerals in the human 
diet [3]. 
 Microgreens are a new class of edible vegetables, 
a very specific type which includes seedlings of 
edible vegetables, herbs or other plants [3]. The 
commonly cultivated microgreens are spinach, 
mustard, buckwheat, arugula, bull’s blood beet, 
celery, cilantro, amaranth, golden pea, basil, spinach, 
mizuna, peppercress, popcorn shoots, red mustard, 
red beet, red cabbage, red orach, sorrel, red sorrel, 
wasabi, cabbage, broccoli, radish, lettuce. The size of 
these greens is between 3 and 10 cm in height which 
usually occurs within 7–14 days after germination, 
depending on the plant species. Over the past few 
years, microgreens have gained increasing popularity 
as new culinary ingredients due to their wide range of 
intense flavors, attractive colors, and tender texture. 

Microgreens can be served in salads, soups, 
sandwiches and main dishes [3], [4], [5].   
 Chia (Salvia hispanica L.) is an annual plant 
belonging to the Lamiaceae family, native to Mexico 
and Guatemala [6]. Recently, chia seeds have become 
important for human health and nutrition because it 
has a high content of ω-3 fatty acids and high 
antioxidant properties that promote beneficial health 
effects [7]. It is considered as a Dietetic Nutritional 
Supplement by the Food and Drug Administration 
(FDA) [8]. Chia is now widely cultivated, its 
cultivation is not only limited to America but is also 
extended to other areas such as Australia and 
Southeast Asia [9]. 

The objectives of this work are to study the effects 
of seed preparation, sowing media, seed sowing rate 
and harvesting period of chia microgreen for use as 
information and guidelines for the production of Chia 
microgreen. 
 
MATERIALS AND METHODS 

 
 In these experiments, we only used Chia seeds 
that were free from any defect and physical damage. 
They were obtained from a commercial microgreens 
seed source (Jamthong Farmshop, Thailand). 
 

https://www.sciencedirect.com/topics/chemistry/crystalline-texture
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Experiment 1: To study the effect of seed 
preparation and soaking treatments on the 
production of Chia microgreens.   
 

Chia seed preparation for germination was done 
by soaking the seeds, followed by them being sown 
in media. In the first treatment, seeds were sown 
without being soaked. In the second and third 
treatment, seeds were soaked in water at 70-80°C and 
then allowed to cool down at room temperature 6 
hours and 12 hours, respectively, before it’s sown in 
media. They were sown in a plastic basket (20 cm × 
27 cm) containing coconut coir mixed with sand and 
rice husk ash (1:1:1) which was sprayed twice a day 
with the same amount of water.  
 Four replicates were used per treatment in the 
experiment. Chia microgreens were randomly 
selected from each replicate to measure the 
germination percentage, microgreen height and fresh 
weight per 100 microgreens after sowing for 7 days. 

 
Experiment 2: To study the effect of sowing media 
on the growth of Chia microgreens. 
 

Chia seeds were soaked in water at 70-80°C and 
then allowed to cool down at room temperature for 12 
hours before it’s sown in media. Seeds were sown in 
a plastic basket (20 cm × 27 cm) with five medias; 
coconut coir, rice husk ash, sand, coconut peat mixed 
with rice husk ash (1:1) and coconut peat mixed with 
sand and rice husk ash (1:1:1) which is sprayed twice 
a day with the same amount of water.  

Four replicates per treatment were used in the 
experiment. Chia microgreens were randomly 
selected from each replicate to measure the 
germination percentage, microgreen height and fresh 
weight per 100 microgreens after sowing for 7 days.  
 
Experiment 3: To study the effect of seed sowing 
rate on the growth of Chia microgreens. 
 

Chia seeds were sown at the seeding rate of 56, 
93, 130, 167 and 204 g/m2. Soaked in water initially 
at 70-80°C and then allowed to cool down at room 
temperature for 12 hours, before it’s sown in media. 
Seeds were sowed in a plastic basket (20 cm×27 cm) 
containing coconut peat mixed with sand and rice 
husk ash (1:1:1) and which is sprayed twice a day 
with the same amount of water.  

Four replicates per treatment were used in the 
experiment. Chia microgreens were randomly 
selected from each replicate to measure the 
germination percentage, microgreen height and fresh 
weight per 100 microgreens after sowing for 7 days.  
 
Experiment 4: To study the effect of harvesting 
period on the production of Chia microgreens  

 Chia seeds were soaked in water for 12 hours at 
room temperature and then sown in a plastic basket 
(20 cm × 27 cm) containing coconut coir mixed with 
sand and rice husk ash (1:1:1) which was sprayed 
twice a day with the same amount of water. In this 
experiment, to study the harvesting period, by 
focusing on the harvesting periods at 5, 6, 7, 8 and 9 
days after sowing. 

Four replicates per treatment were used in the 
experiment. Chia microgreens were randomly 
selected from each replicate to measure microgreen 
height and fresh weight per 100 microgreens. 

The experiment was completely randomized by 
design (CRD). All data were analyzed using the 
repeated measurement of the ANOVA procedure. 
Means were separated by Duncan’s New Multiple 
Range Test (DMRT). 
 
RESULTS AND DISCUSSION 
 
Experiment 1: To study the effect of seed 
preparation by soaking treatments on the 
production of Chia microgreens.   
 

This was to study the influence of soaking 
treatments on growth characteristics of Chia 
microgreens after it’s grown for 7 days. The results 
showed that different soaking treatments had 
significantly different effects on the germination 
percentage, microgreen height and fresh weight of 
Chia seeds. The germination percentage of soaking 
the seeds at different water temperature and duration 
of soaking ranged from 96-98%. Seeds that were 
soaked initially at 70-80°C and then allowed to cool 
down at room temperature for 12 hours had the 
highest microgreen height (7.25 cm) and fresh weight 
(1.63 g/100 microgreens) (Table 1). 
 The germination percentage in Chia seeds that 
were soaked was higher than in the seeds that weren’t 
soaked (Table 1) agreed with published results for 
table beet [10], carrot, snap bean, bell pepper [11], 
beet and chard [12]. Khan Abawi and Maguire [10] 
found that washing the seeds for 8 or 24 hours in 
running water improved table beet germination, and 
the subsequent osmotic priming led to further 
improvement. 
 Many species germinate easily and grow 
promptly while others are slow and may require pre-
sowing treatments to improve, standardize and 
shorten the production cycle. Seed preparation used 
to advance the early stages of germination range from 
simple water soaking to physiological treatments, 
such as matrix priming and seed pre-germination. The 
substances inhibitory to germination are removed 
during seed washing [12], [13].   
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Experiment 2: To study the effect of sowing media 
on the growth of Chia microgreens. 
 
 The influence of seeding media on growth 
characteristics of Chia microgreens after grown for 7 
days. The result showed that Chia seeding media were 
significantly different in germination percentage, 
microgreen height, and fresh weight. Seeds were 
sown in coconut coir and coconut coir mixed with 
sand and rice husk ash (1:1:1) provided the highest 
germination percentage range from 96-98%. 
Especially, seeds that were sown in coconut coir with 
sand and rice husk ash (1:1:1) provided the highest 
microgreen height (7.02 cm) and fresh weight (1.12 
g/100 microgreens) (Table 2).   
 Muchjajib Muchjajib Suknikom and Butsai [14], 
Di Gioia De Bellis Mininni Santamaria and Serio [15] 
had documented the same result on a comparison of 
alternative media to provide maximum yield. Natural 
fiber-based media have also been developed and 
currently commercialized for microgreens. Low-cost 
alternatives of natural and renewable origin (e.g. 
cellulose pulp, cotton, jute, kenaf and sunn hemp 
fibers) and mixtures of materials combining desirable 
properties constitute potential as growing media for 
microgreens [15]. 
 
Experiment 3: To study the effect of seed sowing 
rate on the growth of Chia microgreen. 
 

The result of the effect of seed sowing rate on the 
growth of Chia microgreens after grown for 7 days, 
presented that there was no significant difference 
(P≤0.05) in the microgreen height. While fresh 
weight showed statistically different in seed sowing 
rate. Chia seeds with sowing rate of 204 g/m2 had the 
highest fresh weight (1.83 g/100 microgreens) (Table 
3). On arugula and table beet, Murphy and Pill [16] 
and Murphy Llort and Pill [17] observed a linear 
increase in fresh yield per unit area by increasing 
sowing rate. Increasing sowing rate to maximize yield 
will reflect on the cost of production, while excessive 
stand density may produce undesirably elongated 
shoots and limited air circulation, conducive to the 
development of fungal diseases. Optimal sowing rate 
is crop-specific, based on average seed weight, 
germinability and desired shoot population density, 
ranging from 1 seed/cm2 in large-seeded species such 
as pea, chickpea, and sunflower, up to 4 seeds/cm2 in 
small-seeded species like arugula, watercress, 
mustard [18]. 
 
Experiment 4: To study the effect of harvesting 
period on the growth of Chia microgreens. 
  
 The effect of different harvesting period on the 
growth of Chia microgreens at 5, 6, 7, 8 and 9 days 

after sowing. Results showed significant differences 
in microgreen height and fresh weight.  

The results showed that the seeds harvested after 
9 days of sowing provided the best results of the 
highest microgreen height (7.5 cm) whereas the seeds 
harvested after 6 - 9 days of sowing gave the highest 
fresh weight (1.43-1.45 g/100 microgreens) (Table 4). 
This crop has a quick production cycle (one to three 
weeks) and occupies very little space in production. 
However, to shorten the production cycle and thus to 
reduce the production cost is one of the major goals 
of the current production [19], [20]. So, the best 
harvesting period of Chia microgreen is harvesting 
after 6 days of sowing. 

This study, in agreement with the published 
results for lettuce [21] found that young lettuce 
seedlings, 7 days after germination, had the highest 
fresh weight and total phenolic concentration and 
antioxidant capacity in comparison to the older 
seedling. Unlike the result of Murphy Llort and Pill 
[17] found that at 15 days after planting table beet 
gave the highest shoot fresh weight.  

Microgreens are edible greens having two or more 
developed cotyledonary leaves. Harvesting of 
microgreens at the right stage is one of the most 
important production strategies. They are harvested at 
7-14 days after germination with short crop cycle and 
usually with the average height of 2.5-7.6 centimeters, 
depending on the species [2], [3], [17]. 
 
CONCLUSION 
 

Study of the effect of seed preparation, sowing 
media, seed sowing rate and harvesting period of Chia 
microgreen can be concluded as follows:  

Chia seeds that were soaked initially at 70-80°C 
and then allowed to cool down at room temperature 
for 12 hours had the highest germination percentage 
(98%) microgreen height (7.25 cm) and fresh weight 
(1.63 g/100 microgreens).  

Chia seeds sown in coconut coir with sand and 
rice husk ash (1:1:1) provided the best results of 
highest germination percentage (98%), microgreen 
height (7.02 cm) and fresh weight (1.12 g/100 
microgreens). 

Chia seeds sown at the rate of 204 g/m2 provided 
the highest fresh weight (1.83 g/100 microgreens). 

The harvest of 6 days after sowing gave highest 
fresh weight (1.45 g/100 microgreens). 
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Table 3   Effect of seed sowing rate on microgreen 
height and fresh weight per 100 microgreens of Chia 
seeds. 
**Significantly different at P<0.01, ns = not 

significantly different. Means within the same 
column with the different letters are significantly 
different from DMRT at P<0.05.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 4   Effect of harvesting period on microgreen 
height and fresh weight per 100 microgreens of Chia 
seeds. 
**Significantly different at P<0.01. Means within the 

same column with the different letters are 
significantly different from DMRT at P<0.05.  
 
 

seed sowing rate 
g/m2 

microgreen 
height 
(cm) 

fresh weight 
per 100 

microgreens 
(g) 

56 7.62 1.63 c 
93 7.51 1.63 c 

130 7.36 1.65 c 
167 7.34 1.70 b 
204 7.23 1.83 a 

F-test ns ** 
CV (%) 9.89 1.98 

harvesting period 
(days after sowing) 

microgreen 
height 
(cm) 

fresh weight per 
100 

microgreens 
(g) 

5 3.62 e 0.78 b 
6 4.56 d 1.45 a 
7 5.38 c 1.42 a 
8 7.22 b 1.43 a 
9 7.57 a 1.43 a 

F-test ** ** 
CV (%) 9.23 10.58 

Table 1   Effect of soaking treatments on the germination percentage, microgreen height and fresh weight per 
100 microgreens of Chia seeds after sowing for 7 days.    
 
soaking treatments germination 

percentage 
(%) 

microgreen height 
(cm) 

fresh weight per 
100 microgreens 

(g) 
without soaking 92 b 5.97 d 0.83 d 
6 hours at room temperature 96 a 6.30 c 1.15 c 
12 hours at room temperature 97 a 6.75 b 1.12 c 
initial temperature at 70-80°C until  
cool down at room temperature for 6 hours 

96 a 6.50 b 1.43 b 

initial temperature at 70-80°C until  
cool down at room temperature for 12 hours 

98 a 7.25 a 1.63 a 

F-test * ** ** 
CV (%) 2.38 7.12 22.09 

**Significantly different at P<0.01, *significantly different at P<0.05.  Means within the same column with 
the different letters are significantly different to DMRT at P<0.05.  
 
Table 2   Effect of sowing media on the germination percentage, microgreen height and fresh weight per 100 
microgreens of Chia seeds after sowing for 7 days.   
 
soaking media germination 

percentage 
(%) 

microgreen height 
(cm) 

fresh weight per 
100 microgreens 

(g) 
coconut coir 96 ab 6.27 b 0.97 b 
rice husk ash 88 c 5.67 c 0.90 c 
sand   92 cb 5.70 c 0.93 c 
coconut peat mixed with rice husk ash (1:1) 94 b 6.32 b   1.08 ab 
coconut peat mixed with sand and rice husk ash 
(1:1:1) 

98 a 7.02 a 1.12 a 

F-test * ** * 
CV (%) 3.36 9.13 3.33 

 **Significantly different at P<0.01, *significantly different at P<0.05.  Means within the same column with 
the different letters are significantly different to DMRT at P<0.05.  
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ABSTRACT 

 
Vermicompost products are the efficient organic fertilizers. Therefore, vermicompost fortified with a 

biocontrol agent may have potential to improve plant growth and also suppress plant disease. In this research, 
planting substrates (chopped coconut husk: coirdust; 50:30 % by volume) supplemented with vermicompost 
(VC) (20 % by volume) or VC fortified with Trichoderma asperellum CB-Pin-01 (VCT) (20 % by volume) were 
evaluated for the effects on lettuce growth and root rot caused by Pythium aphanidermatum (Pa). The 14-day-old 
lettuce (Butter Head) seedlings grown in sowing substrate (perlite:vermiculite; 2:1 V/V) were transplanted into 
the 6-inch plastic pot contained with prepared substrates. Plant nutrient solution with electrical conductivity (EC) 
of 1.6 mS/cm and pH 5.5-6.0 was applied weekly on substrate at 200 ml/pot. Results revealed that both VC and 
VCT increased plant growth after planting for 42 days as compared to a control (substrate without 
vermicompost). However, a substrate contained with VCT significantly increased the height, leaf number, leaf 
area, basal stem cutting surface area, plant fresh and dry weights when compared with the control. When the 
substrates were inoculated with Pa, the VCT (+Pa) treatment increased the height, leaf number, leaf area, basal 
stem cutting surface area, plant fresh and dry weights when compared with a Pythium treated control (VC(+Pa)). 
After lettuce harvesting, T. asperellum CB-Pin-01 could be completely recovered from planting substrate (100%) 
and lettuce root (100%), while this fungus help reduce substrate and lettuce root colonization by Pa when 
compared with a control (VC(+Pa)). 
 
Keywords: Trichoderma, Vermicompost, Planting substrate, Root rot, Biocontrol 
 
 
INTRODUCTION 

 
 Lettuce (Lactuca sativa) is the most important 
crop in the group of leafy vegetables [1]. Butter 
Head lettuce (Lactuca sativa L. var. capitata L.) is a 
heading type with soft and tender leaves, eaten raw. 
It is most popular in England, France, the 
Netherlands and other western and central European 
countries [2]. In recent decades many cultivars have 
been bred and grown in the USA [3].  

Soilless culture, can increase productivity 
whatever the climate conditions, but also optimize 
the management of inputs (fertilizers or pesticides), 
within a given economic and environmental 
framework. They also aim at controlling diseases 
more efficiently [4]. For hydroponically and soilless 
substrate grown lettuce, Pythium spp. particularly P. 
aphanidermatum (Pa) is a major fungal pathogen 
causing root rot disease. Zoospores produced by Pa 
are asexually motile biflagellate spores which can 
live in water and move toward to infect the roots, 
causing root rot disease on various kinds of lettuce 
[5]. This disease causes significant reduction of 
lettuce growth, yield and quality, especially when 

the lettuce was grown during high temperature 
(>35°C) season. 
 At present, biological control (biocontrol) is an 
alternative method for the control of plant diseases. 
The most widely used biocontrol agent (BCA) 
throughout the world belongs to the genus 
Trichoderma [6], [7]. Trichoderma has been well-
known BCA which provides high efficacy to control 
fungal pathogens directly by antibiosis and 
mycoparasitism. However, abilities to induce 
resistance to plant disease and increase plant growth 
are indirect benefits [6], [7], [8]. 
 In Thailand, Chamswarng and Intanoo [9] 
prepared Trichoderma asperellum strain CB-Pin-01 
(Ta) (formerly identified as T. harzianum) as pure 
stock culture in the form of course powder. This 
semi-finished bioproduct has been used for 
producing a fresh culture bioproduct (fungal 
colonized semi-cooked rice seeds) by using the 
simple technique [9]. Spore suspension derived from 
fresh culture can be used for seed soaking, soil 
drenching and plant spraying for the control of 
fungal diseases on fruits, vegetables, cereals, 
ornamental crops and hydroponically grown lettuce 



SEE - Nagoya, Japan, Nov.12-14, 2018 

187 
 

[10]. Incorporation of Ta-spore suspension into the 
mineral nutrient solutions using for growing lettuce 
(Green Cos) in the Nutrient Film Technique (NFT) 
system effectively reduced Pythium root rot and 
promoted lettuce growth [11]. Similar results were 
obtained by Kaensarn [12] who reported that sowing 
and planting Butter Head lettuce in biosubstrates 
supplemented with T. asperellum CB-Pin-01 could 
enhance plant growth and control root rot disease 
caused by Pythium aphanidermatum. 
 Vermicomposting is the non-thermophilic 
biodegradation of organic material through the 
interaction between earthworms and microorganisms 
as an environmentally friendly highly cost-
effective conversion method of biodegradable 
organic wastes into valuable products. 
Vermicompost products have been proved to be 
efficient as organic fertilizers and biological 
control agents providing suppression on many plant 
disease incidences caused by soil-borne or foliar 
plant pathogens and pests [13], [14]. Application of 
compost not only suppress disease severity but also 
involved induced systemic resistance [15], [16]. 
Compost fortified with plant growth promoting 
microorganisms (PGPM) have shown that it 
increased its disease suppressiveness against fungal 
pathogens, plant growth and soil health [17].  
 Therefore, this study was conducted to evaluate 
the efficacy of planting substrates supplemented 
with vermicompost and vermicompost fortified with 
T. asperellum CB-Pin-01 (Ta) for promoting plant 
growth and yield of Butter Head lettuce and for 
reducing lettuce root and substrate colonization by 
Pa. 
 
MATERIALS AND METHODS 

 
Trichoderma Fresh Culture 
 
       For fresh culture preparation, four parts of 
broken milled rice were added with two parts of tap 
water (v/v) in automatic rice cooker.  After the 
switch turn off, 250 g of semi-cooked rice was 
placed into 8x12 inch heat tolerant plastic bag. The 
bags with folded open-end were left for cooling 
down. Warm semi-cooked rice was inoculated with 
aliquot (0.3-0.5 g/bag) of pure Ta stock culture. All 
bags were sealed with stapler or plastic sealer and 
then each bag was punched along under the sealed 
line with fine needle for 20-30 holes.  The Ta- 
inoculated bags were incubated at 25-30oC for 6-7 
days (d). To prepare the spore suspension, 50 g of 
Ta fresh culture were added into 10L of clean water 
contained in a bottle. The bottle was vigorously 
shaked in order to remove dark greenish Ta spores 
form the surface of semi-cooked rice.  The spore 
suspension was filtered through double layers of 
cheesecloth [18].  
 

Pythium Inoculation 

 The plant pathogenic isolate of Pythium 
aphanidermatum (Pa) was isolated from rotted roots 
of lettuce (Green Cos). The Pa fungus was cultured 
on potato dextrose agar (PDA) for 48 hr at room 
temperature (25-30 °C). The agar contained with Pa 
mycelia in each plate was cut into small pieces 
before added with 100 ml of sterile water. To 
prepare mycelial suspension, agar pieces were 
homogenized at 9500 rpm for 15 sec [11]. For Pa 
inoculation, 200 ml/pot of mycelial suspension were 
applied onto planting substrate at 14 d after planting. 
 
Preparation of Basal Nutrient Solution  
 
 Mineral nutrient solution stocks modified from 
Cooper [19] were prepared according to the methods 
provided by Chiemchaisri [20]. In 1 L of each 
concentrated nutrient solution stock comprised of 
220.0 g calcium nitrate for stock A; 53.0 g 
potassium dihydrogen phosphate, 117.0 g potassium 
nitrate and 112.8 g magnesium sulfate for stock B; 
10.0 g Fe DTPA, 5.0 g Fe DDHA, 2.0 g Mn EDTA, 
0.1 g ammonium molybdate, 0.06 g nickle sulfate 
and 10.0 g Nic-Spray® (7.0% Mg, 1.8% Fe, 1.8% 
Mn, 1.9% Ca, 1.7% Zn, 1.7% B, 0.01% Mo) as 
micronutrient fertilizer for stock C.  To prepared 
basal nutrient solution, 200 ml of concentrated stock 
solutions A, B and C were mixed with 100 L of 
water. The pH and EC in nutrient solution were 
adjusted at 5.5-6.5 and 1.6-1.8 mS/cm, respectively. 

 
Lettuce Planting and Experimental Design  
 
 The formula of planting substrate was developed 
by Associate Prof. Dr. Chiradej Chamswarng. There 
are included by chopped coconut husk : coirdust; 
(50:30 % by volume) supplemented with 
vermicompost (VC) (20 % by volume) or VC 
fortified with T. asperellum CB-Pin-01 (VC+T and 
VCT) (20 % by volume) was used for lettuce 
planting.  Butter head seedlings were grown in small 
cup (36 ml) contained with perlite : vermiculite  (2:1 
v/v) for 14 d using nutrient solution. The seedlings 
were transplanted into the 6-inch plastic pot (1,000 
ml) contained with prepared substrates. Plant 
nutrient solution was added for 200 ml with weekly 
adjustments of pH (5.5-6.5) and EC (1.6-1.8 mS/cm) 
during plant growth.     
 The completely randomized design (CRD) was 
performed in seven treatments, four replications for 
each treatment, four pots per replication and one 
plant per pot. Treatments 1-4 comprised of using (1) 
substrate only (control), (2) substrate supplemented 
with VC (20% v/v) (VC), (3) substrate 
supplemented with VC (20 % v/v) and added with 
200 ml/pot of Ta spore suspension prepared from 
Ta-fresh culture at 14 d after sowing (VC+T) and (4) 
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substrate supplemented with VCT (20% v/v) (VCT). 
All four treatments were not inoculated with Pa       
(-Pa). While treatments 5-7 were the same as 
treatments 2-4 but were inoculated with Pa (+Pa) as 
previously described. 
 
Promotion of Plant Growth   
 
 After harvesting of 42-d-old lettuce (Butter 
Head) plants, plant growth characteristics were 
recorded. These included the height, width, fresh 
and dry weights of lettuce leaves, leaf numbers, leaf 
area (measured by Li-3100 Area Meter) and basal 
stem cutting surface area of each plant. 

 
Fungal Colonization of Roots   
  
 Colonization of lettuce roots by Pa and Ta were 
detected on modified BNPRA [21] and Martin’s 
medium, respectively. The samples of roots 
collected from 42-d-old lettuce plants were 
disinfested in 0.525% sodium hypochlorite for 3 
min, washed three times with sterile distilled water, 
blotted dry and cut into 1.0 cm pieces before placing 
on the selective media. Mycelial growth developed 
from the lettuce root samples were detected and 
recorded.  
 
Substrate Colonization by Pythium and 
Trichoderma  
 
 Substrate samples from all treatments were 
collected and enumerated for surviving populations 
of Pa and Ta using modified BNPRA and Martin’s 
medium, respectively. All plates were incubated for 
3-5 days at room temperature (25-30 °C). Colonies 
developed from substrate samples were observed 
and counted. 
 
Statistical Analyses 
 
 All data were statistical analysis using analysis 
of variance (ANOVA). The significance of 
difference between the treatment means was 
determined by Least Significant Difference (LSD)  
using the statistical programs R [22]. The 
significance level was set at P≤0.05. 
 
RESULTS 
 
Effects of VCT and VC+T on Plant Growth 
Promotion 
 
      Both of treatments without Pa inoculation, VCT 
(-Pa) and VC+T (-Pa) significantly enhanced the 
heights of butter head lettuce by 22.13 and 15.07 %, 
respectively as compared to a control (-Pa). While 
treatments inoculated with Pa, VCT (+Pa) and          
 

VC+T (+Pa) significantly increased the heights of 
butter head lettuce by 9.43 and 9.43 % %, 
respectively when compared with a control (VC 
(+Pa)) (substrate supplemented with vermicompost 
and Pa- inoculation). Similar results were obtained 
for the width of Butter Head lettuces, which VCT 
and VC+T treatments without Pa inoculation (-Pa) 
significantly increased the width of butter head 
lettuce by 12.16 and 18.56 %, respectively. While 
only VCT treatment with Pa inoculation (VCT 
(+Pa)) significantly increased the width of butter 
head lettuce by 6.27 % when compared with a 
control (VC (+Pa)) (Table 1). 
 
Table 1 Effects of planting substrates supplemented 

with vermicompost (VC) and 
vermicompost fortified with Trichoderma 
asperellum CB-Pin-01 (VCT and VC+T) on 
the height and width of 42-d-old Butter 
Head lettuce 

 
Treatment Height (cm) Width (cm) 

1.Control (-Pa) 16.58 c1/ 24.67 cd 
2.VC (-Pa) 18.83 b 

(+13.57%)2/ 
24.75 cd 
(+0.32%) 

3.VC+T (-Pa) 19.08 b 
(+15.07%) 

29.25 a 
(+18.56%) 

4.VCT (-Pa) 20.25 a 
(+22.13%) 

27.67 b 
(+12.16%) 

5.VC (+Pa) 16.75 c 23.92 d 
6. VC+T (+Pa) 18.33 b 

(+9.43%)3/ 
24.33 cd 
(+1.71%) 

7. VCT (+Pa) 18.33 b 
(+9.43%) 

25.42 c 
(+6.27%) 

C.V. (%) 1.98 1.97 
1/ Means in each column followed by the same letter 
(s) are not significantly different according to the 
Least Significant Difference (LSD) (P≤0.05). 
2/ Percentage of increment (+) of each treatment 
mean when compared with a control (-Pa) (substrate 
without VC, Pa-uninoculation). 
3/ Percentage of increment (+) of each treatment 
mean when compared with a control (VC (+Pa)) 
(substrate with VC and inoculated with Pa). 
 
 Two Trichoderma treatments (VC+T and VCT) 
increased leaf number, leaf area and basal stem 
cutting surface area by 13.06 and 21.05 %, 8.44 and 
16.97%  and 10.56 and 32.54 %, respectively when 
compared with a control (-Pa). When treatments 
were inoculated with Pa (+Pa), the Trichoderma 
treatments, VC+T (+Pa) and VCT (+Pa)  could also 
increase leaf number, leaf area and basal stem 
cutting surface area by 10.73 and 11.18 %, 7.19 and 
20.16% and 27.62 and 39.15 %, respectively when 
compared with a control (VC (+Pa)) (Table 2). 
 



SEE - Nagoya, Japan, Nov.12-14, 2018 

189 
 

Table 2 Effects of planting substrates supplemented 
with vermicompost (VC) and 
vermicompost fortified with Trichoderma 
asperellum CB-Pin-01 (VCT, VC+T) on 
leaf number, leaf area and basal stem 
cutting surface area of 42-d-old Butter Head 
lettuce 

 
 Treatment Leaf 

number 
Leaf area 

(cm2) 
Basal stem 

cutting 
surface 

area (cm2) 
1.Control 
   (-Pa) 

25.5 cd1/ 64.27 ab 1.84 e 

2.VC 
   (-Pa) 

26.33 c 
(+3.35%)2/ 

71.48 ab 
(+11.21%) 

2.44 bcd 
(+32.54%) 

3.VC+T 
   (-Pa) 

28.83 b 
(+13.06%) 

75.57 a 
(+16.97%) 

2.04 cd 
(+10.56%) 

4.VCT 
   (-Pa) 

30.92 a 
(+21.25%) 

69.70 ab 
(+8.44%) 

3.01 a 
(+63.61%) 

5.VC   
   (+Pa) 

24.13 d 61.02 c 1.99 de 

6.VC+T 
   (+Pa) 

26.72 c 
 (+10.73%)3/ 

65.41 bc 
(+7.19%) 

2.55 bc 
(+27.62%) 

7.VCT 
   (+Pa) 

26.83 c 
(+11.18%) 

73.36 a 
(+20.16%) 

2.78 ab 
(+39.15%) 

C.V. (%) 1.97 1.96 2.10 
1/ Means in each column followed by the same letter 
(s) are not significantly different according to Least 
Significant Difference (LSD) (P≤0.05). 
2/ Percentage of increment (+) of each treatment 
mean when compared with a control (-Pa) (substrate 
without VC, Pa-uninoculation). 
3/ Percentage of increment (+) of each treatment 
mean when compared with a control (VC (+Pa)) 
(substrate with VC and inoculated with Pa). 
 
Effects of VCT and VC+T on Plant Weight 
 

The treatments of VC+T and VCT significantly 
increased fresh and dry weights of 42-d-old butter 
head lettuce by 12.51, 28.60 and 29.11, 35.58 %, 
respectively when compared with a control (-Pa). 
The treatments inoculated with Pa, VC+T (+Pa) and 
VCT (+Pa) increased fresh and dry weights of Butter 
Head lettuce by 2.33, 9.81 and 7.36, 15.07 %, 
respectively. When VC treatment (substrate 
supplemented with only vermicompost and Pa-
uninoculation) could increase butter head lettuce 
fresh and dry weight by 0.61 and 15.88 % when 
compared with a control (-Pa) (Table 3). 
 
Table 3 Effects of planting substrates supplemented 

with vermicompost (VC) and 
vermicompost fortified with Trichoderma 
asperellum CB-Pin-01 (VCT, VC+T) on 

fresh and dry weight of 42-d-old Butter 
Head lettuce 

 
 Treatment Fresh weight 

(g) 
Dry weight 

(g) 
1.Control  
   (-Pa) 

  98.83 b1/ 3.40 d 

2.VC  
   (-Pa) 

99.44 b 
    (+0.61%)2/ 

3.94 bc 
(+15.88%) 

3.VC+T  
   (-Pa) 

111.00 a 
(+12.51%) 

4.39 ab 
(+29.11%) 

4.VCT 
   (-Pa) 

127.10 a 
(+28.60%) 

4.61 a 
(+35.58%) 

5.VC 
   (+Pa) 

89.17 c 3.08 d 

6.VC+T  
   (+Pa) 

91.25 c 
   (+2.33%)3/ 

3.31 d 
(+7.36%) 

7.VCT  
   (+Pa) 

97.92 c 
(+9.81%) 

3.55 cd 
(+15.07%) 

C.V. (%) 1.96 2.08 
1/ Means in each column followed by the same letter 
(s) are not significantly different according to Least 
Significant Difference (LSD) (P≤0.05). 
2/ Percentage of increment (+) of each treatment 
mean when compared with a control (-Pa) (substrate 
without VC, Pa-uninoculation). 
3/ Percentage of increment (+) of each treatment 
mean when compared with a control (VC (+Pa)) 
(substrate with VC and inoculated with Pa). 
 
Effects of VCT and VC+T on Root and Substrate 
Colonization by Pa and T 
 

Lettuce roots and planting substrates from all 
Trichoderma treatments were found highly 
colonized by T. asperellum CB-Pin-01 by 30-100 
and 100 %, respectively. Colonization of roots and 
planting substrates by Pa in treatments using VCT 
(+Pa) and VC+T (+Pa) were 0, 53.33 and 0, 80.00 
%, respectively, whereas 100 % of colonization was 
found from the treatment of VC (+Pa) without T 
(Table 4 and 5). 
 
Table 4 Colonization percentages of Pythium 

aphanidermatum (Pa) and Trichoderma 
asperellum (T) on 42-d-old lettuce roots 
planted in substrates supplemented with 
vermicompost (VC) and vermicompost 
fortified with T. asperellum CB-Pin-01 
(VCT, VC+T)  

 
 Treatment Root colonization (%) 

Pa T 
1.Control (-Pa)   nd1/ nd 
2.VC (-Pa) nd nd 
3.VC+T (-Pa) nd 100 
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4.VCT (-Pa) nd 35 
5.VC (+Pa) 100 nd 
6.VC+T (+Pa) 53.33 100 
7.VCT (+Pa) 0 30 

1/ nd = Non determined 
 
Table 5 Colonization percentages of Pythium 

aphanidermatum and Trichoderma 
asperellum on planting substrates 
supplemented with vermicompost and 
vermicompost fortified with T. asperellum 
CB-Pin-01 (T) at 42 d after sowing 

 
 Treatment Planting substrates 

colonization (%) 
Pa T 

1.Control (-Pa)    nd1/ nd 
2.VC (-Pa)  nd nd 
3.VC+T (-Pa)  nd 100 
4.VCT (-Pa)  nd 100 
5.VC (+Pa) 100 nd 
6.VC+T (+Pa)  80 100 
7.VCT (+Pa)   0 100 

1/ nd = Non determined 
 
DISCUSSION 
 
 Enhancement of plant growth induced by 
Trichoderma species has been reported for a large 
number of different groups of plants including 
cereal, vegetable, ornamental and forestry crops. 
Various mechanisms have been proposed to explain 
plant growth promotion associated with 
Trichoderma species. These include synthesis of 
phytohormones, either by microbe or plants; 
production of vitamins; increased uptake and 
translocation of nutrient; enhanced solubilization of 
soil nutrient; enhanced root development and 
increased in the rate of carbohydrate metabolism; 
photosynthesis and plant defense mechanisms 
[6],[7]. Benitez et al. [23] reported that Trichoderma 
strains were able to produce plant growth hormones 
like cytokinin-like molecules, e.g. zeatin and 
gibberellin GA3 or GA3-related which directly 
affected on plant growth. 
 There were many researchers reported the 
abilities of root colonization by T. harzianum to 
increase nutrient uptake and fertilizer utilization 
efficiency which resulted in plant growth promotion. 
T. harzianum T22 treated maize seed showed the 
high efficacy to increase the nitrogen use efficacy 
[6], [7]. Similar to Lamool [11] who reported that 
the application of spore suspension of T. asperellum 
CB-Pin-01 (1 kg-fresh culture 2,000 L-1) into 
nutrient solution of lettuce grown in the NFT 
hydroponic system effectively provided not only the 
reduction of Pythium root rot but also the promotion 

of lettuce growth. Root colonization by T. 
asperellum CB-Pin-01 also resulted in the 
enhancement of phosphorus, potassium and nitrogen 
in lettuce leaves by 70, 18 and 6% as compared to 
untreated control, respectively. Similar to Kansarn 
[12] who reported that the transplanting of lettuce 
seedlings sown in sowing substrate suplemented 
with spore suspension of T. harzianum CB-Pin-01 
into planting substrate with a ratio 70:20:10 (percent 
by volume) of T. harzianum CB-Pin-01 – soaked 
chopped coconut husks, compost and ash powder 
reduced the percentage of P. aphanidermatum 
infected roots and promoted growth of lettuce when 
compared with the Pythium inoculated control. 
Buasuwan [24] reported that the treatment used 
Bacillus mycoides FL17 bacteria bioproduct-
vermicompost combination could promote plant 
growth by giving the highest fresh weight of butter 
head lettuce plant (149.19 g/plant). Chaohem [25] 
reported that T. asperellum CB-Pin-01 (Ta)-
fortifield vermicompost (VCT) and cow manure 
(CM+Ta) promoted the growth of yard-long bean by 
increasing plant height and root length. While these 
treatments also increased percentages of seed 
germination and survived seedlings of yard long 
bean grown in planting substrate inoculated with 
Rhizoctonia solani.   
 
CONCLUSIONS 
 
 This study revealed that the planting substrate 
supplemented with VCT provided the highest 
growth promotion of lettuce by increasing the 
height, leaf number, leaf area, basal stem cutting 
surface area, plant fresh and dry weights when 
compared with the control (substrate without 
vermicompost). When the substrates were inoculated 
with P. aphanidermatum (+Pa), the treatment VCT 
(+Pa) completely reduced Pa-colonization on lettuce 
roots and planting substrates. Moreover, T. 
asperellum CB-Pin-01 could be completely 
recovered from planting substrates (100%) and 
lettuce roots (100%).  
 
ACKNOWLEDGEMENTS 

 
The authors are grateful to members of the Plant 

Disease Biocontrol Laboratory, Department of Plant 
Pathology, Kasetsart University, Kamphaeng Saen 
Campus for their warm co-operation in all 
experiments. 

 
REFERENCES 
 
[1] Křístková, E., Doležalová, I., Lebeda, A., Vinter, 

V. and Novotná, A. Description of 
morphological characters of lettuce (Lactuca 
sativa L.) genetic resources. Hort. Sci. (Prague), 
Vol 35, No. 3, 2008, pp. 113–129. 



SEE - Nagoya, Japan, Nov.12-14, 2018 

191 
 

[2] Ryder E.J. Lettuce breeding. In: Bassett M. (ed.), 
Breeding Vegetable Crops. Westport, AVI 
Publishing Co. 1986, pp. 433–474. 

[3] MIKEL M.A. Genealogy of contemporary North 
American lettuce. Hort Science. Vol 42, 2007. 
pp. 489–493. 

[4] Gullino, M.L., Daughtrey, M.L., Garibaldi, A., 
Elmer, W.H., Fusarium wilts of ornamental crops 
and their management. Crop Prot. Vol 73, 2015. 
pp. 50–59. 

[5] Chamswarng, C. Biological control of plant 
disease. Department of Plant Pathology,  

      Faculty of Agriculture at Kamphaeng Saen,  
Kasetsart University, Kamphaeng Saen Campus, 
Nakhon Pathom.  2006. 323 p. (in Thai). 

[6] Harman, G.E. Multifunctional fungal plant 
symbionts : new tools to enhance plant growth 
and productivity. New Phytologist Vol. 189. 
2011a, pp. 647-649. 

[7] Harman, G.E. Trichoderma-not just for 
biocontrol anymore. Phytoparasitica Vol 39, 
2011b, pp. 103-108. 

[8] Saldajeno, M.G.B., H.A. Naznin, M.M. 
Elsharkawy, M. Shimizu, and M. Hyakumachi. 
Enhanced resistance of plants to disease using 
Trichoderma spp., In V.K. Gupta, M. Schmoll, 
A. Herrera-Estrella, R.S. Upadhyay, I. 
Druzhinina and M.C. Tuohy (eds) Biotechology 
and Biology of Trichoderma, Elsevier, 
Netherlands. 2014, pp 477-493 

[9] Chamswarng, C., Intanoo, W.. Production of 
Trichoderma fresh culture by simple technique 
for  controlling damping-off of yard long bean 
caused by Sclerotium rolfsii. In: Proceedings of 
40th Kasetsart University Annual Conference 
(Subject: Plants). Bangkok, Thailand. 2002, pp. 
114-122.  

[10] Chamswarng, C. Trichoderma species for 
biological control of plant diseases in Thailand. 
In: Proceedings of International Symposium for 
Agricultural Biotechnology, Nakhon Pathom, 
Thailand. 2015, p. 15.  

[11] Lamool, P. Efficacy of Trichoderma harzianum 
for the control of root rot of hydroponically 
grown lettuce caused by Pythium 
aphanidermatum. M.S. Thesis, Kasetsart Univ. 
Bangkok. 2006. 

[12] Kansarn, A. Effects of sowing and planting 
biosubstrates supplemented with microbial 
antagonists on growth of lettuce and the control 
of root rot caused by Pythium aphanidermatum. 
M.S. Thesis, Kasetsart Univ. Bangkok. 2014. 

[13] Simsek-Ersahin, Y. The Use of Vermicompost 
Products to Control Plant Diseases and Pests 
Biology of Earthworms. 2010, pp. 191-213. 

[14] Aynehband, A., Gorooei, A. and Moezzi, A.A. 
Vermicompost: an eco-friendly technology for  
crop residue management in organic agriculture.  

Energy Procedia Vol. 141, 2017 pp.667-671. 
[15] Hoitink, H.A.J. and Boehm, M.J. Biological 

control with the context of microbial 
communities: A substrate-dependent 
phenomenon. Annu. Rev. Phytopath. Vol.37, 
1999. pp. 427-446. 

[16] Pharand, B., Carisse and Benhamou, N. 
Cytological aspects of compost-mediated 
induced systemic resistance in bean. Mol. Plant 
Microb. Interact. Vol. 18, 2002. pp. 562-569. 

[17] Ng, L.C., Sariah, M., Sariam, O., Radziah, O. 
and Zainal, Abidin, M.A. Bio-efficacy of 
microbial-fortified rice straw compost on rice 
blast disease severity, growth and yield of 
aerobic rice. Australas. Plant Pathol. Vol. 41 
No.5, pp. 541-549. 

[18] Charoenrak, P. and Chamswarng, C. 
Application of Trichoderma asperellum fresh 
culture bioproduct as potential biological 
control agent of fungal diseases to increase 
yield of rice (Oryza sativa L.). J. ISSAAS Vol. 
21, 2015, pp. 67-85. 

[19] Cooper, A.J. The ABC of NFT: Nutrient Film 
Technique. Grower Books, London, UK.  1979, 
170 p.  

[20] Chiemchaisri, Y., Niyomthai, W., Suboonsan, 
A. Nutrient solution. In Mimeograph of the 
academic training for safety vegetable 
production in hydroponic system. Kasetsart 
University, Bangkok, Thailand. (in Thai), 2016, 
pp. 58-65. 

[21] Chamswarng, C., Leeprasert, P., Chantanatan, 
S. Population assesments of soilborne plant 
pathogens, Sclerotium rolfsii, Pythium spp., 
Phytophthora spp. in soil and their correlation 
to disease incidence on intercropping system. In 
Cropping Programmes KU–ACNARP. Fact. of 
Agri., Kasetsart Univ., Bangkok, Thailand. ., 
1985,  p. 97. 

[22] R Core Team. R: A Language and Environment 
for Statistical Computing. R Foundation for 
Statistical Computing. Vienna, Austria. 
Retrieved on July 28, 2015 from: https://www.r-
project.org/, 2014. 

[23] Benítez, T., A.M. Rincon, M.C. Limon and A.C. 
Codon. Biocontrol mechanisms of Trichoderma 
strains. Int. Microbiol. Vol. 7. 2004, pp. 249-260. 

[24] Buasuwan, J. Efficacy of Bacillus spp. 
bioproducts for the control of root rot caused by 
Pythium aphanidermatum on NFT-
hydroponically grown lettuce. M.S. Thesis, 
Kasetsart Univ. Bangkok. 2013. 

[25] Chaohem, S. Efficacy of organic fertilizers 
fortified with Trichoderma asperellum CB-Pin-
01 for the control of damping-off on yard long 
bean caused by Rhizoctonia solani. B.S. Thesis, 
Kasetsart Univ. Bangkok. 2017. 

 

https://link.springer.com/book/10.1007/978-3-642-14636-7
https://www.r-project.org/
https://www.r-project.org/


 

192 

4th Int. Conf.  on Science, Engineering & Environment (SEE), 

Nagoya, Japan, Nov.12-14, 2018, ISBN: 978-4-909106018 C3051 

EFFECT OF OZONE MICROBUBBLES WITH VARIOUS 

TEMPERATURES ON THE CHLORPYRIFOS INSECTICIDE 

REMOVAL IN TANGERINE CV. SAI NAM PHUENG 

Wirin Singtoraj
1,4

, Jamnong Uthaibutra
1,3,4

 and Kanda Whangchai
1,2,3,4*

 
1
Department of Biology, Faculty of Science, Chiang Mai University, Chiang Mai 50200, Thailand; 

 
2
Center of Excellence in Bioresources for Agriculture, Industry and Medicine Chiang Mai University, 

Chiang Mai 50200, Thailand; 
3
Postharvest Technology Research Institute, Chiang Mai University, Chiang 

Mai 50200, Thailand; 
4
Postharvest Technology Innovation Center, Office of the Higher Education 

Commission, Bangkok 10400, Thailand 

ABSTRACT 

Chlorpyrifos, a type of organophosphate insecticide, is widely used to destroy pests in tangerine orchard for 

reduce the loss and maintain the quality of fruit. Consequently, the application of insecticides during production 

leads to the insecticide residues problem in tangerine that can be dangerous to human health. This study 

investigated the effect of ozone microbubbles (OMBs) on the removal of chlorpyrifos residues in the fruit. 

Tangerines were sprayed with chlorpyrifos solution at a concentration of 10 minutes. Then, they were treated 

with OMBs at different temperatures (15, 20 and 25 
o
C) for various exposing times (0, 10, 20, 30, 40, 50 and 60 

minutes). Removal percentage of chlorpyrifos residues in tangerines was determined by gas chromatography-

flame photometric detector (GC-FPD). The results showed that chlorpyrifos residues in tangerines was decreased 

at lower water temperature, especially at 15 
o
C resulting in the removal up to 81% after treating with OMBs for 

30 minutes when compared to control (distilled water). After that, the fruits were stored at 25 
o
C for 7 days to 

determine quality changes. The percentage of weight loss, total soluble solids (TSS), titratable acidity (TA), 

disease incidence and ascorbic acid content in all treatments were not affected by OMBs. These results 

demonstrate that OMBs treatment at 15 
o
C is the most effective treatment for removing chlorpyrifos residues in 

tangerine and have no effects on the fruit quality. 

Keywords: Tangerine, Chlorpyrifos, Insecticide residues, Ozone microbubbles 

INTRODUCTION 

Chlorpyrifos, a type of organophosphate 

insecticide, is widely used to destroy pests in 

tangerine orchard for reduce the loss and maintain 

the quality of fruit. Consequently, the application of 

insecticides during production leads to the 

insecticide residues problem in tangerine that can be 

dangerous to human health. Thai Pesticide Alert 

Network reported that tangerine in northern 

Thailand had chlorpyrifos, insecticide residues more 

than 1.0 mg/L and this exceeded the Maximums 

Residue Limits (MRLs) [1]. This leads to possible 

chronic or acute health risk for consumers. 

Therefore, there is a requirement for effective 

oxidation technology such as ozone microbubbles 

that has been applied for removing insecticide 

residues in tangerine. 

Ozone is environmentally friendly and confirmed 

as a Generally Recognized As Safe (GRAS) for food 

contact application. Ozone is a powerful oxidant 

with a wide range of sanitizing application. Due to 

its instability with a half-life of 20-30 minutes in 

distilled water at 20 
o
C [2], it degrades quickly into 

oxygen and leaves no residues after application [3]. 

Ozone has been used as sanitizer in food surface 

hygiene and to extend shelf life of many postharvest 

agricultural products [4]. Moreover, it was found 

that oxidation by ozone is an effective treatment to 

degrade the insecticide residues on agricultural 

products [5]. For example, Whangchai et al. [6] 

reported that using ozone gas for 60 minutes can 

reduce 45% chlorpyrifos insecticide on lychee fruits 

without changes in fruit quality. Kusvuran et al. [7] 

found that fumigation with 10 minutes of ozone gas 

for 5 minutes can reduce the tetradifon and 

chlorpyrifos insecticides on the surface of citrus 

fruits in the ratio of 100% and 98.6% respectively 

and Wu et al. [8]. stated that low level dissolved 

ozone (1.4 mg/L) was abled to reduce diazinon, 

parathion and methyl parathion insecticide residues 

in Pak Choi (Brassica rapa) in 30 minutes. 

Nevertheless, the low water solubility and rapid 

degradation of ozone are problems for an attack on 

insecticide molecules. 

Ozone microbubbles (OMBs) is a good 

alternative technique that can transform ozone gas 

into micro-size bubbles (less than 10 µm) in the 

water. These micro-bubbles can keep the ozone 

inside for a longer period and they will be slowly 

floated up to the water surface that increased the 

dissolving potential of ozone. In this process, the 
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surface of microbubbles will be surrounded by 

anionic molecules, therefore they will not be 

combined together to form big- bubbles. Likewise, 

the microbubbles enhance the oxidizing efficiency 

of the ozone which help to destroy the insecticide 

structures [9]-[11]. It has been reported that OMBs 

removed water pollutants (ammonia and diethyl 

phthalate) from wastewater in a pilot plant [12], [13]. 

Furthermore, Ikeura et al. [14] found that sanitizing 

with OMBs (2 mg/L) for 20 minutes could reduce 

the fenitrothion insecticide residues in lettuce, cherry 

tomatoes and strawberries with no effect on product 

quality. Therefore, the objective of this research is to 

study the effect of OMBs with various temperatures 

on the chlorpyrifos insecticide removal in tangerine 

cv. Sai Nam Phueng. 

MATERIALS AND METHODS 

Chemicals Preparation 

Standard chlorpyrifos insecticide was purchased 

from Sigma-Aldrich Laborchemikalien GmbH 

(Stienheim, Germany) with 99% purity. Standard 

chlorpyrifos insecticide stock solution (1000 mg/L) 

for the insecticide residues analysis was prepared in 

acetone. The chlorpyrifos insecticide solution was 

diluted with distilled water to appropriate working 

concentrations. 

Ozone Microbubbles Preparation 

The OMBs used ozone generator (Ozonizer, 

Model SO5AE) and microbubbles water generator 

(Model 15KED02S, Nikuni Co., Ltd., Japan) at a 

flow rate of 7L/minute with an internal pressure of 

0.25 MPa for distilled water. OMBs water came out 

from the microbubbles nozzle and circulated in the 

microbubbles bath. 

Effect of Ozone Microbubbles on the Removal of 

Standard Chlorpyrifos Insecticide at Different 

Temperatures and Exposing Times 

The optimum condition for the removal of 

chlorpyrifos insecticide using OMBs water was 

determined at various conditions at different 

temperatures (15, 20 and 25 
o
C) and various

exposing times (0, 10, 20, 30, 40, 50 and 60 

minutes). Standard chlorpyrifos insecticide solution 

were prepared in the flask. Each standard 

chlorpyrifos insecticide solution sample was added 

with 20 ml of OMBs water treatment previously 

mentioned and distilled water (control). The 

concentration of dissolved ozone was determined by 

an ozone solution detector (Prominent Dulcotest 

DT1B photometer) and the removal percentages of 

each standard chlorpyrifos insecticide sample was 

determined by gas chromatography-flame 

photometric detector (GC-FPD). 

Ozone Microbubbles Treatment on the Removal 

of Chlorpyrifos Insecticides and Postharvest 

Quality Changes in Tangerine 

Organic tangerines (Citrus reticulata Blanco cv. 

Sai Nam Pueng) were purchased from the orchards 

in Mae Tang district, Chiang Mai Province, Thailand. 

The fruits were sorted for free of wound from 

harvesting and insect bites. Each fruit sample was 

sprayed with 10 mg/L chlorpyrifos insecticide 

solution and then air dried at room temperature. 

Then, they were sanitized in OMBs with the same 

conditions as the best result from above Experiment. 

Insecticide residues of tangerine was extracted with 

the Agilent Quick, Easy, Cheap, Effective, Rugged 

and Safe (QuEChERS) extraction kit. Then the 

samples were analyzed insecticide residues by GC-

FPD to determine the removal percentage of 

chlorpyrifos insecticide. 

Postharvest quality changes in tangerine 

Tangerines were immersed into OMBs water in 

the same way as the previous experiment. Samples 

were stored at 25 
o
C and taken everyday for 7 days 

to determine the fruit quality. The percentage of 

weight loss, total soluble solids (TSS), titratable 

acidity (TA), disease incidence and ascorbic acid 

content were measured. 

Statistic Analysis 

All the experiments were replicated 3 times and 

evaluated with regression procedure using  the SPSS 

version 17, while the differences among various 

treatments by Duncan’s New Multiple Range test 

(p<0.05). 

RESULTS AND DISCUSSION 

Effect of Ozone Microbubbles on the Removal of 

Standard Chlorpyrifos Insecticide at Different 

Temperatures and Exposing Times 

The concentration of dissolved ozone in water 

was determined using an ozone solution detector 
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(Prominent Dulcotest DT1B photometer). It was 

found that OMBs treatments at 25 
o
C obtained the 

concentration of 0.22, 0.24, 0.29, 0.24, 0.26 and 0.29 

mgO3/L, at 20
 o
C obtained the concentration of 0.25,

0.30, 0.35, 0.30, 0.30 and 0.35 mgO3/L and at 15
 o
C

obtained the concentration of 0.49, 0.53, 0.61, 0.52, 

0.48 and 0.48 mgO3/L at 10, 20, 30, 40, 50 and 60 

minute, respectively (Fig. 1). The dissolved ozone 

concentration of OMBs treatment were increased 

when exposure time 10-30 minutes and then they 

were stabled during experiment times. All OMBs 

treatment at 15 
o
C obtained the concentration of 

dissolved ozone more than at 20 and 25 ºC. Due to 

the low temperature may increase the dissolved 

ozone in water, while the high temperature increase 

the chemical reaction between substrate and oxidant, 

but decrease the dissolved ozone in water [15]. 

Fig. 1 Concentration of dissolved ozone after 

OMBs at different temperatures and 

exposing times. 

The effect of OMBs to remove the standard 

chlorpyrifos insecticide solution was also examined. 

It was found that the removal percentage of standard 

chlorpyrifos insecticide was significantly induced 

with low temperature and prolonged OMBs 

exposure time for 30 minutes. Furthermore, OMBs 

at 15 
o
C for 30 minutes was the most effective 

treatment for removing standard chlorpyrifos 

insecticide residues,  insecticide removal was 42%. 

But, the trend of standard chlorpyrifos insecticide 

residues removal percentage after exposure time for 

40-60 minutes in all OMBs treatment was decreased. 

There were significant (P<0.05) difference in each 

OMBs treatment (Fig. 2).   

Ozone is a powerful oxidant, probably modified 

the chemical structure of chlorpyrifos insecticide by 

oxidizing sulfate ion in thiophosphorile bonds (P=S) 

of chlorpyrifos insecticide into phosphorile bonds 

(P=O) [16], [17]. And, decreasing of ozonated  water 

temperature cause positive effect on the  removal 

percentage of organophosphate insecticides [18]. 

Moreover, microbubbles has a high surface area, 

which can maintain the ozone for a long time. In 

addition, the usefulness effect of low OMBs water 

temperature may be due to the increasing dissolved 

ozone in water, which enhance the oxidizing 

efficiency of the OMBs to collapse with insecticide 

structure [19].  

Fig. 2 Removal percentage of standard 

chlorpyrifos solution after OMBs treatment 

at different temperatures and exposing 

times. 

Ozone Microbubbles Treatment on the Removal 

of Chlorpyrifos Residues and Postharvest Quality 

Changes in Tangerine 

Tangerines were sanitized in OMBs treatment in 

order to remove residual chlorpyrifos insecticide. 

The results showed that OMBs at 15 
o
C for 30 

minutes was the most effective to remove 

chlorpyrifos insecticide from tangerine that related

with concentration of dissolved ozone. It was found 

that the chlorpyrifos residues on fresh tangerine 

showed the highest removal percentage of 

chlorpyrifos residues (81%) with significant 

(P<0.05) different when compared with an 

individual treatment and the control, which was  

Fig. 3 Removal percentage of chlorpyrifos in fruit 

after OMBs at different temperatures and 

exposing times. 
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Table 1 Changes in percentage of weight loss, TSS, TA, disease incidence and ascorbic acid content of 

tangerine after sanitizing with ozone microbubbles at 15
o
C for 60 minutes, and storage at 25 

o
C for 7 

days 

Note: The data followed by the same letter within the column are not significantly different (P<0.05)

sanitized in distilled water (Fig. 3). This trend could 

be explained by the reaction of OMBs with low 

temperature increasing dissolved ozone in water 

leading to high hydroxyl radical producing, which 

effectively distinguished chlorpyrifos residues on the 

tangerine surface. Similarly, Wu et al. [8] reported 

that application of the ozonated water at 14
o
C for 

insecticide removal from Pak Choi (Brassica rapa) 

was more effective than at 24
 o
C. 

Thus, this research showed that the efficiency of 

OMBs on chlorpyrifos insecticide removal depended 

on the decreasing of the temperature of OMBs water 

and exposure times. Temperature of OMBs water 

related to the efficacy of dissolved ozone in water. 

Therefore, the low temperature could be increase the 

ability of dissolved ozone in water. 

The postharvest quality changes in the tangerine 

after sanitizing with OMBs treatment, and then 

storing at 25 
o
C and taken everyday for 7 days were 

concluded and shown in Table 1. All treatments had 

non-significant differences as fruit quality changes 

during storage at 25 
o
C for 7 days. The percentage of 

weight loss, TSS, TA, disease incidence and 

ascorbic acid content in all treatment were not 

significant changes during storage in all the 

treatments. Similarly, treatment of vegetables such 

as arugula, bell pepper, cabbage, carrot, cucumber, 

leek, pasley and tomatoes with ozonated water at 25 
o
C can remove chlorpyrifos insecticide residues 

higher than at 35 
o
C without changing in antioxidant 

capacity, total phenolic and ascorbic acid [20]. 

CONCLUSION 

OMBs at different temperatures had effects on 

the removal of chlorpyrifos insecticide. The 

exposure times of OMBs at 15ºC for 30 minutes 

provide the best result on the removal of 

chlorpyrifos insecticide (81%) in tangerine and have 

no effects on the fruit quality. 
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ABSTRACT 
 

 The effects of acidic electrolyzed water (AEW) on microbial control and quality of fresh-cut banana leaves 
during storage were studied. Fresh-cut banana leaves cv. Tanee (TN) and cv. Klauay Namwa (KN) were 
sanitized with either 4°C or 27+2°C of 50 ppm acidic AEW for various times (10, 20 and 30 minutes). The 
sanitized sample were packed in polyethylene (PE) bag and storage at 5+2◦C for 7 days, before transferred to 
27+2°C to evaluate their shelf-life. The results showed that sanitization with 4°C and 27+2°C of AEW for 30 
minutes were completely eliminated the microorganism on fresh-cut samples from both cultivars. Nevertheless, 
these contact time had the highest loss more than 78% after 5 days at room temperature. Sanitized samples with 
AEW for 20 and 30 minutes effectively delayed the microbial growth, therefore the amount of microorganism 
remained below EU Regulation (EC) No. 2073/2005 criteria after storage. The shelf-life of fresh-cut samples 
was 13 days and terminated after their visual appearance such as yellowing or browning occurred. Fresh-cut 
samples sanitization with both treatments had similar quality changes such as color changes and chlorophyll 
contents. However, sanitization with 4°C AEW had lower weight loss than those of with 27°C AEW during 
storage at room temperature. It also effectively reduced the microorganism on fresh-cut samples and had the 
lowest loss which was 22%. Therefore, sanitization with 4°C AEW for 20 minutes was an appropriate method to 
sanitized fresh-cut banana leaves for both cultivars. 
 
Keywords: Sanitization, Fresh-cut, Acidic electrolyzed water, Banana leaves 
 
 
INTRODUCTION 

 
Banana leaves have been used for food wrapped and 
decoration since the ancient times due to their 
appearance and aroma made food is appetizing. 
Nowadays cut banana leaves are widely used for 
food wrapping and decoration in restaurants both in 
Thailand and oversea. The banana leaves exported 
from Thailand was frozen. The bag of banana leaves 
contained at least 5 kilograms of cut banana leaf 
sheath. However there were less than 50% can be 
used from each bag, and the rest became waste 
because of the trimming to suitable for consumer 
purposes.  
 Today’s consumer is demanding for foods that 
require minimal process, for example, Fresh cut fruit 
and vegetables, initially called minimally processed 
or lightly processed products, are those that have 
been trimmed, peeled and/or cut into 100% usable 
product that is bagged or pre-packed and kept at  
refrigerated storage. These foods are in great 
demand because of their convenience [1]. The food 
service industry and restaurants are the major users 
of minimally processed products [2]. However, 
fresh-cut products deteriorate quickly and have 
limited shelf-life [3]. Major problems of 
deterioration in fresh-cut products associated with 

the microbial growth in the products. Raw fresh 
produce could be contaminated with pathogens 
during harvesting through fecal material (manure, 
both of human and animal origin), human handling, 
washing procedure, processing equipment, 
transportation, and distribution [4]. 

Electrolyzed Water (EW) has been used as 
sanitizer in the food industry for many years [5][6]. 
AEW are conventionally generated by electrolysis of 
aqueous sodium chloride (0.5–1.0% NaCl), and an 
electrolyzed acidic solution is produced at the anode. 
Aidic Electrolyzed water (AEW) has a strong 
bactericidal effect on pathogenic and spoilage 
microorganisms [7][8]. This effect is attributed to its 
low pH (2.1–4.5), high oxidation–reduction potential 
(higher than 1000 mV), and the presence of active 
oxidizers such as hypochlorous acid [9][10]. 
Previously, Issa-Zacharia et al. [11] reported that 
Slightly AEW technology had stronger 
decontamination ability than other sanitizers in 
fresh-cut lettuce and carrot. Tomas-Callejas et al. 
[12] also reported that acidic electrolyzed water has 
the most effective on microbial reduction of mizuna 
baby leaves compared with other sanitizers. 

There are numerous reports which describe the 
efficacy of AEW on the microbial growth on fruit 
and vegetables [13][14]. Therefore, this sanitizer 
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should effectively remove microbial contamination 
on the fresh-cut banana leaves too. The purpose of 
the current study was to evaluate the efficacy of 4°C 
and 27+2°C AEW at different time (10, 20 and 30 
minutes) for controlling microbial growth and their 
effect on quality of fresh-cut banana leaves during 
storage at low temperature. 
 
MATERIALS AND METHODS 
 
Plant Materials 

 
 Banana leaves cv. Tanee (Musa balbisiana 
Colla.) and cv. Klauy namwa (M. sapientum Linn.) 
 from Muang mai market (Chaing mai, Thailand) 
were transported to the postharvest laboratory 
(Chiangmai University, Thailand). The leaves were 
physically inspected and defective parts such as 
mechanical damage or yellowing pieces were 
removed. Selected leaves were cut into 7 inches 
diameter of circle for following study.  
 
Processing and Storage Conditions 
 
 The fresh-cut samples were sanitized with either 
4°C or 27°C acidic electrolyzed water (final chlorine 
concentration 50 ppm, pH 2-4) for 10, 20, 30 
minutes. After air dried, sanitized samples were 
placed in PE bags. All steps were performed under 
sanitary conditions. Samples were stored at 5+2°C 
for 7 days and then transfer at room temperature 
(27+2°C) for 8 days. For each treatment, ten 
replicated were used. The microbial growth, quality 
changes such as, chlorophyll content, percentage of 
weight loss and color changes of sample were 
evaluated on the day 0) and after 3, 5, 7 days of 
storage at 5+2°C and after 9, 11, 13, 15 days at room 
temperature. 
 
Microbial Content Determination 
 
 Samples were examined according to the 
standard methods for the microbiological analysis. 
Thirty nine grams of potato dextrose agar (PDA) 
were suspended in 1 L distilled water and sterilizing 
at 120 psi pressured for an hour. Spread plate 
technique after serial dilution in sterile distilled 
water was used in all tests. The first dilution was 
prepared by shaking 5x5 cm2 of leaf samples with 
5.8 ml of sterile distilled water and further dilutions 
were made according to the need. Ten plates were 
used for each treatment. Total viable plate count 
agar was determined after incubation at 37°C for 48 
hours. 
 
Quality Changes Determination 
 
Weight loss 
 

 The weight loss of samples was determined by 
weighing each fresh-cut leaf samples on the day 
after each period of storage using a laboratory level 
weighing balance. Values are reported as percentage 
of weight loss per initial sample weight. 
 
Color evaluation 
 

The upper and lower surface color of fresh-cut 
banana leaves were determined using a HunterLab 
colourimeter (ColourFlex, Hunter Associates 
Laboratory, Inc., VA, USA). Color was measured 
using the CIE L*, a* and b* scale. The color values 
were expressed as L* (whiteness or brightness 
/darkness), a* (redness/greenness) and b* 
(yellowness/blueness) at any time, respectively. 
Each sample was scanned at three different locations 
to determine the average L*, a* and b* values 
during the measurements. 
 
Chlorophyll content 
 
 The chlorophyll pigments were extracted from 5 
g. of fresh-cut sample with 20 ml acetone for 20 
minutes and then filter with filter paper No.1. 
Quantification was performed in a 
spectrophotometer (UV-1603 Shimadzu Tokyo, 
Japan) The total chlorophyll, chlorophyll a and 
chlorophyll b content was expressed as mg per 100 g 
of fresh weight using [15] method. 
 
Experimental Design and Statistical Analysis 
 
 The experimental units were bags and there were 
ten replications per sanitizing treatment, application 
system and evaluation period. ANOVA tests were 
used depending on the homogeneity of the 
variances. The differences among various treatments 
by Tukey’s range test (P<0.05) using SPSS version 
14 [16]. 
 
RESULTS AND DISCUSSION 

 
Microbial Content Determination 
 
 The initial total microorganism on the TN leaves 
was 313.33 and the KN leaves was 434.44  
CFU/cm2. Cleaning with distilled water reduced the 
microbial population to 48.75 (TN). and 90.93 (KN) 
CFU/cm2 The longer contact time, the higher 
effective of microorganism inactivation (Fig. 1,2) 
for both temperatures. the sanitizing treatment. 
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Fig. 1 The number of microorganism on TN fresh-

cut banana leaves after sanitization with 
AEW and after storage at 5+2°C for 7 days.  

 

 
 
Fig. 2  The number of microorganism on KN 

fresh-cut banana leaves after sanitization 
with AEW and storage at 5+2°C for 7 days.  

 
The maximum reduction of total microorganism 

on fresh-cut banana leaves was observed by AEW 
4°C for 30 minutes which were completely 
eliminated the microorganism on fresh-cut samples 
from both cultivars at the day 0. The number of 
microorganism slightly increased to 5.00 (TN) and 
6.75 (KN) CFU/cm2 after 7 days storage at 5+2°C. 
Sanitization with 4°C AEW for 20 minutes were 
significantly reduced the total microbial content on 
both cultivars to 1.5 (TN) and 1.77 (KN) CFU/cm2. 
Although the number of microbial population in the 
leaves sample increased to 8.75 (TN) and 12.5 (KN) 
CFU/cm2 after 7 days storage. [Fig 1,2], they were 
below the EU Regulation and acceptable for using as 
fresh cut. The temperature of sanitizer and washing 
time were factors that affected the microbial efficacy 
of AEW [17]. Koide et al. [18] also reported that 
when fresh-cut cabbage was wash by slightly AEW, 
the reduction were found in total bacteria count. The 
number of bacteria increased during storage. Similar 
results were reported by Beltran et al [19] and 

Lopez-Galvez [20] that found the microbial growth 
on fresh-cut products even stored at low 
temperature.  
 

 
 
Fig. 3  Effects of AEW on % weight loss of TN 

fresh-cut banana leaf storage at 5+2°C for 7 
days and 27+2°C for 6 days.   

 

 
 
Fig. 4  Effects of AEW on % weight loss of KN 

fresh-cut banana leaf storage at 5+2°C for 7 
days and 27+2°C for 6 days.   

 
Quality Changes Determination 
 

In this study, the shelf life of fresh-cut banana 
leaves was 13 days regardless to their visual 
appearances such as the occurrence of yellowing or 
browning. No difference in the appearance quality 
were observed among sanitizing agents after 
washing on day 0 and after7 days of storage at 
5+2°C. However, the visual appearance rapidly 
deteriorated after transferred to 27+2°C. Fresh-cut 
banana leaves that sanitized with 4°C AEW had 
lower quality loss than fresh-cut banana leaves that 
sanitized with 27°C AEW. The appearance of fresh-
cut banana leaves sanitized with 4°C AEW for 30 
minutes quickly declined and more than 78% of the 
sample had to be discarded. The lowest quality loss 
was found on fresh-cut banana leaves sanitized with 
4°C AEW for 20 minutes which were 22%. Park et 
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al. [22] also report that long treatment times 
adversely affect the general appearance and 
nutritional content of the product. 

 The percentage of weight loss from all treatment 
slightly increased during storage at 5°C for 7 days

Table 1 Changes of surface color and chlorophyll content in TN fresh-cut banana leaves after sanitized with 
electrolyzed water and storage for 13 days. 
 

treatment Upper surface color Lower surface color Chlorophyll content 
L* a* b* L* a* b* total a b 

control 37.32a -7.29a 24.58a 48.49a -7.16a 26.59a 0.14 a 0.09a 0.01a 
RT-AEW          
-10 mins 42.36a -5.16a 24.65a 52.13a -7.52a 31.53a 0.14 a 0.10a 0.02a 
-20 mins 35.59a -6.16a 24.14a 47.12a -6.77a 25.26a 0.19 a 0.10a 0.08a 
- 30 mins 49.08a -6.54a 28.23a 50.55a -6.50a 27.53a 0.14 a 0.10a 0.04a 
4°C-AEW          
-10 mins 34.13a -7.05a 23.65a 47.51a -7.83a 27.05a 0.15 a 0.07a 0.06a 
-20 mins 35.69a -7.16a 24.46a 47.22a -8.07a 26.12a 0.17a 0.10a 0.06a 
- 30 mins 35.55a -7.93a 23.95a 47.95a -7.46a 26.22a 0.16a 0.10a 0.05a 

 Note: The data followed by the same letter within the column are not significantly different (P<0.05) 
 
Table 2 Changes of surface color and chlorophyll content in KN fresh-cut banana leaves after sanitized with 
electrolyzed water and storage for 13 days. 
 

treatment Upper surface color Lower surface color Chlorophyll content 
L* a* b* L* a* b* total a b 

control 43.35a -9.28a 26.67a 54.66a -6.54a 30.13a 0.06a 0.04a 0.02a 
RT-AEW          

-10 mins 40.16a -9.42a 27.21a 59.17a -6.16a 31.51a 0.06a 0.05a 0.01a 
-20 mins 52.12a -8.24a 31.21a 57.84a -5.16a 31.45a 0.07a 0.05a 0.01a 
- 30 mins 50.42a -8.15a 31.30a 54.91a -6.52a 32.55a 0.07a 0.05a 0.01a 

4°C-AEW          
-10 mins 44.15a -8.54a 27.65a 52.23a -8.63a 32.01a 0.06a 0.04a 0.01a 
-20 mins 41.20a -9.16a 32.20a 53.13a -6.79a 30.01a 0.06a 0.05a 0.01a 
- 30 mins 41.16a -9.12a 25.22a 52.52a -6.15a 30.45a 0.09a 0.06a 0.02a 

Note: The data followed by the same letter within the column are not significantly different (P<0.05)
 
and they rapidly increased after transferred to 
27+2°C. There were no significant differences 
among AEW treatments during storage period from 
both on TN and KN fresh-cut banana leaves 
[Fig.3,4]. 

The surface color of fresh-cut banana leaves both 
upper and lower sides were evaluated. The L*, a*, 
and b* value exhibited no significant differences 
among washing treatments after storage for 13 days. 
Furthermore, the chlorophyll contents of fresh-cut 
banana leaves from each sanitizing temperature 
exhibited no significant differences after storage for 
13 days [table1, 2]. Therefore, the temperatures of 
the sanitizers had no effect on the color changes and 
the chlorophyll content of the fresh-cut banana 
leaves. This finding agreed with a previous study 
that no significant differences in weight loss, color 
and chlorophyll content were found on fresh-cut 
banana leaves after sanitized with sanitizers [23]. In 
addition, Martinez-Sanchez et al [24] reported that 
sanitized rocket leaves with sanitizers before storage 
did not affects the quality such as color and 

chlorophyll content during storage. Similarly results 
were reported by Izumi [25] on mizuna baby leaves 
and Wang et al. [26] on cilantro leaves. However,  
 
the effect of sanitization treatment on fresh-cut 
product quality depends on the fruit or vegetable, 
time of exposure, and concentration of sanitizer [27]. 
 
CONCLUSION 
 

Sanitization with 4°C AEW for 20 minutes was 
an appropriate method to sanitized fresh-cut banana 
leaves for both cultivars. The treatment used had 
least effect on the appearance quality of fresh-cut 
banana leaves such as weight loss, surface color and 
chlorophyll content after washing and storage. 
Therefore, this method will be applied in sanitizing 
process of fresh-cut banana leaves for export in 
foreign market. 
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ABSTRACT 

 

The aim of this study was to evaluate the sources of ammonium (NH4
+) in a groundwater of coastal alluvial 

plain in Indonesia, using both chemical properties and geographic information. The study site was Indramayu, 

a developing rural area located in the northern part of West Java. The site is an ideal location for studying the 

impacts on groundwater during the initial stages of urbanization. In August 2017, 20 groundwater and river 

water samples were collected from sites representative of various types of land-use. The chloride (Cl-) 

concentration in the samples ranged from 15 ppm to 12,000 ppm. These concentrations represented fresh-

brackish to brackish-salt water conditions, indicating the influence of seawater on the groundwater samples. 

Furthermore, analysis of several nitrogen species identified high NH4
+ concentrations in the samples. Based on 

the relationship between Cl- and NH4
+, samples were clustered into three groups. The first and second groups 

exhibited linear correlations, while in the third group, no relationship between these two parameters was 

identified. The land-use associated with each group was then evaluated. The main NH4
+ source in the first 

group was identified as organic sediment, where NH4
+ may be released through ion exchange with sodium, 

facilitated by the high salinity conditions and potentially, from dissimilatory nitrate reduction to ammonium 

(DNRA) reactions. The source of NH4
+ in the second group was suggested to be a combination of sediment, 

fertilizer, and human and animal waste. Finally, it was hypothesized that the source of NH4
+ in the third group 

is mainly human waste. 

 

Keywords: groundwater, alluvial plain, chloride, ammonium, land-use  

 

 

1. INTRODUCTION 

 

Groundwater is the largest unfrozen freshwater 

resource on earth, with a total volume of 

approximately 11 million km3 [1]. This highly 

valuable resource could be used as drinking water for 

at least 50% of the world’s population [2]. Despite 

this, unsustainable groundwater abstraction has led to 

a global groundwater depletion problem [1], [3]–[4]. 

Groundwater depletion can have knock-on effects, 

which are usually complex and dependent on the 

condition of the aquifer [1]. The direct effect, a 

decrease in the water table, can lead to serious issues, 

such as land subsidence and groundwater 

contamination. Such problems are already occurring 

in Indonesia. According to UNESCO [3], Indonesia 

is one of the top ten groundwater abstracting 

countries, with an abstraction rate of 14 km3/year; this 

is predicted to increase by 1–2% annually [3].  

Recently, these groundwater depletion effects 

have been increasingly observed in Indonesian 

coastal alluvial plains. An aquifer in alluvial plain has 

a large groundwater storage capacity, and thus forms 

the main source of clean water for many developing 

cities. Thus, urbanization is one of the major triggers 

of groundwater contamination in these environments 

[5]-[6]. Jakarta and Semarang are examples of 

Indonesian coastal alluvial plain cities facing 

groundwater perturbation and nitrogen species 

contamination because of urbanization. For example, 

in Jakarta, extensive groundwater depletion has 

caused land-subsidence [7]-[8], shallow and deep 

groundwater mixing, seawater intrusion, and nitrogen 

contamination [5], [9]–[10]. Similarly, groundwater 

abstraction in Semarang has also resulted in land-

subsidence [11], seawater intrusion, and nitrate 

contamination [12]. 

In this study, an investigation of groundwater in a 

coastal alluvial plain located in Indramayu, Indonesia, 

which can be found in the northern part of West Java 

(Fig. 1), was conducted. Indramayu is currently a 

rural area, but has a potential to become urbanized in 

the future. Unlike the big cities of Jakarta and 

Semarang, human environmental impact is not 

significant in Indramayu. This relatively pristine 

condition is ideal for studying the nature of the 
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groundwater environment during the early stages of 

urbanization.  

In this study, the nitrogen concentration in the 

groundwater, particularly ammonium (NH4
+), was 

studied. Furthermore, NH4
+

 source apportionment is 

attempted by evaluating the relationship between 

NH4
+ and chloride (Cl-) concentrations, in addition to 

an assessment of land-use.  

 
2. METHODS 

 

2.1 Study area 

 

The study site was located in the eastern part of 

Indramayu, on the north Coast of Java (Fig. 1). The 

total area of Indramayu is approximately 2,100 km2
, 

with a coastline length of about 147 km [13]. The 

topography of the area is low land to shore, with an 

average slope of 0-2%. The area has a tropical climate, 

with an average annual rainfall of 2,146 mm/year. 

 

2.1.1 Geology 

 

The Indramayu coast is a river delta, formed by 

sedimentation processes fed by the Cimanuk River 

[14]. Generally, Indramayu soil was formed from an 

alluvial plain environment, but also includes deposits 

from beach ridge, coastal, deltaic, and floodplain 

environments, along with the erosion of tuffaceous 

sandstone and conglomerate (Fig. 1).  

 

 
 

Fig. 1 Geology of Indramayu. 

 

Alluvial plain is the dominant geologic formation in 

the area, with a groundwater water level of 

approximately 0.4 m to 3.2 m [15] and unconfined 

groundwater reserves of approximately 370 L/s [16]. 

The alluvial plain groundwater is also highly 

vulnerable to contamination. 

 

 

 

 

2.1.2 Land-uses 

 

Land-use in the Indramayu area is depicted in Fig. 

2. The dominant land-use types are paddy fields and 

brackish fishponds. Settlements are concentrated on 

the delta formation, next to Cimanuk River. Oil and 

gas operations are also present, as this is the main 

industry located in the northeastern region of Java. 

This industry is owned by the Indonesian government.  

 

 
 

Fig. 2 Land-use types of Indramayu and sampling 

locations. 

 

 

2.2 Sample collection 

 

A total of 20 samples were collected from 

unconfined groundwater aquifers (18 samples) and 

the Cimanuk River (2 samples), in August 2017 (Fig. 

2). Sampling locations were selected to represent the 

dominant land-use types in Indramayu area. The field 

campaign took place during the dry season with 

rainfall amounts between 20 – 50 mm. 

 

2.3 Parameter and chemical analysis 

This study focuses on the analysis of nitrogen 

species, including nitrate (NO3
-), nitrite (NO2

-), and 

ammonium (NH4
+), in addition to chloride (Cl-). 

Initially, samples were filtered through a 0.2 µm 

cellulose ester membrane filter and stored in a freeze 

condition until analysis. The concentrations of 

nitrogen species were determined with a continuous-

flow automated nutrient analyzer and Cl- was 

quantified with ion chromatography.  
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3. RESULTS AND DISCUSSION 

 

3.1 Chloride and nitrogen species  

 

3.1.1 Chloride concentration 

 

The groundwater Cl- concentrations varied from 

15 ppm to 12,000 ppm. Using the Stuyfzand 

classification [17], the groundwater samples can be 

classified as fresh, fresh-brackish, brackish, brackish-

salt, and salt water based on Cl- concentration (Fig. 

3). Freshwater was mainly identified in the settlement 

areas, while other classifications were identified in 

paddy fields and brackish fishpond areas. Samples 

with high Cl- (> 150 ppm) were dominant over low 

Cl- (<150 ppm). 

 

Fig. 3 Cl- classification distribution. 

 

Cl- is ubiquitous in water and is relatively stable 

to chemical reactions. Therefore, Cl- is usually used 

as a tracer to help evaluate water quality and chemical 

reactions occurring in aquatic environment. There are 

several natural sources of Cl- in the freshwater 

environment, including the intrusion of saltwater 

from the ocean, natural weathering of bedrock or 

geologic deposits containing halite, unconsolidated 

sediments and soils, saline groundwater (brines), and 

volcanic activity [18]. In coastal regions, a major 

source of Cl- is likely the result of saltwater intrusion 

from the ocean. Therefore, it was assumed the 

groundwater associated with a coastal area in this 

study, is heavily influenced by the seawater 

intrusions, owing to the high Cl- concentrations 

observed.  

 

3.1.2 Nitrogen species concentrations 

 

Recent research suggests, that nitrogen 

contamination poses significant risks to the 

environment [19]–[22]. According to many previous 

studies [5]–[6], [23]–[24], the dominant speciation of 

nitrogen contamination in groundwater worldwide is 

NO3
-. In contrast, groundwater analysis of samples 

from Indramayu, exhibited higher NH4
+

 

concentrations in comparison to NO3
-  (Fig. 4). The 

concentration of NH4
+ fell between < 0.01 – 11 ppm 

and was detected at the majority of sites, while NO3
- 

could only dominant at two sites.  The presence of 

high NH4
+-N indicates the presence of human and 

animal wastes, and agricultural influences, such as 

fertilizer [23]-[25]. 

 

 
 

Fig. 4 Nitrogen species percentage at each 

sampling point.  

 

As shown in Fig. 4, relatively high concentrations 

of NH4
+-N were not only found in the settlement and 

paddy field areas, but also in the brackish fishpond. 

Therefore, another source of NH4
+ other than human 

and animal wastes and fertilizer is suspected. 

   

3.1.3 Ammonium sources based on chloride 

distribution and land-uses evaluation 

 

To evaluate the source apportionment of NH4
+, it 

was assumed that the non-reactive nature of Cl- along 

with land-use type variability, could be used to trace 

sources of NH4
+ other than human and animal waste. 

Fig. 5 depicts the correlation between observed NH4
+ 

and Cl- concentrations. Based on the correlations, 

underlying values can be clustered into three groups (

Ⅰ–Ⅲ).  
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Fig. 5 Correlation between NH4

+ and Cl- 
 

Groups I and II form linear correlations, while 

group III shows no relationship between NH4
+ and Cl. 

Based on the groups formed, a land-use evaluation 

was conducted to determine the possible sources of 

NH4
+ (Fig. 6).   

  

Fig. 6 Distribution of 3 groups clustered by Cl- and 

NH4
+ concentrations 

 

Samples in group I exhibited the largest range in 

Cl- concentration and also the strongest correlation 

with NH4
+ concentrations (R2 = 0.99). Group I 

samples are mainly located in the brackish fishpond, 

with the exception of a single point is located in a 

paddy field area. This point has a much higher Cl- 

concentration (2,470 ppm) compared to other points 

located in paddy field areas. We therefore suggest that 

the NH4
+ associated with group I is mainly derived 

from organic sediment, where NH4
+ ion exchange 

with sodium (Na+) could be facilitated under the high 

salinity conditions, and possibly from dissimilatory 

nitrate reduction to ammonium (DNRA) reactions 

[26]. 

Group II also produced a strong correlation 

between NH4
+ and Cl- concentrations (R2 = 0.97). The 

concentration of Cl- ranged from 1,100 and 2,400 

ppm. The land-use type associated with this group is 

more varied than other two groups, and include 

brackish fishpond, paddy field, and settlement. 

Therefore, the source of NH4
+ for samples from group 

II is suggested to be from organic sediment, fertilizer, 

and human and animal wastes. 

Finally, group III demonstrates no relationship 

between NH4
+ and Cl- concentrations. The samples 

for this group were associated with the lowest Cl- 

concentrations (<110 ppm). The land-use type 

associated with this group is mainly settlements. It is 

therefore suggested, that the source of NH4
+ for group 

III is mainly human waste.  

 

4. CONCLUSION 

 

In the early stages of urbanization of a coastal 

alluvial plain, groundwater resources may have high 

concentrations of NH4
+. The source of NH4

+ is not 

limited to fertilizer and human and animal waste, but 

also from organic sediment. Organic sediment NH4
+ 

can be released through ion exchange reactions with 

sodium (Na+) under high salinity conditions, and 

possibly from the dissimilatory nitrate reduction to 

NH4
+. 
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ABSTRACT 

To estimate the sedimentary environment between the last glacial stage and the Holocene epoch of an 

enclosed sea in the Okayama Plain, which constitutes a portion of the Seto Inland Sea coast, we collected 4 

boring cores at depths of 6 to 19 m, performed radiocarbon dating of the organic matter contained in the clay, 

identified the volcanic glass from the Aira Caldera eruption, and measured the electrical conductivity of the pore 

water. Based on these dating analyses, it was evident that the Holocene clay layer that is widely distributed 

throughout the Okayama Plain had already accumulated prior to 10,000 years ago. In addition, the different 

hardness and the presence of Aira volcanic ash in the clay layer indicated the sedimentation since Pleistocene. 

Because the sea level at the time was lower than this clay sedimentation level, those facts suggest freshwater 

lakes existed in the Okayama Plain which was dammed up by the shallower granite basement in the mouth of 

Kojima Bay. Based on the long clay core and date for the last 30,000 years, the sedimentation rates were 

estimated to be 0.18 mm/ year before 8,100 years ago and 1.19 mm/year for the last 8,100 years, respectively. In 

the sea water rising after 7,000 years ago, the sea level exceeded the dam and the bay became saline condition. 

Keywords: Holocene clay, radiocarbon dating, volcanic-ashes analysis, Sea-level change 

INTRODUCTION 

Various studies have revealed that the current 

Seto Inland Sea, which was a land area with 

freshwater lakes scattered in the Last Glacial Stage, 

changed to a sea area after the Holocene glacial 

retreat[2][6]. Therefore, it can be said that the 

sediments of the Seto Inland Sea and its coastal 

areas have recorded and preserved the sedimentary 

environments from the period when the area was 

land through to when it was a sea or brackish water 

area. This is a valuable information source for 

obtaining findings about environmental changes 

after the Pleistocene in the southwestern region of 

the Japanese Archipelago as well as in the Seto 

Inland Sea region. 

Land water brought by rainfall flows out into the 

Seto Inland Sea in the form of river water or 

groundwater and plays an important role in 

characterizing the water quality as a part of the water 

source in the closed sea area. It is clear that 

sedimentary strata in the coastal area with low water 

permeability lowers the velocity of the passage of 

groundwater but affects not only the quality of the 

river water and groundwater but also that of the 

water in the closed sea area [3]. The current coastal 

zone, where the land and the sea area are in contact, 

has continued to be a water passage area in the water 

circulation from the ancient times. So, there is a 

possibility that not only the transition of sedimentary 

environment from the land area to the sea area 

(brackish water area) is recorded in the sedimentary 

strata but also the clay of low permeability retains 

some water of those days[1][4][5][9]. 

Based on the chronological values obtained at the 

time of installation of the observation wells and the 

age determination obtained in the previous studies, 

we proved that the old Lake Kojima had existed in 

the Okayama Plain at the end of the Pleistocene[8]. 

It turned out that the deposition rate could be 

assumed to be unique in either age of the Pleistocene 

and the Holocene by connecting measured 

chronological values at each observation point. So, 

we were able to estimate the time of the seawater 

intrusion into the Okayama Plain and the elevation 

of the surface of the deposition at that time. 

ANALYSIS 

OUTLINE OF ANALSISs 

In order for fine grain particles from rivers to be 

deposited as sediment, water zones with low flow 

velocities such as lakes and seas are necessary. 

Sedimentation process is different depending on 

whether freshwater or seawater is in the water area, 
and in the water area where river water encounters 

seawater, the particles floating until then are more 

likely to aggregate and precipitate. Agglomeration 

occurs because the thickness of the electric double 

layer around the particle decreases in the 
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concentrated solution and the particles tend to 

collide and coalesce and the size of the clustered 

particles increases. Therefore, the rate of 

sedimentation varies depending on whether the 

process is in fresh water or in sea water. 

The transition from the Pleistocene to the 

Holocene is generally supposed to have begun with 

the seawater intrusion into land area due to the rise 

in sea level caused by global warming after the Last 

Glacial Stage[2]. 

It is presumed that the difference in the 

sedimentation rate before and after the seawater 

intrusion has been recorded and preserved in the 

formation. 

MATERIALS FOR ANALYSIS 

By means of radiocarbon dating and identification 

of volcanic glass, eight sets of data of chronological 

values were obtained from cores collected from the 

right bank of the Asahi river (Tabl.1)[8]. In addition, 

12 sets of data were obtained from the materials of 

the previous studies in the Okayama Plain 

(Tabl.2)[7]. The points where the chronological 

values were obtained are shown in Fig.1. 
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Tabl.1 Radioactive carbon dating result of 2008 

and age of volcanic ash 

Well Depth Elevation Libby Age Calibrated Age

No. (m)  (m) (yr B.P.) (cal B.P.)

IAAA-90200  6.60- 6.70 - 2.72 ~ - 2.82 6,560±40 7,510 - 7,420

IAAA-90201  8.60- 8.70 - 4.72 ~ - 4.82 9,100±40 10,300 - 10,200

IAAA-90202  5.60- 5.70 - 3.05 ~ - 3.15 5,620±40 6,480 - 6,310

IAAA-90203  8.00- 8.10 - 5.45 ~ - 5.55 7,600±40 8,460 - 8,350

IAAA-90204  5.00- 5.10 - 3.67 ~ - 3.77 2,240±30 2,270 - 2,160

IAAA-90205 13.00-13.10 -11.67 ~ -11.77 8,270±40 9,420 - 9,130

Well Depth Elevation Libby Age Calibrated Age

No. (m)  (m) (yrBP) (calBP)

K-Ah 11.6 -10.27 6,300 7,300

AT 14.5 -13.17 24,000~25,000 26,000~29,000

Number

AhsType

No.4

No.4

No.3

No.2

Tabl.2 Radioactive carbon dating result by past 

record of Okayama plain 

Libby Age

(yrBP)

GaK-5784 -14.5 7,920±250 8,876 8,311 - 9,441

GaK-5786 -23.4 24900-2450 28,808 22,390 - 35,225

-14.7 10,500±125 12,336 12,021 - 12,650

-15.9 29,000±720 33,242 31,685 - 34,799

-11.8 8,150±90 9,130 8,927 - 9,332

-14.3 21,100±410 25,212 24,125 - 26,298

1.8 2,670±70 2,828 2,700 - 2,956

-1.2 19,270±220 22,975 22,385 - 23,564

Beta-168007 Mizushima -17 8,230±40 9,189 9,070 - 9,308

No Data Nakasange 0.7 2,790±110 2,976 2,730 - 3,221

KN-89028 Nakasange 0.1 6,220±95 7,104 6,881 - 7,327

No Data Minamigata 0 3,820±40 4,229 4,140 - 4,317

No Data Tuchida

Fujita

HachihamaNo Data

No Data

Nadasaki

Number Place
Elevation

 (m)

Calibrated Age

(calBP)

+3450

Fig. 2 shows the relationship between the 

elevation of the sampling points and the measured 

ages. As a whole, although the samples obtained at 

the lower elevation tend to be older, the correlation 

between the data does not appear to be high. The 

low correlation is presumed to be mainly due to the 

fact that the elevation of the sedimentary surfaces 

varies depending on the location, even if their ages 

are identical. 
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It is clear that not only the Holocene but the 

Pleistocene is also included in the sedimentary layer 

of the Okayama Plain, as the samples cover the 

range period of 2,000 to 30,000 calibrated BP. 

Therefore, sediments before and after the seawater 

intrusion are mixed in the measurement samples. 

ANALYSIS METHOD 

The elevation distribution of the chronological 

measurement is considered to include the event of 

seawater intrusion and the amount of fine particles 

in the river water can be influenced by the weather 

and hydrological conditions of the upstream area. 

However, it is presumed that no significant changes 

will occur in the long-term average hydrological 

climate of the catchment basin, so we can assume 
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that the amount of fine grain soil particles 

transported from the upstream is almost invariant. 

Therefore, the sedimentation rate of the lake bottom 

is largely dependent on whether the lake water is 

fresh water or brackish water. For the sake of 

convenience, we call the point at which seawater 

intrusion occurred the “transition year” and the 

hypotheses for analysis are set as follows. 

1. The sedimentation rate is unique for

either period (the Holocene and the

Pleistocene) before and after the

transition year.

2. The relationship between elevation and

age at a sampling site can be represented

by two straight lines with different

inclinations before and after the

transition year.

3. In order to correlate geographically

widespread data, it is assumed that there

was a lake vast enough to include the

sampling sites.

4. The sedimentation rate was identical

over the most area in the vast lake.
By making the above assumptions, mutual parallel 

relationships between elevations and ages are 

formed among points of different elevation of 

sedimentary level (at the lake bottom). This means 

that we can arrange all the data on a single straight 

line by shifting the elevation of the sample at each 

point upward or downward. By applying the least-
squares method, a regression line representing the 

average elevation of the sedimentation surface for 

each point is obtained, and the sedimentation rate 

and the shift amount for each point can also be 

estimated. 

When the material covers the periods both before 

and after the transition year, two regression lines 

with different inclinations are required. In that case, 

the intersection of the two straight lines represents 

the transition year and the average elevation of the 

sedimentation surface at that time. 

First, we consider the case where all the material 

is from the Holocene. With the shift amount 

(adjustment amount) for each observation well as a 

parameter, we estimate the value of this parameter 

so that the entire line becomes a single straight line. 

Therefore, the regression line is set to y=ax+b, and 

the coefficients a and b are also included in the 

parameters and are also estimated. Here, y represents 

the average elevation of the sedimentary surface (at 

lake bottom) when set to a single straight line, while 

x represents the measured age of the material, and a 

represents the average sedimentation rate. 

We will name the measured elevation of each 

material to which shift amount has been added the 

"adjusted elevation". This method is aimed to obtain 

a regression line between adjusted elevation and 

measured age. In other words, we can obtain the 

shift amount at each point and the most probable 

value of the coefficients of the regression line that 

would minimize the mean square deviation from the 

regression line of the adjusted elevation of each 

material. Once the coefficients of the regression line 

and the shift amount for each point are obtained, the 

shift amount for each point is subtracted from the 

regression line. Also, the elevation of the 

sedimentary surface at x, a certain point of time 

(age), can be obtained by subtracting the shift 

amount from y, the adjusted elevation calculated 

with the regression line y=ax+b. 

In the same way, we assume that the regression 

line y=cx+d and the shift amount at each point are 

also obtained in the Pleistocene stratum, too. Here, 

the coefficient c represents the sedimentation rate of 

the Pleistocene. 

When applying the least-squares method, an 

initial value is given to the transition year, while 

samples from the ages later than the transition year 

are to be assumed as those of the Holocene layers, 

and older samples are to be assumed as those of 

Pleistocene layers. Then, we obtain the optimal 

parameters that would minimize the mean square 

deviation by giving some initial value to the 

elevation shift amount for each point and to the 

parameters of the coefficients of the two regression 

lines. 

The x-coordinate of the intersection of the two 

straight lines thus obtained is called the “crossover 

transition year”. When the crossover transition year 

obtained deviates from the initial value of the 

transition year, the optimum value is to be re-

calculated with this crossover transition year as a 

new initial value. By repeating this process, the final 

optimum value can be obtained. 

RESULTS AND DISCUSSION 

The optimum value 8,078 calibrated BP of the 

crossover transition year obtained by means of 

regression with two straight lines of the Holocene 

and Pleistocene is shown (Fig. 3). 

The decor relation of the data is remarkable, and 

the mean square deviation around the regression line, 

of which the range is indicated with the dotted line, is 

large. Estimated deviation of the transition year is ± 

1, 200 years. This significant deviation is presumed 

to be due to radiocarbon dating performed in 

different ways. 

Analyses only on the basis of the material from 

the right bank of the Asahi river show that the 

transition year was 8,100 calibrated BP, which is 

fairly accurate with the deviation only ± 0.003 years. 

The deviation of the elevation (y-coordinate) in the 

transition year, which is the intersection of the two 

straight lines, is 0.005 mm. 
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It is noteworthy that the transition year 8,080 ± 

1,200 calibrated BP obtained from wide area 

samples and the transition year 8,100 ± 0.003 

calibrated BP obtained from the samples along the 

Asahi river have high identity in terms of the mean 

value. This suggests that the assumption of the 

unique sedimentation rate applied in this method is 

not so far from reality. 

The sedimentation rate observed in the entire 

Okayama Plain is 1.0±0.2 mm/y in the Holocene, 

and 0.18±0.05 mm/y in the Pleistocene stratum, 

which are considered to be the average value 

observed in the vast area of the Okayama Plain. 

Thus, it appears to be clear under certain 

assumptions that the seawater intrusion into the 

Okayama Plain occurred in 8,100 calibrated BP, 

while the sedimentation surface at the transition year 

can be described as 8.89 meters below sea level. 
Therefore, it is generally considered that if there 

are about ten chronological materials available 

including those of the Holocene and Pleistocene, 

accurate estimation of the transition year will be 

made possible by means of this method.  

On the basis of the distribution of Jomon ruins, 

we can estimate that the surface of the brackish lake 

formed after the seawater intrusion was several 

meters higher than the current sea level. It is 

considered that the alluvial clay layer of the 

Okayama Plain developed in the warm weather of 

this Jomon Transgression. 

CONCLUDING REMARKS 

We found out that, given the condition that the 

sedimentation rate was unique either in the Holocene 

or Pleistocene era, the chronological data could be 

arranged on a single straight line by shifting the 

elevation of the observation points upward or 

downward in either of the periods. By doing so, the 

chronological data of sediments obtained by 

measurements at different locations were related to 

each other, and 

It was possible to estimate that the sedimentation 

rate was almost unique over a vast area at either of 

the periods. 

1. It was possible to estimate the average of
sedimentation rate either in the Holocene or 
Pleistocene.

2. It was possible to estimate the time of seawater
intrusion from the point of intersection of the 
two straight lines.

3. It was possible to estimate the elevation of the
sedimentary surface when the seawater 
intrusion occurred at each observation well.

As a result, seawater intrusion into the Okayama 

Plain is considered to have occurred in 8,100 

calibrated BP with the elevation of the sedimentary 

surface 8.89 meters below sea level. The 

sedimentation rate proved to have been 1.19 mm/y in 

the Holocene, and 0.18 mm/y in the Pleistocene. 
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ABSTRACT 

Stress is one of the common psychological problems. This  study aimed to evaluate the effects of     the 

Herbal Steam on cervical range of motion with reduce stress in the elderly. The data was compiled using 

the quasi-experimental research design; the populations of this research were 30 patients with stress in 

the elderly, the assessment was before and after receiving  30-minute of Herbal Steam. The results were assessed 

immediately after the intervention which consisted of the increased cervical range of motion after receiving the 

Herbal Steam while a significant difference was occurring (P < 0.05). In conclusion, the effectiveness of  Herbal 

Steam  will reduce stress in the elderly by reducing its pain and increase the cervical range of motion. 

Keywords: Immediate Effectiveness, Cervical Range of Motion, Herbal Steam, Stress, The elderly

INTRODUCTION 

Stress is a mental health problem that can happen 

to the general public. Stress is a reaction. The 

response of the body, mind, thoughts and behavior 

of the person to the inner and outer vesicles, which 

may be person, the feeling. Situation or environment 

The person will recognize that the pressure is 

threatening and the uncontrolled cave will make the 

person stress. This may result in a disproportionate 

loss of life. Stress is a barrier and the problem that 

many people in many age to meet on a daily basis. 

Whether it comes from  work. Personal life 

problems And especially the money. And the older 

the elderly. It is very easy to face stress. Start by 

yourself. The body began to regress. With the 

disease that comes to arouse discomfort, physical 

and mental stress. In addition, the external 

environment is not good, such as the elderly away 

from their children. Some people are alone, it causes 

more stress. It also causes depression as well. The 

changes in the elderly population in Thai society 

have shown that the proliferation of chronic diseases 

and disability has led to an increase in the elderly is 

dependence and increased need for care. And care in 

the service [1].    

The current state of problems and conditions, 

although the knowledge of medical science has 

advanced. And is widely accepted in the care. But 

still find that. The health care and maintenance. For 

the elderly there is a distinction of the traditional 

way of life in Thailand. Especially the rural elderly 

who have a culture of faith and lifestyle that is 

linked to the path of nature. This is different from 

the people in the city. Health care behaviors of rural 

people are characterized by social stereotypes. And 

that culture has been instilled and transferred 

knowledge to maintain their own health. In the form 

of local wisdom (Local wisdom) 

It is still used today. Herbal Steam It is used for 

heat therapy. Traditional herbal steam is used in 

women. The new baby, which will have hot baths. 

Drink hot water with boiled water. And lay a fire on 

bamboo lined with herbs, but now has developed. 

Sauna Heater Thai people in traditional medicine use 

herbal steam over the sauna. it has herbs that help 

the airway. Skin care or treatment. types of Herbal 

Steam Herbal Steam 1) Drying is a traditional 

method of cooking. There are rituals that maintain 

morale. For mothers after birth Herbal bath and 

turmeric treatment to maintain inflammation in the 

skin and is popular after birth with fire on the litter, 

warm wood to the body will help stimulate the 

uterus contraction. 2) Wetting is one of the 

treatments. The beginning of the tent of the woman 

after birth. Using cloth to make a tent covered with 

boiled herbal boiling pot. Bake and smoke steam. 

Nowadays, this method has been developed to suit 

the present society by creating a modern herbal 

steam room [3], [4].    

The composition of herbs used may vary by 

purpose. To treat such symptoms as refreshing the 

body. Skin shine Helps to sweat, relieve stress. 

Relaxation and tightness of the joints and pain in the 

current medical conditions have accepted that heat 

treatment can help blood circulation. The vapor of 

herbs will have properties according to the 

properties of the herb, which in most cases helps the 

body freshen up. [3], [4].    

In consequence, the researcher is interested in the 

use of traditional herbal medicine. Take care of 

stress problems of the elderly. To reduce the stress 

that is the cause of other diseases followed. 



SEE - Nagoya, Japan, Nov.12-14, 2018 

214 

MATERIALS AND METHODS 

Design 

 This research was the quasi-experimental 

research design which the cervical range of motion 

assessment was conducted in the public health 

center, Phakdi Chumphon District, Chaiyaphum 

Province, Thailand. This study was approved by 

Ethics Review Committee Sirindhorn College of 

Public Health Khon kaen  (HE NO.610660) 

Subjects 

 The sample used in this study is Elderly people 

over 60 years old 30 people with stress. the elderly 

have moderate stress. 

Assessment 

 This research was the cervical range of motion 

assessment, the questionnaires and Perceived Stress 

Scale.

Measurement Instruments 

 In this research, The instruments used in the 

experiment were 2 parts: A screening test to screen 

elderly people with stress. Three levels of stress, 

low, moderate and high, Recorded results are 

moderate.Additionally, the Cervical Range Of 

Motion (CROM) was used to assess the cervical 

range of motion; cervical flexion, cervical extension, 

cervical left lateral flexion, cervical right lateral 

flexion, will measure before healing herbs. And after 

measure herbal immediately. and the results were 

recorded as degree.  

Intervention 

 The samples were treated by getting 15-minute 

of  Herbal steam. 

Statistical Analysis 

 In this research, descriptive statistics were used 

to describe the characteristics of the sample. mean 

and standard deviation It also uses a pair t-test to 

analyze the variables negatively by analyzing the 

immediate effect of the evaluation. 

RESULTS 

 The findings of the general information of 30 

sample revealed that; most of them were female 

(80.00%), most of the marital status was married 

(80.00%) and most of have a farming career 

(40.00%). 

 The assessment of the cervical range of motion; 

cervical flexion, cervical extension, cervical left 

lateral flexion, cervical right lateral flexion before 

and after the Herbal steam immediately revealed that 

the immediate cervical range of motion was 

increased with 0.95 level of significance (P <0.05) 
(Table 1). 

Table 1 Comparison of the outcome measures 

between baseline (pre-test) and post-test 

assessments in Cervical range of motion 

(degree) (paired t-tests). 

Outcome Baseline Immediate 

(Mean ± 

SD) 

P-

value 

Cervical 

flexion 

53.50 ±

9.39 

58.83 ±

8.57 

<0.05 

Cervical 

extension 

(%); mean ± 

SD 

54.50 ±

10.28 

60.33 ±

9.99 

<0.05 

Cervical 

left lateral 

flexion 

38.66 ±

8.29 

44.33 ±

7.84 

<0.05 

Cervical 

right lateral 

flexion; 

mean± SD 

34.33 ±

7.27 

42.66 ±

9.07 

<0.05 

Note: 

DISCUSSION 

This research was aimed to  evaluate the effects 

of Herbal Steam on cervical range of motion with 

reduce stress in the elderly. The findings of the 

immediate cervical range of motion assessment were 

different in each motion with 0.95 level of 

significance ( P < 0.05). In consequence, it was 

different in the clinical significance that the sample 

were treated  Herbal Steam.  
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The findings were consistent with the study of 

“Kitkra  [2] shows 58.3% of the respondents used 

the herbal steam service twice a week, 68.0% of 

them drank 2-5 times, 33.5% of them tried to keep 

their body healthy. 88.0% found that herbal steam 

helped to work more. 86.3% helped to sleep well 

84.7% help to lighten the mobility 81.3% help to 

breathe fluently 80.0% help relieve pain. Maps For 

those with knee pain, knee pain, muscle aches and 

back pain, waist circumference 90.5 percent 82.2 . 

CONCLUSION 

 Thai herbal steam results in a neck movement. 

The effect of neck movement increased in all 

directions from the corm measurements, which were 

different before and after herbal steam. It can be 

concluded that the herbal baking herbs have 

properties that make the muscles in all parts of the 

body more flexible. Heat causes circulatory system 

to work effectively. As a result, stress is reduced.
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ABSTRACT 

The purpose of this experimental study was to determine the effects of low-intensity group exercise on 
muscle strength and balance of elderly people in the communities. Seventy-two healthy elderly people from two 
communities participated in this study. Thirty-six elderly people were randomly selected and allocated into an 
experimental group and control group. The experimental group performed a supervised group exercise program 
in every work day’s evening for three months.  The exercise program began with warming up for five minutes, 
followed with low-intensity exercise program, and cooling down for another five minutes. The data were 
collected before and after three months of performing the exercise program.  The outcome measures included 
muscle strength, body balance, and fear of falling.  The data were analyzed by using ANCOVA to compare 
between the experimental group and the control group. After performing the exercise program for three months, 
the experimental group had developed better health status than before participating the program and it was 
significantly different from the control group. The experimental participants’ muscle strength was increased by 
1.79 points. Their dynamic balance periods were shorter than before receiving the exercise program by 1.32 
seconds. Moreover, it was revealed that the experimental participants’ fear of falling was decreased by 17.74 
points. After three months of involving in the low-intensity exercise program, their health status remained better 
and healthier while the participants’ health status of the control group remained the same as the starting period. 
The results revealed that the low-intensity group exercise program could improve muscle strength, body balance, 
and fear of falling among elderly people. 

Keywords: Exercise, Balance, Muscle strength, Elderly 

INTRODUCTION 

The world has been becoming an aging society. 
Each country where has senior citizen accounting 
for over 10% of the total population can be 
classified as an aging society [1].  For example, 
by the year 2004, the proportion of elderly people 
in Japan was the highest percentage (31%), 
followed by Italy and Germany (27% and 26% 
respectively) [2].  In 2007, in the Southeast Asia 
region, the proportion of elderly people in 
Singapore was almost equal to Thailand of which  
Singapore was 11.9 while Thailand was 10.7 [3]. 

Not only the proportion of elderly people has 
been increasing, but the seniors have also encoun-
tered  an increase in age-related diseases.  Around 
34.6 percent of people over 80 years through self-
assessment were found having poor health status [3].  
Naturally, people tend to get chronic health 
conditions when they are getting older.  For example, 
high blood pressure was commonly found in the 
seniors at 31.7%, meanwhile, the prevalence of 
diabetes was 13.3%. Other chronic health conditions 
prevalence like heart disease, paralysis, coronary 
artery disease, and cancer prevalence were 7.0, 2.5, 
1.6 and 0.5 percent, respectively [3]. These common 

health conditions in the ageing people including 
injuries from falls indicate degenerative health 
status among the older adults [4]. 

Falling is one of the common and major 
health problems occurring in the old-age 
people.  In 2007, a study on falls in the ageing 
people found that, within six months, the 
percentage of the falls in the seniors was up to 
10.3. As far as gender is concerned, the 
proportion of falls among female elderly people 
was 12.6 percent while in the same-age male 
proportion was 7.4 percent.  In addition, age 
also plays a part. The very senior citizens had 
the highest proportion of falls at 12.7% whereas 
the proportion of falls in the middle or early age 
group was 11.7% and 9.2%, respectively [4]. 
The major physical cause associated with falls 
in the elder people is a decline in muscle mass 
which could result a decrease in physical 
activities. The decline in muscle mass has 
always been replaced by free fat, collagen, and 
fibrous tissue [5]. This includes the 
deterioration of the neuro-musculoskeletal 
system, especially in lower extremities which 
could also cause muscle weakness and fall in 
the old-age people [6]. 
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Therefore, an exercise program to improve 
muscular strength and body balance for elderly 
people is crucial to prevent their health problems.  A 
low intensity exercise has been recommended for 
maintaining and improving health status in elderly 
people because it has low risk and yet could 
gradually let the elderly participants adapt to 
physiological as well as psychological effects 
resulting from the exercise training program. To 
accomplish and maintain these effects, the exercise 
program should be regularly performed, enjoyable, 
and relevant to local culture of physical activities. 
The main purpose of this study was to develop an 
appropriate exercise program to improve both 
muscular strength and body balance of elderly 
people living in a community. 

 
METHODS 

 
Design and setting 
 

A parallel two-arm, randomized control trial 
(RCT) was applied. The settings for intervention and 
data collection were at two districts in Khon Kaen, 
Thailand. 
 
Participants 
 

The participants were healthy elderly people 
aged 60 years and over recruited from the commu-
nities. The inclusion criteria were healthy elderly 
people and have been living in the community over 
one year. Participants with disability, body balance 
problem, contra-indications to exercise were 
excluded.  Seventy-two participants who met the 
criteria were randomly allocated either in the experi-
mental or control arms by using a block randomized 
method (Block of 4). 

 
Intervention 
 

The exercise program was designed based on the 
criteria which included low intensity, simple, 
enjoyable, relevant to local culture, and group 
participation. The components of exercise consisted 
of the following supervised group exercises. 
  

Squats exercise 
 
The instructor commanded with demonstration to 

the group of participants as follows. “Stand as tall as 
you can with your feet apart about shoulder-width. 
Lower your body as far as you can by pushing your 
hips back and bending your knees. Push yourself 
back to the starting position while squeezing your 
glutes. Repeat the movement 10 times, performing 2 
sets.  For each repetition, count to 3 on the way up 
and on the way down to ensure you are not going too 
fast. Then rest 30 seconds in between sets.” 

Calf exercise 
 
The participants stood on the feet while the 

hands grasp the chair back to balance the body. Then 
they raised their heels up, and put the body weight 
on the toes, and old in this position for 5 seconds. 
Then returned to the starting position and repeated 
10 times. They performed 2 sets and rested 30 
seconds in between. 
 

Sideways walking 
 
The participants stood with their feet together, 

and knees slightly bent. Then, they stepped sideways 
in a slow and controlled manner by moving one foot 
to the side, then they moved the other to join it. 
Repeat 10 steps each way or step from one side of 
the room to the other. They repeated the movements 
10 sets. 

 
Heel to toe walk 
 
They stood upright. Then, they placed the right 

heel on the floor directly in front of the left foot. 
Then they did the same with the left heel. They were 
instructed to keep looking forward at all times. If 
necessary, they were allowed to put their fingers 
against the wall for stability. Repeated 10 steps and 
performed 5 sets  

Participants in the control group were suggested 
to maintain their routine daily life activities 
although they didn’t participate in the exercise 
program. 

 
Procedure 
 

The objectives and the study design were 
described to all the participants for both the 
experimental and control groups. The consent form 
was read and signed at the Local Health Promoting 
Hospital. The appointment was arranged right after 
screening accordingly to the criteria in order to 
participate in the study and signed the informed 
consent. Every participant was provided with a 
recording-book to sign every time he/she 
participated in the exercise. The exercise program 
was performed at the community meeting center in 
the village where most of the elderly people 
regularly came for chatting.   

Outcome measures including dynamic body 
balance (timed up-and-go test), muscle strength 
(thirty-second chair stand test), and fear of falling 
(Falls Efficacy Scale) were recorded before and 3 
months after participating the study. Village health 
volunteers supervised the daily group exercise 
whereas Health Promoting Hospital officers 
followed up to ensure the exercise program had been 
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regularly performed. All the participants were 
encouraged to regularly participate accordingly to 
the study design. The researcher and research 
assistants regularly visited and interviewed the 
participants.   
 
Measurement Equipments  
 

The timed up-and-go test (TUG) was used to 
measure the dynamic body balance purposely to 
assess the balance, walking ability, and fall risk of 
elderly people. The participants were suggested to 
wear their regular footwear while they were 
performing the test. The procedure of TUG measure-
ment began with the advice for each of the 
participants to sit on a chair. When the researcher 
gave a signal, he/she got up and walked along the 
three-meter line, then went back to the seat.  The 
duration of this performance was timed and 
recorded.  

A thirty-second chair stand was tested (30CST). 
This test aimed to measure leg strength and 
endurance of elderly people. Each participant sat at 
the middle of the chair. Place their hand on the 
opposite shoulder while keeping the feet flat on the 
floor, back straight, and arms against the chest. After 
receiving the signal “Go” he/she stood up straight, 
then sat down again.  This was repeated for 30 
seconds. The researcher counted the number of 
completed rounds. 

A Falls Efficacy Scale (FES) was a test 
aimed to assess perception of balance and 
stability during activities of daily living and 
fear of falls among the elderly population. The 
Falls Efficacy Scale was a 10-item question-
naire designed to assess confidence of their 
ability to perform 10 daily tasks without falling 
as an indicator of how one's fear of falling 
impacts physical performance. Each item was 
rated from 1 ("very confident") to 10 ("not 
confident at all"), and the per item ratings were 
added to generate a summary total score. Total 
scores could be ranged from 10 (best possible) 
to 100 (worst possible). Thus, lower scores 
indicated more confidence and higher scores 
indicated lack of confidence and greater fear of 
falling. 

 
STATISTICAL ANALYSES 
 

Data were analyzed by using SPSS for Windows 
Version 19 (IBM Corp. Released 2010, IBM SPSS 
Statistics for Windows, Version 19.0. Armonk, NY: 
IBM Corp.) under licensed of Khon Kaen University. 

Shapiro-Wilk test was used to verify the normal 
distribution of continuous variables. An intention-
to-treat analysis was used for avoiding misleading 
data. The data were analyzed by using Indepen-
dent t-test for comparing between the experiment-
tal and control groups before the experiment. 
After experiment data were analyzed by using 
analysis of covariance (ANCOVA) for between-
group comparison. Paired t-test was used for 
within-group comparison. Differences were 
considered statistically significant at p < 0.05.  

 
RESULTS 
 

The demographic variables based on gender, 
age, income, and occupation were stratified 
between the experimental and the control 
groups (EX and CON). Thirty-six participants 
were allocated in each group. Most of them 
were female (52.78% in EX group, and 72.22% 
in CON group). The average age was 
70.89(5.38), and 70.58(7.03) years and their 
average income were 2,500(3,600), and 
1,000(3,025) Baht/Month for the EX and CON 
respectively.  Most of the participants worked 
as farmers. (Table 1) 

  
Table 1 This is the example of table formatting 
 

Characteristics EX 
n(%) 

CON 
n(%) 

Gender   
      Male 17(47.22) 10(27.78) 
      Female 19(52.78) 26(72.22) 
Age   
      60-69 17(47.22) 18(50.00) 
      70-79 15(41.67) 15(41.67) 
       ≥80 4(11.11) 3(8.33) 

( X±S.D.) 70.89±5.38 70.58±7.03 
(MIN, MAX) (63, 86) (60, 83) 

Income (Baht)   
     500-1000 19(52.78) 26(72.22) 
     1001-1500 12(33.33) 7(19.44) 
     Over 1500 5(13.89) 3(8.33) 
       ( X±S.D.) 2500±3600 1000±3025 
       (MIN-MAX) 600-20000 600-10000 
Occupation   
     Farmer 27(75.00) 26(72.22) 
     Homework 4(11.11) 6(16.72) 
     Retire  5(13.89) 4(11.11) 

 
 Baseline data before the intervention were 
compared between the two groups and found no 
significant difference in terms of body balance, 
muscle strength, and fear of falling (Table 2). 

https://en.wikipedia.org/wiki/Normality_test
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Table 2 Baseline data before the intervention of 
both groups. 

 

Variables 
EX Group 

X±S.D. 
CON Group 

X±S.D. 
p 

Balance  11.91±2.07 12.89±4.34 0.231 
Muscle 
strength 

12.42±2.85 12.44±3.48 0.971 

Fear of 
falling 

22.50±36.20 17.42±27.36 0.504 

Note: T-test 
 

After 3 months of participating in the inter-
venetion, the experimental group had signify-
cantly improved in their body balance, muscle 
strength, and fear of falling when compared to 
the control group (Table 3). 
 
Table 3 Comparison between the two groups after 3 

months of intervention.  
 

Variables EX Group 
X±S.D. 

CON Group 
X±S.D. 

p 

Balance  11.28±2.01 12.60±4.43 0.002 
Muscle 
strength 

13.94±2.80 12.15±4.64 0.006 

Fear of  
falling 

15.91±22.51 33.65±36.09 0.001 

Note: ANCOVA, adjusted mean using baseline as 
covariate 
 

Within-group analysis of the experimental 
group revealed that after 3 months of partici-
pating in the exercise program, the participants 
had significantly increased their body balance 
and muscle strength, whereas the fear of falling 
was not significantly improved (Table 4). 
 
Table 4 Within-group analysis of the experimental 

group 
 

Variables Baseline 
X±S.D. 

After 3 m. 
X±S.D. 

p 

Balance  11.91(2.07) 10.97(2.02) 0.004 
Muscle 
strength 

12.42(2.85) 14.14(2.80) 0.001 

Fear of 
falling 

22.50(36.20) 10.33(22.51) 0.089 

Note: Paired t-test 
 
Within-group analysis of the control group 

revealed that after 3 months without any 
intervention, the participants had no signify-
cantly changed in their body balance and 
muscle strength, but the fear of falling was 
significantly increased from the baseline 
(Table5). 

Table 5 After the experiment in CON group 
 

Variables Baseline 
X±S.D. 

After 3 m. 
X±S.D. 

p 

Balance  12.87(4.34) 12.96(4.44) 0.784 
Muscle 
strength 

12.44(3.48) 11.94(4.64) 0.318 

Fear of 
falling 

17.42(27.36) 36.97(36.09) 0.010 

Note: Paired t-test 
 
The results showed that participating in the 3 

months of low-intensity exercise could significantly 
improve both body balance and muscle strength. 
None of the participants had shown any serious 
adverse effect. These findings were in the line with 
those of the previous study that employed the three-
month home based low intensity exercise for elderly 
people in different settings and cultures [7]-[9]. In 
the current study, the participants’ fear of falling 
after 3 months of the intervention had significantly 
decreased in the experimental group compared to the 
control group. This could be due to the increase in 
muscle strength of the lower extremities and body 
balance of the experimental group as a result of 
participating in the low intensity exercise program 
[10].  

According to the study design, this study 
employed a randomized controlled trial of which 
has been known as the gold standard for 
intervention study. This could provide the high 
quality of the study. However, this study had 
some limitations because the blind assessment 
was not possible due to the nature of the 
community trial. In addition, it might be possible 
that group contamination might occur since the 
participants in the control group could easily 
access in the exercise group. Fortunately, this 
group contamination did not occur since the 
participation to this exercise program was strictly 
controlled by the community’s health volunteers 
and the research assistants.  
 
CONCLUSION 
 

Based on the results of this study, participation 
on regular (low intensity) exercise, 5 times a week 
and lasted for 3 months, may increase muscle 
strength, improve the dynamic body balance and 
reduce fear of falling in elderly people. This kind 
of activity could contribute a lot to the communities 
where there are a lot of elderly people in terms 
of health promotion, opportunities for social 
gathering, having fun, more importantly low cost. 
Any elderly people with any social status can 
perform this exercise program. Beneficially, older 
people could use their leisure time worthwhile for 
the rest of their lives. 
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ABSTRACT 
 

 The objectives of the research were to evaluate genotype frequencies and to investigate polymorphism 
in the cathepsin B gene (CTSB) and cathepsin L gene (CTSL) with carcass and meat quality in 288 crossbreeds 
(large white x landrace x duroc). Pigs whose weights ranged from 78-134 kg were assigned to slaughter. PCR-
RFLP protocols were used to identify polymorphisms of both genes. The frequencies of AA, AC and CC 
genotypes of CTSB were 0.340, 0.615, and 0.045, respectively. The frequencies of A and C alleles of CTSB were 
0.648 and 0.352, respectively. Regarding CTSL, the frequencies of CC, CT and TT genotypes were 0.625, 0.354, 
and 0.021, respectively. The frequencies of C and T alleles of CTSL were 0.802 and 0.198, respectively. The 
significant effects of CTSB polymorphism were detected on body length (BL), scan of loin eye area (U_LAE), 
loin eye area (LAE), and weight loss (WL) (P<0.05). The pigs carrying the AC genotype had higher level of BL, 
U_LEA and LEA than the ones carrying the homozygous genotype (AA or CC). The pigs with the CC genotype 
of CTSB had lower WL (1.86 kg) than the ones carrying the AA or the AC genotype (2.19 and 1.97 kg). The 
CTSL variants represented statistically significant effects on BL trait (P<0.05). The CC genotype (77.92 cm) had 
higher BL value compared to the CT (76.14 cm) and the TT genotypes (76.92 cm). The CTSB and CTSL were 
high polymorphism and their alleles could be as the potential genetic markers for swine selection.  
 
Keywords: Cathepsin B, Cathepsin L, Swine, Polymorphism 
 
 
INTRODUCTION 

 
 The selection of pig has focused on increase 
of carcass and meat quality. The carcass and meat 
characteristics, especially the back fat thickness and 
ham weight, are economically important for the pig 
industry [1]. However, making genetic progress by 
traditional breeding is challenging because meat and 
carcass qualities are low to moderately heritable [2], 
[3]. The meat and carcass quality are of complex 
nature, influenced by several genes with high impact 
of environmental effect [4].  
 Ultrasound technique has been used to 
predict carcass and meat traits of live animals for 
several years. Deza [1] has found that the R2 model 
between hams weight and slaughter live weight and 
ultrasound fat thickness was 0.82. Moreover, the 
correlation between 10th rib back fat measurement 
by real – time ultrasound and 10th rib back fat was 
0.84 [5]. Newcom [6] has used real-time ultrasound 
technique to predict intramuscular fat percentage in 
live swine and found that the product moment 
correlation and rank correlation coefficients between 
predict loin intramuscular fat percentage and carcass 
loin intramuscular fat percentage of Duroc 
population were 0.60 and 0.56, respectively. Results 
show that real-time ultrasound image analysis can be 
used to predict intramuscular fat percentage in live 

swine. The prediction meat and carcass quality of 
measurement carried out in live pigs before 
slaughter and interesting aspect for producer and for 
the industry.  
 Marker assisted selection (MAS) is one of 
the possibilities related to breeding program. Several 
studies have identified gene marker associated with 
the genetic variation process through MAS that has 
an increased possibility for implementation [7]. The 
cathepsin genes belong to the enzyme family (CTSL, 
CTSB, CTSD, CTSH, CTSF and CTSZ), which are a 
group of genes that produce lysosomal proteinases 
and are important for the degradation of proteins. 
Their main role is in the post-mortem proteolysis of 
meat. These genes or their mutations may 
profoundly affect the qualitative properties of meat 
[8], [9]. Recent studies have shown that the 
polymorphism in the cathepsinB (CTSB) and 
cathepsinL (CTSL) gene is associated with carcass 
and meat quality traits in swine. Vera [8] has found a 
trend of allele T increased fatness and the effect of 
allele C on lean meat in swine. The significant 
results of CTSB mutation was observed for higher 
carcass yield and weight of ham [9]. Moreover, 
Russo [10] also found the marker identified at the 
CTSB loci involved in meat quality traits. CTSL 
marker shows a tendency towards back fat thickness 
and weight of lean cuts [11], [12]. In the present 
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study, we predicted the carcass and meat quality by 
real – time ultrasound that might improve the 
efficiency of measure methods for evaluating meat 
quality on a routine basis. Thus, the objectives of 
this research are to investigate genotype of CTSB 
and CTSL polymorphism and confirm the 
association between the polymorphisms and carcass 
and meat quality in Thai crossbred swine. The 
results from this study might improve the efficiency 
of selection swine. 
 
MATERIALS AND METHODS 
 
Animals 
 
Two hundred and eighty eight cross breeds pig 
(Large White × Landrace × Duroc Jersey) were 
purchased from commercial farm with an initial live 
weight of 78 to 134 kg and no any phenotypic 
criteria. 

  
Ultrasound Image Collection  
 
All pigs were weighed body weight (BW), body 
length (BL) and were scaled of loin eye area 
(U_LAE), back fat thickness (U_BF) obtained 2 h 
were scanned before slaughter by real – time 
ultrasound (Honda electronic Inc., a 3.5 MHz, 10 cm 
long probe and a 1.5 - 2 MHz, 13 cm long). Images 
were recorded and then linear and area 
measurements were taken by means of the between 
10th rib. The pigs were slaughtered at commercial 
slaughter house after electrical stunning. 
 
Carcass and Meat Data Collection 
 
At the slaughterhouse, within 10 min of post-
mortem, hot carcass weight (Hot_C, kg), pH0 at 0 h 
Post – mortem (pH0) and carcass length (CL) were 
collected. pH at 45 min post – mortem (pH45) were 
determined using pH meter. After chilling, carcass 
weight after chilling (Chill_C), pH 22 h (pH22), 
back fat thickness (BF), loin weight (LW), ham 
weight (HW), fillet weight (FW) and shoulder 
weight (SW) were determined. 
 
Tissue Collection and DNA Extraction 
 
Approximately 20-30 mg of tissue was collected 
from the carcass of each pig into tube containing 
99% of ethanol. Genomic DNA was isolated from 
tissue using Puregene (Gentra Inc., Minneapolis, 
MN) according to the supplied protocol. Briefly, 
tissues were separately minced were washed twice 
with 0.9% NaCl sample were centrifuged for 5 min 
at 3,000 rpm at room temperature. Cell lysis buffer 
and protein precipitation buffer were added to the 
pellet. Cell lysate was then centrifuged for 5 min at 
10,000 rpm at 4°C. The supernatant was then 
transferred to 1.5 ml tube, and absolute isopropanol 

was added. The DNA was precipitated at 10,000 
rpm for 5 min at 4°C. The supernatant was 
discarded, and DNA pellet was washed 2 to 3 times 
with 75% ethanol. The DNA pellet was air-dried at 
room temperature and dissolved in DNA hydration 
buffer. Deoxyribonucleic acid quality and 
concentration were determined by UV spectroscopy. 
The DNA was diluted to 50 ng/μL as a working 
solution and stored at −20°C before use. 
 
PCR –Restriction fragment length polymorphism 
analysis (PCR-RFLP) 
 
The reactions of PCR were carried out in a total 
volume of 10 µL containing: 1 μL of diluted DNA 
template (50 ng/µL); 1X PCR buffer (1 μL of 
10XPCR buffer), 4 mM MgCl2 (0.8 μL of 50 mM 
MgCl2), 0.1 mM dNTP (1 μL of 1 mM dNTP), 0.5 
µM of each primer (1 μL of 5 μM of each primer), 
and add 0.1 μL of Taq DNA polymerase (Promega, 
San Diego, CA). PCR amplification was carried out 
in a PCR thermal cycle (COBETT RECHEARCH, 
Australia 2003, iCycler thermal cycler, BioLad, 
U.S.A) using the following amplifying program: 
preheating at 95˚C for 5 min followed by 35 cycles 
at denature 95˚C, 30 s; annealing temperature (Table 
1), 40 s; and extension 72˚C, 30 s. Final extension 
was carried out at 72˚C for 5 minutes and the 
amplified products were hold at 4˚C until needed. At 
the end of PCR cycle, amplified products were 
analyzed by 0.8% agarose gel with 1X loading dye. 
After electrophoresis at 100 V for 35 min, gel was 
stained with GELSTARTM (Gelstar Inc, NY) for 10 
min. DNA fragments were visualized by gel 
documentation. 
 
Table 1 Sequences of primer and Ta (annealing 
temperatures) for PCR amplification 
 

Genes Primer sequence Ta (0C) 
CTSB1/ Forward:5´GTGGCCGGGT

GGTTTTA 3´ 
55 

 Reverse:5´TCCTCCTGGTG
CTGCTAATTCTGAC 3´ 

 

CTSL 2/ Forward:5´TCACTGCCGT
GAAGAATCAG 3´ 

64 

 Reverse:5´GCAGAGCTGT
AATGGCAAGA 3´ 

 

Note:  1/ [16], [12] 
                2/ [12], [8] 
 
Restriction of  PCR Products 
Polymerase chain reaction (PCR) products from 
each pig were digested separately with 1 restriction 
endonucleases, Mspl for CTSB and Taql for CTSL. 
Each digestion reaction contained 2 μL of PCR 
products, 1 μL of cut smart, and 0.2 μL of enzyme, 
add water 4.8 μL in a total volume of 10 μL. 
Subsequently, each reaction was incubated at 37°C 
for Mspl and 65°C for Taql for at least 6 h. 
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Genotyping of CTSB deoxyribonucleic acid 
fragments were detected on a vertical 
electrophoresis (Mini-Protein III, Bio-Rad 
Laboratories, Richmond, CA) using a 12% 
denaturing polyacrylamide gel (Sigma Inc., St. 
Louis, MO) with 1X polyacrylamide dry 5 μL. After 
electrophoresis at 150 V for 120 min, gels were 
stained with GelStar (Gelstar Inc., Patchogue, NY) 
for 10 min. Deoxyribonucleic acid fragments were 
visualized by UV transillumination and 
photographed with the Syngene gel documentary 
system (Syngene Inc., Cambridge. IL). For CTSL, 
detected on a horizontally electrophoresis unit 
(Mini-Protein III, Bio-Rad Laboratories, Richmond, 
CA) using a 2% agarose gel. 
 
Statistical analysis 
 
 The means of ultrasound, carcass and meat 
quality traits were analyzed by PROC MEANS. [13]  
            Associations between the genotypes of the 
candidated genes (CTSB and CTSL) on carcass and 
meat quality were assessed by the procedure 
MIXED in SAS version 8.02 (SAS Institute Inc. 
Cary, NC, USA), with a model that included sire as 
a random effect and the fixed effects sex and 
genotype of the analyzed DNA markers.  
 

Results and discussion 

 

Phenotypic analysis 

 The means (Means), standard deviation 
(Std.), minimum (Min.) and maximum (Max.) of 
carcass and meat quality traits in the pigs are showed 
in Table 2. Means of BW and Hot_C weight were 
105.62 kg and 78.96 kg, respectively. Data from 
ultrasound showed that, U_LEA and U_BF were 
38.30 cm2 and 17.09 mm, respectively. The previous 
study of Schwab [2] reported that ultrasound 10th rib 
loin muscle areas were 41.05 cm2 and showed larger 
than this study. Ayuso [14] found the means of 10th 
rib by ultrasound were 38.12 mm and carcass 
measurements were 43.11 mm. Moeller [15] 
reported loin eye area of swine was 35.2 cm2.  

 
 
 
 
 
 
 
 
 
 

Table 2 Means, standard deviations (Std.), minimum 
(min) and maximum (max) values for 
carcass and meat quality parameters 

 

Variable Means Std. Min. Max. 
BW, kg 105.62 9.63 80.00 126 
BL, cm 73.28 6.41 58.80 90.00 
U_LAE, cm2 38.30 4.61 20.29 50.25 
U_BF, mm 17.09 3.45 8.80 25.60 
CL, cm 76.64 3.14 69.00 84.00 
Hot_C, kg 78.96 8.04 57.10 95.90 
Chill_C, kg 77.04 7.94 55.60 93.80 
%carcass, % 74.79 4.23 61.69 95.77 
Weight loss, kg 2.43 0.42 0.24 3.81 
LAE, cm2 40.20 5.14 39.00 56.00 
BF, mm 31.98 8.19 14.00 51 
pH0 6.40 0.16 5.98 6.79 
pH45 6.22 0.15 5.82 6.66 
pH22 6.00 0.21 5.32 6.78 
FW, kg 0.80 0.13 0.54 1.32 
LW, kg 4.94 0.83 3.06 7.49 
HW, kg 9.87 1.02 7.25 12.08 
SW, kg 7.04 0.81 5.32 9.58 

 
PCR-RFLP analysis and genotype frequency 

The expression of CTSB and CTSL genes 
was analyzed by PCR-RFLP. The length of PCR 
products were 139 bp (CTSB) and 380 bp (CTBL) 
(Fig.1). The frequencies of three investigated 
genotypes in the CTSB (AA, AC and CC) and CTSL 
(CC, CT and TT) gene are presented in Table 3. Of 
177 investigated pigs, 0.61 were heterozygous AC 
genotype, 0.34 were homozygous AA genotype, and 
0.05 were homozygous CC genotype in CTSB. The 
frequencies of A and C alleles of CTSB were 0.65 
and 0.35, respectively. Russo [16] showed that 
alleles frequency A was higher than alleles C. 
Regarding CTSL, the frequencies of CC, CT and TT 
genotypes were 0.625, 0.354, and 0.021, 
respectively. The frequencies of C alleles (0.80) 
were higher than T alleles (0.20) (Table 3).The high 
frequency of CC genotype of CTSL is in accordance 
with previous reports [8]. However, Fontanesi [12] 
reported the highest frequency of TC genotype, 
which is not in accordance with results of this study.  
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Figure 1 The genotype of CTSB gene: AA (108, 
31+24 bp), AC (108, 84, 31+24 bp) and CC (84, 
31+24); CTSL gene: CC (218, 162 bp), CT (380, 
218, 162 bp ) and TT (380 bp) digested with Mspl 
and Taql, respectively 
 
Table 3 Genotype and allele frequency of CTSB and 
CTSL in crossbreed swine 

 

Genes Genotype 
frequency Total Allele 

Frequency Total 

 AA AC CC  A C  

CTSB  0.34 0.61 0.05 1 0.65 0.35 1 
N 98 177 13 288    
 CC CT TT  C T  

CTSL 0.63 0.35 0.02 1 0.80 0.20 1 
N 180 102 6 288    

 
Association of CTSB and CTSL polymorphism on 
carcass and meat quality 
 The significant effects of CTSB 
polymorphism were detected on body length (BL), 
ultrasound scan of loin eye area (U_LAE), weight 
loss (WL) and loin eye area (LAE) (P<0.05, 
P<0.01). The pigs carrying the AC genotype had 
higher level of BL, U_LEA and LEA than the ones 
carrying the homozygous genotype (AA or CC). The 
pigs with the CC genotype of CTSB had lower WL 
(1.86 %) than the ones carrying the AA or the AC 
genotype (2.19 % and 1.97 %). The CTSL variants 
represented statistically significant effects on BL 
trait (P<0.05). The CC genotype (77.92 cm) had 
higher BL value compared to the CT (76.14 cm) and 
the TT genotypes (76.92 cm). The CTSB and CTSL 
were high polymorphism and their alleles could be 
potential genetic markers for swine selection (Table 
4). Previous studies have shown that the significant 
associations were observed between CTSB and back-
fat thickness [10]. In addition, Piorkowska [9] found 
that AC genotype characterized higher carcass yield 
and loin than in AA pig.  
 CTSL is a gene that produce lysosomal 
proteinases and is important for the degradation of 
proteins. Its main role is in the post-mortem 
proteolysis of meat [8]. Fontanesi [12] have claimed 
that CTSL marker showed a tendency towards 
association with back fat thickness and weight of 
lean cuts. On the other hand, Vera [8], no 
statistically significant differences were detected in 
qualitative traits. However, we identified a trend of 
allele T on increased fatness and the effect of allele 
C on lean meat.  
 
Table 4 Association of CTSB and CTSL on carcass 
and meat quality in crossbreed swine 

 
Genes traits Genotypes P-

AA AC CC value 

CTSB 

BW 102.54 101.93 100.90 0.83 
BL 75.38 77.81 77.79 * 
U_LEA 36.52 39.43 36.56 ** 
U_BF 16.34 15.68 15.71 0.23 
CL 76.16 76.93 75.71 0.17 
Hot_C 78.72 79.05 77.71 0.88 
Chill_C 76.52 77.07 75.84 0.85 
%Carcass 73.38 74.21 73.85 0.23 
Weight loss 2.19 1.97 1.86 * 
LEA 39.79 41.32 38.70 ** 
BF 31.55 30.78 30.78 0.68 
pH0 6.42 6.49 6.49 0.09 
pH45 6.25 6.33 6.31 0.15 
pH22 6.01 6.03 6.10 0.37 
FW 0.75 0.83 0.77 0.37 
LW 4.92 5.13 4.80 0.13 
HW 9.88 9.86 10.01 0.88 
SW 7.12 7.16 7.20 0.96 

  CC CT TT  
 BW  103.30 103.75 98.29 0.73 
 BL  77.92 76.14 76.92 * 
 U_LEA  37.61 37.32 36.94 0.57 
 U_BF 15.74 15.92 14.97 0.68 
 CL  76.12 76.44 78.99 0.45 
 Hot_C 78.64 78.33 75.69 0.71 
 Chill_C 76.65 76.28 73.17 0.71 
 % Carcass 74.19 73.51 74.57 0.18 

CTSL Weight loss 1.99 2.05 2.52 0.50 
 LEA  40.35 40.16 39.43 0.75 
 BF 30.13 31.96 29.83 0.06 
 pH0  6.47 6.47 6.50 0.96 
 pH45  6.31 6.27 6.36 0.26 
 pH22  6.07 6.05 6.26 0.58 
 FW  0.80 0.76 0.78 0.41 
 LW 4.92 4.98 5.00 0.61 
 HW 10.00 9.85 9.73 0.28 
 SW 7.18 7.12 6.60 0.60 

Note: * P < 0.05; ** P < 0.01 
CONCLUSION 
 
CTSB and CTSL were analyzed using the PCR-
RFLP technique for detection of genotypes. Three 
alleles were found on CTSB gene (AA, AC and CC) 
and CTSL gene (CC, CT and TT) with frequency 
ranging from 0.20 to 0.80. The results obtained from 
the present study indicated that the investigated 
CTSB and CTSL gene markers were associated with 
carcass and meat quality traits in Thai cross breeds 
pig (Large White × Landrace × Duroc Jersey). The 
means of Hot_C and Chill_C were 78.78 and 76.71 
kg, respectively. LEA was 40.20 cm2.  For the CTSB 
polymorphism was significant with BL, U_LEA, 
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WL and LEA. The pigs carrying the AC genotype 
had higher level of BL, U_LEA and LEA than 
homozygous genotype (AA or CC). CC genotype of 
CTSB had lower WL (1.86 kg) than AA or the AC 
genotype (2.19 and 1.97 kg). CTSL was related to 
BL traits. The CC genotype (77.92 cm) had higher 
BL than CT (76.14 cm) and TT genotypes (76.92 
cm).Therefore, this polymorphism of CTSB and 
CTSL could be of interest in marker assisted 
selection programs.  
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ABSTRACT
Plango or Marian plum (Bouae burmanica) has a short harvesting period and usually harvested at ripe fruit 

stage.  Therefore, the jelly-seed often occurred inside the fruit.  The jelly-seed is a physiological disorder and 
causes fruit softening and wilting.  This symptom will affect the storage period and shelf- life of the fruit.  Jelly-
seed also found after harvesting. This study was determined the activities of two important cell wall degradation 
enzymes which were PG and PME from 3 harvesting stages of plango fruits at 75, 85 and 95 days after full bloom 
(DAFB) .  Fruits were storage at 10 and 25°C.  It was found that the jelly-seed symptom only occurred in the 95 
DAFB fruits after harvest and storage at 25°C.  This fruits also had the highest activity of PG and increased with 
the ripen stages and storage period.  The activity of PG and PME were delayed when storage at 10°C compared 
with the activity of PG and PME from the fruit kept at 25°C 

Keywords: cell wall degradation, polygalacturonase, pectin methyl esterase 

INTRODUCTION 

Plango (Bouea burmanica) in Thai is called 
Ma-yong-chid. It names from plum mix mango then 
new commercial name “Plango”. Plango are same 
Marian plum but it is big fruit, oblong and not 
sweetest or irritate in oesophagus. We are Thai 
people call the Marian plum is Ma-prang, small and 
sour taste somebody eaten are feel irritate. Marian 
plum (Bouea burmanica Griff) is tropical fruit, tree 
belonging to Anacardiacceae family and it is native 
Southest Asia and commercially grown in the 
ASEAN region in Malaysia, Thailand and Indonesia 
[17]. Other popular names of this fruit are Mayun 
called in Myanmar, Ramania ugandaria in Indonesia 
and Kundang rembunia and setar called in Malaysia. 
It is flowering occurs during the cool season on 
January and fruits are mature on March. Color of 
maturity stages; green, orange and dark orange. Ripe 
fruit is orange pulp and stone is purple color. Plango 
belong to same family as mango but the taste is not 
really the same. It is tastes of flesh a bit like mango, 
texture rind of fruit a bit like plum.  

Plango has a short harvesting period and 
ripening stage of plango when harvested, it’s most 
important influencing for textural properties when 
harvested over ripe, the textural are like jelly around 
seed. The major textural changes are resulting in 
softening of fruits, due to enzyme mediated 
alteration of the compositions and structure of cell 
wall polysaccharides such as pectic polysaccharides 
and cellulose, which leads to their partial 
solubilisation [18]. Enzymes are about softening, 
pectin methyl esterase (PME), polygalacturonase 
(PG) and cellulose are among enzymes generally 

recognised as haveing a crucial effect on fruit texture 
during ripening [4] such as disorder in plums, they 
are very sensitive to low temperature and benefits of 
cold storage maybe limited by development of 
various physiological disorders for example flesh 
translucency (gel breakdown), internal browning, 
reddening or bleeding, loss of favor and delayed 
softening or retarded ripening after prolonged cold 
storage [11]. Flesh translucency is one of the most 
frequently observed chilling injury symptoms, it 
showed as translucent gelatinous breakdown in 
mesocarp and related to the presence of water 
soluble pectin [2] besides disorder in plum it showed 
also mango. Mango fruit qualities are respected to 
taste, flavor, color, aroma, weight, size and shape 
[9], quality performance of mangoes depend on 
maturity stage at harvest. Generally, physical, 
physiological and chemical parameters are used to 
define the maturity stage. Therefore, fruit has to be 
harvested at suitable stage of maturity for develop 
the optimum sensory quality attributes and extended 
postharvest life [19]. Fruit harvested at over maturity 
stage is highly susceptible to mechanical damage 
such as bruising, decay and water loss and showed 
defects like jelly seeds or jelly pulp after harvest 
[19]. ‘Amrapali’ mango fruit is a physiological 
disorder of unknown aetiology called jelly seed (JS) 
which adversely affects the eating quality of mature 
ripe pulp [13]. Therefore, the present study was 
plango quality and to effect of harvesting stages 
caused jelly seed symptom. 
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MATERIALS AND METHODS 

Fruits harvest and storage 

‘Thul Klao’ plango (Bouea burmanica) were 
harvested on 75 (Immature ripe), 85 (Mature ripe) 
and 95 (Over ripe) day after full bloom of March 
2017, from Dussanee orchard located in Mae Thang 
district, Chiang Mai province, Thailand. Plango 
were picked by hand and sorted accordind to 
uniformity of shape, color and size. Fruits were 
storged at 10 and 25°C. 

Color of plango 

Fruits were measured Lightness (L) and b* by 
colorimeter, Color Quote XE. 

Measurements of fruit firmness, total soluble solid 
(TSS)  

Measurements of plango fruit firmness were 
measured using Texture analyzer TA.XT plus, 
plunger set to pierce 8 mm depth. Firmness was 
expressed as the maximum force (N). The juice from 
plango were measured using a digital refractometer 
(Agro Pocket refractometer PAL-1) the results 
expressed in °Brix. Titratable acidity (TA) was 
measured from three grams of plango pulp with 100 
ml of deionized water. It used automatic titrator, 
Schott Titroline easy M2-230V. 

Quantification of enzymatic activity 

The enzymatic activity of PG and PME were 
measured on fresh plango.  

Polygalacturonase (PG) activity was quantified 
according to the method by [7]. Plango mesocarp 
tissues were sliced into around seed 1 cm wide 
segment was frozen immediately in liquid Nitrogen. 
An enzymatic extract was 3 g of pulp plango with 
0.1 M sodium phosphate buffer (pH 6.4) and adding 
1 mM EDTA. They were centrifuged at 8,000 rpm 
for 30 min at 4 °C [5]. Supernatants were used as 
enzyme extracts for assaying PG activity measured 
enzymatic activities. The reaction mixture 
contraining 0.1 ml of 200 mM Sodium chloride, 
0.5% polygalacturonic acid, 0.1 ml of crude enzyme. 
It was in cubated at 37 °C for 1 hr. followed by 
addition of 3,5 dinitrosalicylate (DNS) reagent. The 
absorbance was measured at wavelength 540 nm in 
UV-VIS spectrophotometer, Analytik Jena AG, 
SPECORD 40. PG activity was expressed as 
Units/mg protein. 

PME activity was measured follow [12]. 
Enzyme extract was adjusted 7.5 with 0.01 M 
NaOH. Each 5 ml assay mixture contrain 2 ml of 1% 
pectin solution (w/v), 0.2 ml of NaCl, 0.15 ml of 
0.01% (w/v) bromothymolblue, 0.45 ml of distilled 
water and 0.2 enzyme extract and was mixed. The 

absorbance at 620 nm. PME activity was expressed 
in Units/ mg protein/min. 

 Statistical analysis 

Data were analyzed by SPSS 18.0, Significant 
difference were considered at the level of p < 0.05. 

RESULTS 

Firmness 

The softening of plango all harvesting stages 
was delayed during storage at 10°C. The firmness of 
fruits declined during storage at 25°C. Plango, 75 
day after full bloom at 10°C were decreased slowly 
and beginning of softening after 6 day (Fig. 1). The 
firmness of plango storage at 25°C in 95 day after 
full bloom were declined during storage.  

Fig. 1. Firmness in plango fruit on 75, 85 and 95 
harvesting stages storage at 10 and 25 °C   

Fig. 2. Total soluble solid (TSS %Brix) of  plango 
on 75, 85 and 95 harvesting stages storage at 10 and 
25 °C   

Plango were found highest total soluble solid 
(TSS) in mature ripe (85 DAFB). Immature ripe (75 
DAFB) were found that TSS decreased slowly. 
Mature ripe (85 DAFB) and Over ripe (95DAFB) 
were decreased during storage (Fig. 2) 

Enzyme activity 

PG activity was increased with harvesting 
stage and during storage and found low level in 
immature ripe (75 DAFB) and fruit was storage at 
10°C for 12 day. PG are 7.99 Unit/mg protein. 
Mature ripe (85 DAFB) were 15.91 Unit/ mg protein 
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in fruit storage 10°C for 9 day and found highest PG 
activity in the over ripe (95 DAFB) at 25°C 33.68 
Unit/ mg protein on 6 day at storage time. (Fig.3).  

PME activity was increased slowly on all 
harvesting stage and during storage. Fruits were 
storage at 10 °C, immature ripe, mature ripe and 
over ripe found that 3.34, 3.20 and 3.69 Unit/ mg 
protein respectively (Fig.4). 

 Fig. 3. Changes in activity of PG in plango on 75, 
85 and 95 harvesting stages storage at 10 and 25 °C 

Fig. 4. Changes in activity of PME in plango on 75, 
85 and 95 harvesting stages storage at 10 and 25 °C 

Lightness (L) was decreased with harvesting 
stages, immature ripe, mature and over ripe. 
Lightness value were found that high value, 66.94 in 
immature ripe (75 DAFB). Color changes occured in 
pulp are dark yellow and show jelly texture on fruits 
storage at 10 °C found beginning of color changes 
on 8, 7 and 7 storage time (day), (immature ripe, 
mature ripe and over ripe respectively) (Fig. 5). 
Plango were showed jelly severe around seed 
storage at 25 °C then showed on 9, 8 and 6 storage 
time (Day); immature ripe, mature ripe and over ripe 
respectively (Fig. 5).Yellow color (b*) were 
increased with harvesting stages, Over ripe (95 
DAFB) are high b* value on 6 storage time (Day), 
49.1 confrom with PG activity and firmness due to 
jelly texture in pulp (Fig. 6). 

Fig. 5. Changes in lightness of plango fruit on 75, 85 
and 95 harvesting stages storage at 10 and 25 °C 

Fig. 6. Changes in yellow color (b*) in pulp of 
plango on 75, 85 and 95 harvesting stages storage at 
10 and 25 °C 

DISCUSSION 

The plango are short harvesting period, 
harvesting stages are important for quality. The fruit 
harvested at the suitable stage of maturity in order to 
develop the optimum sensory quality attribute and 
extend postharvest life [19]. Plango was three 
harvesting stages, immature ripe (75 DAFB), mature 
ripe (85 DAFB) and over ripe (95 DAFB), mature 
level at harvest is crucial factor for the development 
of acceptable flavor quality during ripening [8]. It is 
optimum harvesting, mature ripe. According to [6], 
during fruit maturation, Total soluble solid tend to 
increase while titratable acidity (TA) decrease. 
Three harvesting stages of jelly seed during storage 
were 25 °C on over ripe, pulp of fruits were showed 
jelly and dark yellow color. According to [10] flesh 
translucency manifests itself as a translucent 
gelatinous breakdown of the mesocarp of stone 
fruits and related to presence of WSP in the tissues. 
In this study, fruits are showed jelly seed, high 
polygalacturonase based on an increase during 
storage. Resulting in severe texture change and 
softening, the increase of polygalacturonase and 
cellulose activities during ripening should contribute 
to the loss of texture through action on cell wall 
pectic polysaccharide and cellulose, charing their 
structure and solubilizing cell wall component [1] 
[14] therefore softening is a developmentally 
programmed ripening process in many fruits, 
providing difference texture with various fruits 
including juiciness, crispness and stiffness [14]. 
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Pectin methyl esterase are increase slowly all 
harvesting stages. According to [13], jelly seed had 
higher polygalacturonase (PG) and increase pectin 
methyl esterase activities (PME). Pectin methyl 
esterase (PME) catalyses the removal of methy ester 
groups from pectin chains making them more 
susceptible to PG-mediated degradation. 
Subsequently, the rapid increase in PG activity 
deploymerised cell wall polygalaturonides to 
produce galacturonic acid [3]. According to [15] and 
[16], PME activity had little effect on fruit firmness 
or ripening characteristics but resulted in significant 
favorable changes is soluble solids content of raw 
juice. 

CONCLUSION 

This study 3 harvesting stage of plango fruits 
at 75, 85 and 95 days after full bloom (DAFB). 
Fruits were storage at 10 and 25°C. It was found that 
the jelly-seed symptom only occurred in the 95 
DAFB fruits after harvest and storage at 25°C. This 
fruits also had the highest activity of PG and 
increased with the ripen stages and storage period. 
The activity of PG and PME were delayed when 
storage at 10°C compared with the activity of PG 
and PME from the fruit kept at 25°C. 
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ABSTRACT 

 
 The trading of beef cattle market in Thailand is based on price satisfaction agreement between sellers 

and buyers. The rancher, the middlemen and the butcher shop will estimate the return from carcass composition 
by beef characteristic. The forecast of return from carcass composition depends on personal skill. The highest 
price of carcass cutting in Thai-Isaan style compost with all meat, liver, spleen, kidney, heart, tongue and gastric. 
The objective of the study was to determine the best-fitted regression model for predicting the carcass 
composition using different linear body measurements. Data on carcass composition cutting in Thai-Isaan style 
and linear body measurements recorded form 100 crossbred male beefs in Isaan region were used for this study. 
The simple and multiple regression models were fitted with carcass composition as dependent variable and heart 
grit, body height, body length, hip width and hip length as independent variables. The correlation coefficients 
between carcass composition and body measurements were strongly and significantly (P<0.01). Body length was 
best fit to simple regression model for predict carcass composition weight (R2=0.712). Stepwise method was 
used to select factor effect in multiple regression models. Multiple regression for predict carcass composition 
had highest R2 when all body measurements were included (R2=0.816), however the recommend model was the 
3 factors model (heart girth, body length and hip length) with R2=08101. The study concludes that linear body 
measurements can predict carcass composition weight and their return. The rancher, the middlemen and the 
butcher shop can use this equation to forecast the return and setting the beef price for trading.   
 
Keywords: Carcass, Estimate the return, Total trimmed meat, Morphology, cattle 

 
 
INTRODUCTION 
  
 Number of beef cattle in Thailand in year 2017 
was around 4,876,000. Forty-seven percent of all 
were in Isaan region [1]. With extensive areas and 
Isan people prefer to consume meat from beef and 
they have a culture about consumption beef, so there 
are a lot of beef cattle in Isan. 
 The butcher shops in Isaan region mostly 
trimming meats that were killed in the municipal 
slaughterhouse. They buy live cattle from the 
middlemen or some from local beef cattle market. 
The trading of beef cattle market is based on price 
satisfaction agreement between sellers and buyers. 
The rancher, the middlemen and the butcher shop 
will estimate the return from carcass composition by 
beef characteristic. Estimate of the carcass to be 
derived from the appearance of cattle is a unique 
skill expertise and the wisdom of beef buyer.  
 Weight of carcasses directly depends on body 
weight [2]. Forecasting the carcass weight of cattle 
must have information on live weight. Nevertheless, 
the trading in the countryside, no scale is used to 
weight. As a reason, the linear type trait of live 
animal is applied to estimate the live weight and the 
carcass weight and inference to the return. 

 Estimation from sight, there will be a lot of 
error if not expert. Body measurements taken on live 
animals have been used expansively for a variety of 
reasons both in experiments and in selection purpose 
[3]. The accuracy of prediction carcass weight from 
live weight is a financial contribution to livestock 
enterprise. The producers and buyers can estimate 
revenue from the sale of live cattle and access value-
based trading systems.  
 The purpose of this study was to predict the 
carcass weight from body measurement using simple 
and multiple linear regression. 
 
Slaughter and cutting Thai-Isaan style Thailand. 
 
 Several percent of beef cattle in Thailand are 
cutting in standard way but for Isaan, they cutting to 
suitable for the local cooking. The people in Isaan 
eat almost every part of the cattle carcass except for 
skin, bone, horn. Parts of carcass are grouped by the 
value, each group sale in the same price, although 
they are different types of tissues.   
 The slaughter method starts with stunning 
cattle by a hammer at the front of the skull, X 
crossing line between horn and eye. After cattle fall 
down use a sharp knife to pierce the jugular vein to 
bleed until the blood flow is negligible. Hang 4 legs 
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separately and clean body outside. Cut the skin 
along the middle line to the tail. Skin for 4 legs 
should be removed accepts under knee to hoof. The 
horns are removed and the head is skinned. The head 
is detached by cutting through the neck muscles and 
the occipital joint.  Cut along middle line to open a flam 
and removed internal organs such as stomach intestine 
liver heart, etc. Front legs, from scapula to hoof, hind 
legs from femur to hoof (round bottom) were 
separated out for hanging show in a butcher shop. 
All red meat remaining in frame is trimmed out of 
the bone. Each part is weight before sent to butcher 
shop. Hot carcass weight cannot done because of the 
slaughterhouse does not have the instrument to pull 
the body up and that trait is less important for local 
trading.   
  
MATERIAL AND METHODS 
 
 Crossbred Brahmans were bought from many 
provinces around Isaan region to municipality 
slaughterhouse in Kalasin province, Thailand. About 
8-10 heads per week of beef were slaughtered, 
totally 100 beefs were used in this study. Before 
slaughter process, beef were taken in to restraint box 
for body measurement. The parameters compost 
with heart girth (HG): the body circumference 
posterior to the front legs, body length (BL): the 
distance between the point of shoulder to the outer 
and central tuberosity of left humerus to left tuber 
ischii, body height (BH): the vertical distance from 
ground to scapular of the withers, hip width (HW): 
the widest point at the center of the stifles, hip length 
(HL): the distance between pin bone to the stifle.  
 
 Several beef were slaughter in a day, one by 
one for tracking and recording each part of body.  
Beef carcasses were trimmed in the style of Isaan. 
Carcass compositions were group by price. The first 
price group (W1) was a high value group composted 
with total trimmed meat such as shanks, chuck, 
sirloin, rump, round, loin, brisket, etc. Internal organ 
high value group (W1_1) composted with tongue, 
heart, liver, spleen and kidney. Second price group 
was intermediate price (W2) composted with rib, 
meat scraps, fat, and intestine. Third price group was 
the lowest price (W3) compost with lung, trachea, 
bladder, cartilage, rumen, reticulum, omasum 
abomasum and their ligament. Each group was 
weighed after trimmed and recorded. Whole legs 
with bone-in were weighed before sold and weighed 
only bone again after meat sold out to calculate 
meat. 
 Simple correlation coefficients between body 
measurements and weight of each carcass group 
were calculated and test for significant. To predict 
carcass weight, the stepwise procedure was used to 
select the variable of body measurements for fitting 

prediction equations. R-square assessed the accuracy 
of the equations. 
 
RESULTS AND DISCUSSION  
 
 Mean and ranges of body measurement and 
carcass weight were showed in Table 1. All 
observations were normally distributed. The high 
correlation between body measurements were found 
for hip width and hip length (0.926), Hip width and 
heart girth (0.824). The balance and relationships of 
animal body part is stable when they rise in nearly 
management. [4]. Correlation between all body 
measurements and carcass group weight were 
significant correlated (Table 2). Body length was 
reported to have the highest correlation with W1 and 
heart grid was the highest correlation with W1_1.  
 
Table 1 Descriptive value of body measurement and 
carcass weight groups  

Variable N Mean 
Std  
Dev 

Mini 
mum 

Maxi 
mum 

Body measurement     

Heart grid (cm) 100 177.08 11.461 155 220 
Body height (cm) 100 131.60 11.347 112 170 
Body length (cm) 100 133.20 13.505 102 165 
Hip width (cm) 100 45.08 6.552 30 59 
Hip length (cm) 100 52.21 6.392 37 67 

Weight of carcass group     

W1 (kg) 100 170.00 23.680 118 230 
W1_1 (kg) 100 17.82 1.493 15 24 
W2 (kg) 100 25.25 3.955 17 39 
W3 (kg) 100 25.06 3.348 17 36 

W1 = weight of first price group composted with total 
trimmed meat.  

W1_1 =  weight of internal organ high value group  composted 
tongue, heart, liver, spleen and kidney. 

W2 = weight of second price group composted with rib, meat 
scraps, fat, colon, and intestine.  

W3 = weight of third price group composted with lung, 
trachea, bladder, cartilage, rumen, reticulum, omasum 
abomasum and their ligament. 

 
Table 2 Correlation between body measurements 
and carcass weight 

parameters W1 W1_1 W2 W3 

Heart grid 0.8054 0.4727 0.4066 0.6037 
 *** *** *** *** 
Body height 0.7196 0.4540 0.4742 0.5762 
 *** *** *** *** 
Body length 0.8453 0.3316 0.2359 0.5115 
 *** *** *** *** 
Hip width 0.7966 0.3773 0.3692 0.6298 
 *** *** *** *** 
Hip length 0.7403 0.3987 0.4546 0.6357 

 *** *** *** *** 
W1 = weight of first price group composted with total 

trimmed meat.  
W1_1 =  weight of internal organ high value group  composted 

tongue, heart, liver, spleen and kidney. 
W2 = weight of second price group composted with rib, meat 

scraps, fat, colon, and intestine.  
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W3 = weight of third price group composted with lung, 
trachea, bladder, cartilage, rumen, reticulum, omasum 
abomasum and their ligament. 

*** p<0.01 
 
Prediction equation for carcass weight group 
 
 Simple linear regression for prediction 4 price 
group weights were calculated from their highest 
correlation with body measurement (Table 3). 
Highest correlation between W1, W1_1, W2 and W3 
were body length, heart girth, body height and hip 
length, respectively. Body length explained 71.5% 
of the variation in W1. It was observed that one cm 
change in HG resulted in approximately 1.482 kg 
change in weight of first price group.    
 
Table 3 Simple linear regression equations for 
estimation of weight of first price group, weight of 
second price group and weight of third price group 

 Dependent 
variables 

Equations R2 

 W1 = -27.500+1.482BL 0.715 

 W1_1  = 6.872+0.06HG 0.223 

 W2 = 3.491+0.165BH 0.225 

 W3 = 7.676+0.333HL 0.404 

W1 = weight of first price group composted with  total 
trimmed meat.  

W1_1 =  weight of internal organ high value group  composted 
tongue, heart, liver, spleen and kidney. 

W2 = weight of second price group composted with rib, meat 
scraps, fat, colon, and intestine.  

W3 = weight of third price group composted with lung, 
trachea, bladder, cartilage, rumen, reticulum, omasum 
abomasum and their ligament. 

 
  The main return for the butcher from beef 
carcass was the W1, it made around 80.00%, of all 
income from whole carcass, as a reason the 
prediction equations were focus on this trait.  
 In prediction of W1, when only one parameter 
of body measurement included the model, the R2 
was highest for body length (Table 4). For making 
the equation easier, non-intercept model were also 
calculated. In many studies, heart girth is the best 
body measurement for prediction body weight in 
buffalo [5], in Brahman crossbred [6], in Bali cattle 
[7] but for the carcass weight, body length was 
better.  
 
Table 4 Simple linear regression equations for 
estimation of weight of first price group from body 
measurements 

Regression equations R2 P-Value 
W1 = -125.86+1.66(HG) 0.6486 0.0001 
W1 = -27.74+1.50(BH) 0.5178 0.0001 
W1 = -27.49+1.48(BL) 0.7144 0.0001 
W1 =  40.15+2.87(HW) 0.6345 0.0001 
W1 =  26.76+2.74(HL) 0.5479 0.0001 

W1= 0.959(HG) 0.9912 0.0001 
W1= 1.129((BH) 0.9906 0.0001 
W1= 1.278(BL) 0.9943 0.0001 
W1= 3.752(HW) 0.9919 0.0001 
W1= 3.248(HL) 0.9910 0.0001 

W1 = weight of first price group composted with total 
trimmed meat.  

  
 For prediction equation using all body 
measurements in the model, the R2 was highest 
(0.8157) according to many prediction study [8, 9]. 
The model was W1= -106.30 +0.525(HG) 
+0.201(BH) +0.922(BL) -0.657(HW) +1.212(HL).  
However, when all parameter were in the model, it 
was not practical to use. Stepwise was used to select 
the appropriate parameter in the model. There were 
3 parameters, BL, HG, HL with p-value better than 
0.15 were remain in the equation with R2=08101 
(Table 5). 
 
Table 5 Variable left in the multiple linear 
regression for estimation of first price group  

Variable 
Parameter 
Estimate C(p) 

Partial 
R2 

Model 
R2 p-value 

INTERCEP -89.782 
   

 

Heart girth 0.547 49.633 0.715 0.7145 0.0001 
Body 
length 0.898 13.585 0.075 0.7891 0.0001 

Hip length 0.820 4.864 0.021 0.8101 0.0015 
 
 Carcass weight is an important trait in animal 
husbandry, due to economic profit. Carcass weight 
might be depended on many effects such as gender, 
age, breed, feeding condition etc. [10]. In this study, 
we used only male cattle and age approximately 18-
36 months. Dressing percentage was not affected by 
during this age [11]. Beef cattle in the Isaan market 
were usually Native-Brahman and raised in small 
farming system. Management in small farming 
system was not quite different, cattle grazing in the 
pasture and sometime supplemented with 
concentrated food. 
   
 In previous studies, body measurement in beef 
cattle were focused on live weight such as in Brown 
Swiss [12] in Kamphaengsaen beef [13], in Sahiwal 
cattle [9] and in Brahman crossbred [14] for rural 
livestock enterprises or for selection purpose 
because of the measure of body measurement were 
easier from a live animal and can determine body 
weight approximately lacking of a scale. The use of 
linear measurements to predict carcass composition 
in cattle was rear; there were some studies in sheep 
[15], [16] and goat [17]. In this study, we calculated 
the predictive equation to estimate the total trimmed 
meat from the live appearance. It is very useful for 
predicting carcass weight without expensive 
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instruments such as ultrasound. Although the use of 
ultrasound could improve accuracy in predicting 
carcass weight [18] and could reduce the cost of 
collection estimates of carcass composition in live 
seedstock [19], conversely it is not suitable for use 
in the rural situation.  In a report from Afolayan [20] 
they suggest to predict meat weight by live weight, 
stifle width, body height and hip width with higher 
R2 (0.87) than this study, however, they used more 
parameter.   
 The butcher in Isaan gets income of carcass 
mostly from W1. The average incomes from each 
group were 79.77%, 8.38%,7.63%, and 4.22% for 
W1, W1_1, W2 and W3, respectively. Economic 
weighting price of W1 W2 and W3 varied according 
to the quality of the carcass and the likelihood of 
consumption. Price per kilogram of W1 and W1_1 
were 3.0 times of W3 and W2 was 1.8 times of W3, 
it fluctuated in a narrow range depended on demand 
and supply.  
 The one composition measurement could 
predict total trimmed meat was the body length. A 
prediction chart for determining total trimmed meat 
weight form various body lengths have been 
prepared and shown in figure 1. 
 

 
Fig. 1 Prediction chart for determining total trimmed 
meat weight from body length in male crossbred 
Brahmans. 
 
  
CONCLUSION  
 
 Linear body measurements in crossbred 
Brahman can predict carcass composition weight 
and their return. The practical application of the 
result in those situations that weight measurements 
might not be feasible to setting the price such as in 
small farmers or in a cattle market where  do not 
have access to a weighbridge. Linear body 
measurements will help the rancher, the middlemen, 

and the butcher shop to forecast the return and 
setting the beef price for trading.  This study is 
significant for the prediction of carcass weight, so, 
the buyers can estimate revenue from the sale of live 
cattle and access value-based trading system. For 
fitting equation, The fitting equation   to predict the 
total trimmed meat using three parameters was        
W1= -89.782+0.547(HG)+0.898(BL)+0.820(HL).  
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ABSTRACT 

 
Crude palm oil (CPO) is a rich source of carotenoids which are a precursor of vitamin A as an important 

antioxidant. Carotenoids and Deterioration Of Bleachability Index (DOBI) are important factors to indicated 
quality of CPO. The conventional method for DOBI and carotenoids determination use UV-Vis spectrophotometry 
and HPLC, respectively which methods use solvents and spend time for analysis. This research interests Raman 
and FT-NIR spectroscopy for carotenoids and DOBI determination due to those techniques are alternative 
technique for rapid measurement, non-destruction of material, and environmental suitability. The results indicated 
that Raman is better for determination than FT-NIR spectrometry. In Raman analysis, multiplicative scatter 
correction (MSC) and standard normal variate (SNV) treated methods were the best models for carotenoids and 
DOBI, respectively. The bands of carotenoids were at 1,100 and 1,500 cm-1 wavenumber. Validation on 
carotenoids produced 0.94 of correlation coefficient (R), 0.88 of coefficient of determination (R2), 40.65 ppm of 
root mean square error of prediction (RMSEP), and 3.25 of ratio of standard error of prediction to standard 
deviation (RPD). The validation of DOBI produced 0.76 of R, 0.57 of R2, 0.31 of RMSEP, 1.92 of RPD of 1.92. 
The limitation of carotenoids and DOBI determination using FT-NIR is having sufficient concentration of 
carotenoids for analysis. In addition, data for various samples regarding location, season, and oil palm species are 
important to build models for precise prediction. 
 
Keywords: DOBI, Carotenoids, Crude palm oil, Rapid analysis, Raman, FT-NIR 
 
 
 
INTRODUCTION 

 
Thailand is an agricultural country where the 

major crops include rice, para rubber, cassava, oil 
palm, sugarcane, and corn as top exports [1]. 
However several years ago, oil palm became 
important as an economic crop because it has many 
advantages for consumption (such as in food, 
cosmetics, pharmaceuticals, etc.) and alternative 
energy (such as lubrication oil, biodiesel, biofuel, 
etc.). Furthermore, the Thai government has 
promoted oil palm plantations to farmers by 
launching several policies to facilitate and create 
stakeholder activity. Consequently, oil palm 
cultivation and the crude palm oil (CPO) yield have 
increased every year.  

At present, commercial palm oil is a highly 
competitive commodity with importance placed on 
CPO properties such as free fatty acid, iodine value, 
peroxide value, oil content and Deterioration Of 
Bleachability Index (DOBI). The CPO quality is a 
trade barrier and the DOBI value is of interest because 
it is an important factor for CPO classification of 
crude palm mills Thailand and the carotenoids 
content is depended on the DOBI value. The price of 

the CPO in the commercial is decided by the CPO 
quality. There are a premium quality (The DOBI≥3), 
a good quality (grade A; 2.3<DOBI<3) and a poor 
quality (grade B; DOBI<2.3). The high quality gives 
the high price for purchase. The DOBI is an index for 
determining the bleachability of palm oil [2] and 
carotenoids in CPO. However, mills cannot detect it 
themselves because they lack the knowhow, 
laboratory skills, and instruments for analysis. Good 
CPO quality requires not only high carotene but also 
should contain low secondary oxidation products 
(peroxide, aldehyde, ketone, acid, etc.) [3], [4]. Other 
characteristics of the DOBI could indicate the 
ripeness of palm fruits, the amounts of carotenoids, 
and the freshness of palm fruits.  

The conventional methods for DOBI and 
carotenoids determination involve UV-Vis 
spectrophotometry or high performance liquid 
chromatography [2], [3], [5]. However, the sample 
preparation uses chemical solvent (introducing a 
waste chemical problem) and the analysis is time 
consuming. Many researchers have studied 
spectroscopy techniques for carotenoids analysis in 
various vegetables and fruits. Spectroscopy offers a 
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powerful, nondestructive, and intensively applied 
method for rapid analysis such as; (1) Fourier 
Transform Raman (FT-Raman) and Fourier 
Transform Near Infrared (FT-NIR) techniques were 
applied to determine carotenoid in tomato fruits. The 
concentration range of carotenoids was 28.5-631.83 
ppm and the major component of carotenoids was 
lutein. The results indicated that FT-Raman produced 
better analysis than FT-NIR with the coefficient of 
determination (R2) and standard error of cross-
validation (SECV) using FT-Raman and FT-NIR 
being 0.91, 74.31 and 0.85, 91.19, respectively [6]. 
(2) FTIR spectroscopy was determine the commercial 
β-carotene in refined-bleached and deodorized 
(RBD) palm olein. The commercial carotene was 
spiked into RBD at 200-2,000 ppm. A partial least 
squares (PLS) calibration model indicated this was a 
good method that was efficient and accurate for 
quality control analysis [7]. (3) Raman was used to 
determine carotenoids in various vegetables and fruits 
(such as apricot, carrot, saffron, Broccoli, chamomile, 
nautilus, periwinkle, etc.). They found two strong 
bands in the 1,100-1,200 cm-1 and 1,400-1,600 cm-1 
region, of the Raman spectrum. These bands are due 
to C-C stretching vibrations of the polyene chain, 
C=C stretching of conjugate carotenoids, with the 
shift of bands depending on the length of the chain 
and the number of double bonds of carotenoids [8]. 
(4) The application of NIR for carotenoids 
determination in CPO, a calibration curve range from 
200 to 800 ppm was prepared by spiking a known 
concentration of carotenoid into a normal CPO. PLS 
calibration was developed from 18,315-12,210 cm-1 
of the spectral region. The R2 and standard error 
calibration (SEP) values were 0.95 and 23.6, 
respectively, while validation produced an R2 of 0.98 
and an SEP of 19.96 [9]. (5) Using NIR spectroscopy 
to study the chemical properties of oils (a mixture of 
soybean, rapeseed and palm oil) such as the iodine 
value, moisture content, acid value, etc. [10]. 
Although many researchers have studied carotenoids 
determination using spectroscopy techniques, there 
has been no report on the study of the DOBI or 
carotenoids content in extracted CPO from under-ripe 
palm fruits, with the reported work involving 
extracted CPO from ripe-palm fruits, whereas the 
palm oil mills extract CPO from under-ripe and ripe 
palm fruits. The under-ripe palm fruits (inner section 
of the spikelet from the oil palm bunch) have a very 
low carotenoids content which may affect 
measurement using spectrometry. 

This research investigated the application of 
Raman and FT-NIR for rapid and direct measurement 
of carotenoids and DOBI in extracted CPO from ripe 
and under-ripe palm fruits. The results were 
compared and the best calibration model was 
determined using the Unscrambler program to 
confirm possible implementation in a palm oil mill. 
The Raman and the NIR techniques are the novelty of 

determination of the DOBI and carotene content in 
the crude palm oil. They are destructure of crude palm 
oil which the conventional method has to sample 
preparation with n-hexane solvent and the both 
techniques can reduce the operated time of analysis 
from 5 mins to less than 1 min. One advantage of the 
both technique is friendly environment. The one 
objective of my research was determination the DOBI 
and carotene from unripe-palm fruit which is not 
found in any research.  

 
MATERIAL AND METHOD  

 
Sample preparation 

 
This research focused on the Tenera species of oil 

palm obtained from the Oil Palm Technology 
Development for Local Commercial Biodiesel 
Industry in Newly Planted Area Project, in the 
Faculty of Agriculture, Kasetsart University, 
Thailand. For sample preparation, the fresh palm 
bunches (FPBs) were divided into three zones (apical, 
equatorial and basal zones). Each zone was divided 
into two categories of palm fruit sample—ripe and 
under-ripe palm fruit. The ripe palm fruits were the 
outer section of the spikelet having dark-orange or 
dark-red palm fruits while the under-ripe palm fruits 
were from the inner section of the spikelet and were 
light-yellow to light-orange whole fruit. For each 
sample the CPO was obtained using solvent 
extraction with hexane solvent and solvent 
evaporation in a vacuum evaporator. Oil palm fruit 
samples were collect every day for a week, resulting 
in 126 CPO samples. 

 
Measurement using spectroscopy techniques  
 
Raman spectra measurement 

The all samples were warmed at 60°C using a hot-
air oven before measurement of Raman. Then, Raman 
spectra were recorded using a Serstech Indicator Kit 
(model Serstech 100 Indicator; Serstech Chemical 
Intelligence Solutions, Sweden). Spectra data of CPO 
were accumulated at 20.50 seconds of scan time in the 
range 400-2,300 cm-1 with a laser power of 300 mW. 
For each sample, two spectra were collected and 
subsequently averaged.  

 
NIR spectra measurement 

The all samples were analyzed using a Bruker 
spectrometer (model MPA, Bruker, Gmbh, Ettlingen, 
Germany). This FT-NIR spectrometer is designed for 
transmittance analysis of a liquid sample. The oil 
sample was dropped in a quartz with 1mm path length 
(S10-SQ-1; GLSciences Inc. Japan) and all samples 
were warmed in a dry thermo bath (model MG-2000, 
Eyela thermo bath, Germany) at 60°C before analysis 



SEE - Nagoya, Japan, Nov.12-14, 2018 

237 
 

for homogeneous CPO samples. NIR spectra were 
measured directly on the sample and acquired 
between 4,000 to 12,500 cm-1, setting the resolution 
to 8 cm-1 at 60°C, and 64 scans of the average reading. 
For each sample, two spectra were collected and 
subsequently averaged.  
 
DOBI and carotenoids content analysis (reference 
analysis) 
 

DOBI was determined according to the Palm Oil 
Research Institute of Malaysia (PORIM) test method 
which was developed by Swoboda (1982) and the 
carotenoids content was determined according to the 
PORIM test method (1995). About 0.1 g of CPO was 
weighed and dissolved in 25 ml of hexane solvent. 
The solution sample was placed in a 1 cm wide of 
cuvette and absorbance measured at 446 nm 
(measurement of carotenoids) and at 269 nm using a 
spectrophotometer (T70+UV/VIS spectrometer, PG 
Instruments, USA). The DOBI and carotenoids 
content were calculated using eq. 1 and eq. 2, 
respectively. 
 

269

446DOBI
A
A

=
                            

100
383 (ppm) sCarotenoid 446

×
××

=
W

VA   

 
where: A446 = absorbance at 446 nm, A269 = 

absorbance at 269 nm, 383 = diffusion coefficient, V 
= value of hexane (ml) and W = weight of CPO 
sample (g). 
 
Calibration parameters and prediction model 

PLS regressions were fitted to describe the 
relationship between dependent variables (DOBI and 
carotenoids in CPO samples) and Raman or NIR 
spectra using a multivariate statistic program (the 
Unscrambler 9.7 version). The calibration models 
were developed from the 126 spectra of all CPO 
samples. PLS calibrations were fitted using the PLS-
1 method. Model validation was performed using the 
full cross validation method. The number of latent 
variables (factor) adopted for each model was 
suggested by the statistical program.  

The statistical results of PLS models built using 
original and pretreated spectra were compared using 
MSC (multiplicative correction), SNV (standard 
normal variate), 1D (first derivative), and 2D (second 
derivative). 

The criteria for selection of the prediction model 
included: factor-number of latent variables; 
correlation coefficient of calibration (Rc); coefficient 
of determination of calibration (Rc2); root mean 
square error of calibration (RMSEC); correlation 
coefficient of calibration (Rc); coefficient of 

determination of validation (Rv2); root mean square 
error of prediction (RMSEP); and the ratio of 
standard error of prediction to standard deviation 
(RPD), being the ratio of the standard deviation of 
data (SD) to RMSEC. Models with a high R, R2, and 
RPD and a low RMSEC and RMSEP are considered 
to be optimum. 
 
RESULTS AND DISCUSSION 

 
The DOBI and carotenoids content of the 

extracted CPO from ripe palm fruits were greater than 
in the extracted CPO from under-ripe palm fruits. 
With increased palm fruit ripening (observed from the 
color change from light yellow to dark red), the 
carotenoids content in the CPO increased but the 
DOBI only increased to a maximum value at 3 days 
of storage time and after that the DOBI decreased due 
to the autoxidation reaction of oil over longer storage. 
The fatty acid or triglyceride was in radical forms. 
The hydrogen atom from the fatty acid or triglyceride 
in oils is removed and lipid alkyl radicals are 
converted into lipid peroxide for which oxygen, UV, 
and heat are the catalysts for autoxidation. The lipid 
peroxide decomposed to alkoxy radicals and then 
formed aldehydes, ketones, acids, esters, alcohols, 
and short-chain hydrocarbons (secondary products of 
oxidation). Table 1 shows the distribution of the 
DOBI and carotenoids content in all samples. The 
maximum carotenoids content was 539.79 ppm in 
CPO extracted from ripe palm fruit while the 
minimum carotenoids content was 2.79 ppm in CPO 
extracted from under-ripe palm fruit. In general, 
commercial CPO has a carotenoids content between 
400 and 700 ppm [3] – [6] but the current experiment 
resulted in a low carotenoids content because of the 
drought in Thailand at the time the samples were 
collected and this affected the production of oil palm 
products (less weight of oil palm bunch, less palm oil 
yield, slow growth of oil palm, slow ripeness of oil 
palm bunch, etc.).   

 
Table 1 Distribution of DOBI and carotenoids 

content in crude palm oil samples 
 

Parameters Min. Max. X SD 
DOBI 0.07 2.09 0.87 0.50 
Carotenoids 2.79 539.79 191.02 121.96 

 
Spectra analysis 
 

Carotenoids are a group of tetraterpenoids 
consisting of isoprenoid units. Double bonds in 
carotenoids are conjugated forms and usually are all 
trans forms. CPO is a source of carotenoids, having 
60% β-carotene and 40% α-carotene [6]. Fig. 1 and 
Fig. 2 show Raman spectra and NIR spectra for the 
DOBI and carotenoids content determination, 
respectively.  

(1) 

(2) 
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Raman spectra 
 

Figure 1 (a) compares spectra between the 
extracted CPO from ripe and under-ripe oil palm 
fruits. The spectra show the C=C stretching vibration 
of carotenoids with a dominant signal observed in the 
range 1,500-1,550 cm-1; the position of this band 
depends on the ripeness of the oil palm fruit. At 1,168 
cm-1 the C-C group with the C-CH3 of carotenoids is 
presented. The two wavenumber positions of the 
carotenoids are characteristic of the spectrum of the 
β-carotene standard (Fig. 1 (b)). In the spectrum of 
the β-carotene standard, the characteristic bands have 
three main peaks which are located at 1,512, 1,154, 
and 1,004 cm-1. These wavenumber positions are 
correlated with the wavenumbers of the polyene chain 
(C=C), C-C coupled with C-CH3, and C-C stretching 
of carotenoids, respectively [9] – [14]. At other 
positions in the CPO, 1,442 and 1,656 cm-1 are 
correlated with the wavenumbers of CH2 or CH3 
deformation of fatty acid or triglyceride, and C=C 
stretching of unsaturated fatty acid or triglyceride, 
respectively. 

 

 
Fig. 1 Comparison between Raman spectra of CPO 

from ripe and under-ripe palm fruit (a), and β-
carotene spectrum (b). 

 
NIR spectra 
 

The NIR region was more difficult to explain 
mainly because of the extensive band overlapping due 
to overtones and combinations of fundamental 
vibrations involving hydrogen stretching modes. 
However, it was possible to predict the DOBI and 
carotenoids content in CPO. Fig. 2 (a) shows the 
comparison of NIR spectra between the extracted 
CPO from ripe and under-ripe palm fruits. The results 
indicated that the spectra had the same patterns, with 
the bands at around 5,789 and 5,681 cm-1 due to the 

combination of bands and the first overtone of the C-
H of methylene of the aliphatic group of oil and the 
second overtone being observed at 8,211 cm-1 [15]. 
The bands at around 4,655 and 4,535 cm-1 may be 
attributed to combination bands of C-C and C-H 
stretching vibrations of cis-unsaturated fatty acids, 
and at 7,058 and 7,139 cm-1 are attributed to a C-H 
combination band of methylene [11]. Quantitative 
analysis of carotenoids by FT-Raman was based on 
the trans-CH=CH-functional group but this 
characteristic band did not exist in the NIR region [9]. 
In the current research, the best conditions for NIR 
spectra pretreatment were in the wavenumber range 
between 5,500 and 4,600 cm-1 (Fig. 2 (b)) where there 
were strong correlations.  

 

 
Fig. 2 Comparison between NIR spectra of CPO from 

ripe and under-ripe palm fruits, 12,500-4,000 
cm-1 wavenumber (a), and 5,500-4,600 cm-1 
wavenumber (b). 

 
Calibration and cross-validation results 
 
Raman analysis 

The precision calibration models can be checked 
using the cross-validation method. The model was 
calibrated using different mathematical treatments of 
spectra, selected by the variable uncertainty test used 
for the validation method. The criteria for best model 
selection were the highest R2 and RPD, and the lowest 
RMSEP. MSC pretreatment was the best method for 
all spectral improvement and this model can predict 
the carotenoids content in CPO. The statistical results 
of the prediction model were 0.94 for Rv, 0.88 for Rv2, 
40.65 ppm for RMSEC, and 3.25 for RPD. RPD is 
calculated from the ratio of the standard deviation of 
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the data to RMSEC thus providing a ratio of the 
performance to the deviation. Hence, the highest RPD 
value indicates the best method too. In the DOBI 
prediction model, the SNV pretreatment was the best. 
The statistical results of the prediction model were 
0.76 for Rv, 0.57 for Rv2, 0.31 for RMSEP, and 1.92 
for RPD using the cross-validation method. 

Figure 3 (a) and Fig. 3 (b) show the MSC-Raman 
spectra for carotenoids and the SNV -Raman spectra 
for DOBI, respectively. In the 400-2,300 cm-1 
wavelength range of the Raman spectra, the results 
showed broad bands around 1,100 and 1,500 cm-1 due 
to the C-C group with C-CH3 and C=C stretching of 
carotenoids [7] – [9], [12] – [13], [15]. Both 
wavenumbers were significant for carotenoids 
determination and they were clearly confirmed with 
the regression coefficients in Fig. 5 (a). The other 
positions, around 1,400 and 1,600-1,700 cm-1 have 
been assigned to the fatty acid or triglyceride. 

 

 
Fig. 3 Raman spectra pretreatment of crude palm oil 

on carotenoids and DOBI, carotenoids- MSC 
(a), and DOBI-SNV (b). 

 
FT-NIR analysis 

 
The calibration models using cross validation for 

carotenoids and DOBI determination in CPO where 
all samples were measured using FT-NIR. The 1D 
pretreatment using the Gap-Segment method was the 
best method for improvement of CPO spectral base 
for carotenoids and DOBI. The statistical results for 
carotenoids were 0.71 for Rv, 0.50 for Rv2, 86.70 ppm 
for RMSEP, and 1.63 for RPD. In the DOBI 
prediction, the 1D pretreatment by the Gap-Segment 
method was the best method. The statistical results 
were 0.80 for Rv, 0.64 for Rv2, 0.29 for RMSEP, and 
1.72 for RPD.  

Figure 4 shows the NIR spectra in the 5,500-4,600 

cm-1 range for spectral samples pretreatment. The 
results indicated that the PLS model built using the 
1D method was the best model for carotenoids and 
DOBI determination. The data on the carotenoids 
content and DOBI following analysis using the 
Unscramble program showed very low contents 
(2.79-537.79 ppm for carotenoids and 0.07-2.09 for 
DOBI) and the regression of carotenoids showed a 
wavelength of 5,276 cm-1 (Fig. 5 (b)) which is near 
the 5,263 cm-1 of H-O-H stretching and bending 
vibrations of water [13]. Therefore, the amount of 
carotenoids, the DOBI, and the amount of water 
affected measurement using FT-NIR.  
 

 
Fig. 4 1D NIR spectra pretreatment of crude palm oil 

on DOBI and carotenoids. 
 

 
Fig. 5  Regression coefficients of the MSC-

pretreated PLS model measured using Raman 
(a) and the 1D-pretreated PLS model 
measured using FT-NIR (b) on carotenoids 
content in the extracted crude palm oil from 
palm fruits  

 
 
CONCLUSION 
 

Raman and FT-NIR techniques are 
environmentally friendly, use no solvent, and provide 
rapid measurement which is required for industrial 
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application. The results showed that Raman 
spectrometry was better than the conventional 
method and FT-NIR spectrometry. Raman provided 
good DOBI and carotenoids determination in CPO 
and provided clear carotenoids determination at 
around 1,100 and 1,500 cm-1 in CPO. Raman was 
better at measuring both parameters than FT-NIR, 
although the concentration of carotenoids was very 
low. In addition, model development has to be 
extended with calibrations using more samples of 
palm fruits obtained from many locations, in different 
seasons, and for different species to ensure maximum 
accuracy of analysis. 
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ABSTRACT 

Pacitan regency is located on the south coast of East Java Province, Indonesia. The Pacitan coastal 

regions consist of a bay and open sea. The number of the populations who work as fishermen as many as 7228 

people. Mostly they catch fish in Pacitan Bay. Initially, there were some fishermen who carry out fishing by 

destructive methods such as using bombs and poisons. Fish Aggregating Devices (FADs) are tools that helps 

fishermen to increase their catch in a definite location. The purpose of this study was to determine how big the 

use of FADs so as to reduce destructive fishing and the possibility of FADs placement area development in 

Pacitan coastal. The research method was done by using interview technique to fishermen for fishery production 

with and without FADs. While for observing the development of FADs,  GIS Techniques and Remote Sensing 

were used. To obtain the suitability of FAD’s location, NOOA and Landsat 8 Images were used, with parameters 

such as sea surface temperature, salinity, current, brightness and chlorophyll-a. The depth was obtained from the 

bathymetry map. The results showed that FAD’s greatly increased production up to 200%, accompanied by an 

increment in the quality of fish. However, due to the location of FADs in the open sea. needed a modern fishing 

equipment, so that only about 20% of fishermen take advantage of FADs. Nevertheless the arresting 

destructively method has decreased. The development of FADs can be done at suitable area, about 70% of 

Pacitan coastal about 12 miles  from the coast line. 

Key word : Fish Aggregating Devices (FADs), Destructive fishing, Suitable area 

INTRODUCTION 

The exploration of fish resources in the waters of 

Pacitan by local fishermen mostly located around the 

coast and using traditional fishing facilities of 

various shapes and types. Fishing activities in 

Pacitan Regency until 2004 were dominated by 

boats without engines and boats under 10 GT in 

sizes with outboard motors. The ships are equipped 

with fishing gear, gill net, and fishing line that only 

operate in coastal waters up to 3 miles from the 

coast. The fishermen’s catch usually only small 

pelagic fishes with low economic value such as 

mackarel tuna, scads, beltfish, and anchovies [1]. 

Although the production of fisheries is not much, 

but from year to year the number of fishing fleets is 

increasing, especially boats with engines. To 

increase the production, there are fishermen that use 

catching methods that tend to damage the 

environment, such as the use of potassium and 

explosives, or placing nets and anchors carelessly. 

That causes environmental damage is inevitable. 

According [2] Pacitan off-shore sea is rich in 

resources of large pelagic fish such as skipjack and 

tuna. The utilization rate of pelagic fish resources in 

these waters is still below the maximum potential of 

its sustainability. The value of maximum 

sustainability yield (MSY) of pelagic fish in the 

South of East Java in 2009- 2013 was 219,189,453 

tons / year with average fish utilization rate of 

49.48%. The condition of fish utilization in the area 

is still below the allowable catch amount of 80% [2]. 

MSY values for tuna species (yellow fin tuna and 

large eye tuna) in the southern waters of East Java 

are estimated to be around 2,568 tons / year with a 

utilization rate of about 78.81% . 

The Pacitan Regency Government [1] through 

the Office of Marine and Fisheries introduced the 

use of Fish Aggregating Devices (FADs) to 

fishermen in early 2005, as well as bringing ships 

measuring above 30 GT with a seine fishing gear. 

Fads installed by fishermen Pacitan is a type of fixed 

rumpon (CTF 2014) installed in waters with a depth 

of 1,500-5,500 meters, so it is classified as deep sea 

rumpon. 

The use of FADs as a tool for collecting fish in 

fishing activities has proven able to increase 

production and productivity of catch in Pacitan 

Regency. Production of catches in this district prior 

to the use of FADs is only 500 tons. The use of 

FADs increased production to 1,560 tons in 2005 

and continued to increase in the following years to 

reach 7.823 tons in 2013. 

This encourages fishermen to install new Fads so 

that the number of fishing FADs installed by more 

and more. By 2015 Pacitan fishermen have begun to 

complain that as more FADs are installed in the 

waters, their catch is declining. The size of the fish 
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is also smaller, so the selling price is low. For that 

we need to find the location of something for the 

expansion of FADs. So that the new installation does 

not decrease production. 

RESEARCH OBJECTIVES 

1. Search for a suitable location for expansion of

FADs 

2. Knowing the readiness of traditional fishermen

using FADs to reduce destructive fishing. 

METHOD 

Pacitan regency is located on the south coast of 

East Java. Overlooking the Indian Ocean. lies on 

1100 55 '- 1110 25' east and 070 55 '- 080 17' LS. 

The Pacitan coastal region consists of bays and open 

seas. On the coast of Pacitan residents who work as 

fishermen as many as 7228 people[1]. 

Fig.1. Resarch Site 

This research was conducted along the Pacitan 

seaport. Includes Pacitan bay. In Pacitan Bay there 

are no Fads, but on the bay there is Fishery Port of 

Tamperan Beach, Fish Landing Base accompanied 

by Fish Auction Place, Teleng and traditional 

Plumbung fish landing. Plumbung is one of 17 

traditional fish landing sites.[4] The Tamperan 

Fisheries Port, a modern port, is very important 

because it is a landing and fish trade place that 

comes from Fads. 

Research Framework 

. 

There are two types of fishermen catch in Pacitan 

local residents who generally do the traditional and 

modern way, utilizing Fads. Fishermen of Fads are 

not only local Pacitan titles but also from outside 

Pacitan 

Traditional fishermen with small incomes and 

activities that often disturb the environment, are 

expected to be larger incomes and leave the way of 

looking for a tie that tend to be distruktif. For that 

need to find new locations to be used as a place to 

put Fads. Remote Sensing Techniques can help find 

the location. 

Figure 2. Research framework 

Methode of Collection and Data Analysis 

To describe the data to find a suitable location for 

Fads development site, two ways are done with 

Landsat 8 and NOOA Image. [5]Various oseaografi 

variables such as temperature, salinity, current 

velocity, turbidity and depth using Landsat image 8. 

As for chorophyl using NOOA image, with wider 

coverage. To find out the pH is done by taking water 

samples around the Fads location. By using GPS, the 

sampling location is marked. 

To find out the readiness of local fishermen to 

move from traditional fishing gear to Fads, 

interviews were conducted. The sampling frame 

consists of the traditional fishermen born in Pacitan, 

the head of the household, may be the owner of the 

ship or just as a worker. The selection of 

respondents was done by technical random sampling 

for 30 traditional fishermen.[4] 

To obtain the conformity region, data analysis 

uses overlay techniques. As for knowing the 

preparedness of traditional fishermen using Fads as a 

tool to find fish, conducted by descriptive analysis. 
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In the overlay technique of each layer the resulting 

map is given scores as follows in table 1. 

Table 1 Water Suitability Requirements for Fads 

Parameter Very 

Suitable 

Suitable Not 

Suitable 

Velocity 

of current 

0.01- 0.1 0.1-0.5 >0.5 

Depth 100-500 100 - >30 <30 

Turbidity 

Temperate 

Salinity 

pH 

<5 

14.35-

20.35 

30-34 

7.95-8.2 

5 – 15 

8.35-14.35 

30-34 

7.95-8.2 

>15 

<8.35 

>34 

<7.95 

Source : Modification from [6] 

RESULT AND DISCUSSION 

Expansion Area of Fads 

Suitability of Oceanographic parameters with 

landsat 8.  

The suitability of oceanographic parameters in 

Pacitan Bay indicates that most of the bay area is 

less suitable for Fads.[5] Although chlorophyl 

concentrations are quite high, the production is low. 

This is because Pacitan bay is also used for 30 GT-

sized vessel traffic carrying catches from Fads to 

Tamperan Fish Port and there are tourist sites in 

Teleng. Fishermen who used the ships with a GT 

motor. Fish landing used besides TPI Teleng also 

PPI Lumbung.[3] 

Suitability with NOAA Satellite Imagery 

Fig. 3. Chlorophyll-A concentration of Pacitan 

Regency coast during west monsoon season 

 (source: Ocean color data, NASA OB.DAAC) 

NOAA Satellite Applications and Research, 

NOAA STAR) which is part of NOAA’s Satellite 

and Information Service (NESDIS) are managing 

the ocean color product satellite sensors including 

the Sea-viewing Wide Field-of-view Sensor 

(SeaWiFS), the Moderate Resolution Imaging 

Spectroradiometer (MODIS), and the Visible 

Infrared Imaging Radiometer Suite (VIIRS) on the 

Suomi National Polar-orbiting Partnership (SNPP) 

and the Joint Polar Satellite System (JPSS), as well 

as various satellite sensors from other countries 

(https://www.star.nesdis.noaa.gov/sod/mecb/color/). 

Figure 1 shows the spatial temporal pattern of 

chlorophyll-a concentration of Pacitan Regency 

Coast during the west monsoon season (October – 

April). 

 The image from NASA ocean color data were 

selected based on the lowest cloud cover during west 

monsoon season.[5] The spatial pattern of the 

chlorophyll-a concentration shows that by time the 

high concentration are moving more closer to the 

coastline. This phenomena also explained why 

fisherman cannot sail to the open seas, it is because 

of the chlorophyll-a concentration are very low 

towards the ocean. The west monsoon also called by 

a rainy season where the ocean waves are high and 

will give a high risk for fisherman to sail. 

The suitability of the Landsat data. 

From Image Processing results downloaded from 

https://www.usgs.gov/ and sampling pH at sea 

Pacitan show, in terms of Salinity, turbidity, current 

velocity and pH of almost entire sea in Pacitan 

suitable for Fads. Based on the edge depth is not 

suitable for deep sea fads. However, the chorofil 

abundance at the high edges, making it suitable for 

simple shallow sea fads. The temperature parameter 

indicates that there is a less suitable area. The 

statements of the overlay analysts show like fig, 4, 

below: 

Fig.4. The suitability of the location for the 

expansion of Fads 

https://www.star.nesdis.noaa.gov/sod/mecb/color/
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At this time at sea off Pacitan, deep Sea Fads are 

installed at locations between latitudes 8
o
LS to 

10
o
LS. Each Ships and Tonda Fishing Line install 3-

5 Fads at each point. Until 2013 it is estimated that 

there are 250 units of Fads installed by fishermen, 

mostly fishermen, who are based in VAT tamperan 

[1] 

The advantages of using FADs 

Fishing vessels / boat in Pacitan based on used 

machine is divided into boat without motor (PTM), 

outboard motor boat (PMT), and motor boat (KM). 

Boat without motor is only 6%.[8] PMT dominates 

the number of fishing vessels in Pacitan Regency as 

much as 1 240 units or 84 percent. While the motor 

boat size 30 GT or more as much as 10%. 

Tradiisonal fishermen use boats under 10 GT, as 

they only fish up to 4 miles. Motorboats are mostly 

owned by fishermen from outside Pacitan. The 

engine power used illustrates the range of fishing 

operations. [7]explains that fishing gear used by 

small-scale fishermen is generally passive, selective, 

and used and adapted to specific seasons. 

Traditional fishing boats and fishing gear using 

vessels cost 4000 USD [8] 70%, using vessels 

costing 18,000 USD as much as 20%, and only 10% 

using vessels cost 36,000 USD. With a daily charge 

per trip averages 25 USD ranges from 25 USD - 40 

USD. As for fishermen who use FADs, the vessels 

owned worth more than 100,000 USD with the 

expenditure of 1 trip, for 10 days about 7000 USD - 

85 USD. Using the Productivity tool approach is 

calculated by the Setyorini equation in [2] namely: 

        
∑          

∑              

The results shown that the average productivity 

increased  10 to 12 times when using Fads. 

Benefits of FADs on local fishermen 

From the results of spatial analysis of the 

expansion area of Fads, shows most of the Pacitan 

waters are very suitable. But the fact is there are 

many local fishermen who do not utilize Fads 

technology. The reasons are mostly due to large 

capital, expensive operational costs, long distances 

that must be at sea up to 10 days and some people 

feel they can not follow the technology. The results 

can be seen as Figure below 

Fig.5. The reason remains a traditional fisherman 

The narrower the fishing ground and the 

increasing number of fishing boats, the destructive 

fishing is still happening. Although the current 

destructive fishing form is no longer the case with 

Blast. They are already aware that the blast is 

damaging the environment. But what can not be 

avoided is in the operation of fishing gear is often 

negligent. Both from how to throw anchors, crashing 

reefs, or using the eyes of a wide net. It is done 

because it has to compete to get adequate production. 

The hope that if you have a simple Fads, then the 

negligence that is destructif fishing is declining. 

 CONCLUSION 

1. The results show that using FADs greatly

increases the production up to almost 10-fold, 

accompanied by an increase in the quality of fish 

that is the number of large pelagic fish that catch. 

2. Pacitan fishermen only about 20% utilize

Fads in pairs in the deep sea. However, the 

destructive arrest has been greatly reduced. 

Fishing ground Pacitan bay which is in shallow 

sea utilized by fisherman with traditional boat. 

Fads Fumps location development can be done in 

about 70% of Coastal Pacitan. On a shallow 

coast 4 miles away, simple Fads can be installed 

at low cost for traditional fishermen 
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ABSTRACT 

 
This study investigates the distribution of Salmonella serotypes, antimicrobial susceptibility and patterns of 

multidrug resistance of Salmonella spp. isolated from beef, received from different slaughterhouses and butcher 
shops in Upper Northeastern Thailand. Amongst the beef samples, one hundred and forty-five isolates was 
detected. There are three serogroups of salmonella which can be classified into eight serovars; five serovars 
belonging in three serogroups were contaminated on meat from slaughterhouses, likewise, seven serovars which 
included two serogroups were detected from butcher shops; by which, 12.50 % (32/145) of the salmonella strains 
was resistant to antimicrobial agents and almost 6.89 % (10/145) were multidrug resistant. The most multiresistant 
serotype was Salmonella Derby, with a pattern of multi-resistance to six antibiotics, followed by S. Rissen, S. 
Anatum, and S. Muenchen, respectively. Moreover, the most of salmonella strains were resistant to ampicillin, 
oxytetracycline and sulfamethoxazole/trimethoprim, whilst, colistin, gentamicin, kanamycin, nalidixic acid, and 
norfloxacin are considered highly susceptible drugs. In summary, beef from the local slaughterhouses and retail 
butcher shops in Upper Northeastern Thailand, was found to be contaminated with Salmonella spp., notably, from 
the serogroups B, C and E, which are multidrug resistant. For this reason, veterinarian and all relevant authorities 
need to strictly regulate the use of antibiotics in animal production, whether for use as therapy, prophylaxis, or 
growth promotion. 
 
Keywords: Antibiotics, Contamination, Drug-resistance, Salmonella spp. 
 
 
INTRODUCTION 

 
Antimicrobial resistance is a public health 

problem throughout the world, and causes increased 
morbidity and mortality among humans and animals. 
If not strictly regulated, the application of antibiotics 
delivered to animals for therapy, prophylaxis, or 
growth promotion/feed efficiency in domestic 
livestock, can potentially lead to widespread 
dissemination of antimicrobial-resistant bacteria. The 
antibiotics resident in animal products may be 
harmful or provide an antibiotic-resistant bacteria 
from animals to the consumer, and lead to increase a 
pathogenic resistance to antibiotics, becoming a 
reservoir of resistance genes for pathogenic 
transmission in and between microorganisms and 
spread into humans through various routes [1, 2]. 

Salmonella as a foodborne pathogen in animal 
products, is a major cause of human salmonellosis 
and food poisoning. They are common inhabitants on 
the intestinal tract of humans and mammals, which 
can be distributed in the environment and 
contaminate the food chain in the process of food 
production. Normally, humans are infected by eating 
or touching an infected animal or their faeces, in 
particular, during the processing of meat production 

[3].  The processes during the pre-slaughter, slaughter 
and the storage period after slaughter are suitable for 
contamination of pathogenic salmonella, which can 
cause serious diseases in humans and animals. Thus, 
the purpose of this study was to investigate the 
distribution of Salmonella serotypes, and Salmonella 
spp. that are resistant to antibiotics, which has 
contaminated beef from difference slaughterhouses 
and which available for purchase in a retail butcher 
shops in Upper Northeastern Thailand. 

 
MATERIALS AND METHODS 

 
A total of 145 beef samples were taken from local 

slaughterhouses and a retail butcher shops within 12 
provinces of the Northeastern Region of Thailand, for 
analysis of Salmonella spp. contamination and 
resistance to antimicrobial drugs.  

 
Isolation and Identification 
 

Salmonella were isolated from beef samples by 
standard methods [4]. Briefly, a beef sample was 
minced, then 225 ml sterile Buffered peptone water 
(BPW) was added into 25 g minced sample, this was 
incubated at 37±1°C overnight. After that, the pre-
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enriched cultures were transferred to two enrichment 
media; Rappaport Vassiliadis (RV) was incubated at 
41.5±1°C for 24±3 h and Muller-Kauffmann 
tetrathionate novobiocin broth (MKTTn) was 
incubated at 37±1°C for 24±3 h. Subsequently, the 
enriched cultures from RVS and MKTTn were 
transferred to Xylose lysine desoxycholate agar 
(XLD) and Brilliant green agar modified (BGM) were 
incubated at 37±1°C for 24±3 h. Then, pick a pink 
colony with or without black centres with sterile 
inoculating loop are selected and inoculated to the 
Nutrient agar (NA) then incubated at 37±1°C for 
24±3 h. Subsequently, the samples were 
biochemically tested on Triple sugar iron agar (TSI), 
L-lysine decarboxylation medium (LIM), Urea agar, 
VP medium incubated at 37±1°C, 24±3 h, and ONPG 
disc incubated at 35±1°C, observed every 1 h for 6 h 
to identify the species of salmonella resign as 
serotypes. The slide agglutination test was carried out 
by slurry agglutination test somatic-antiserum 
specific for O-antigen on slides, read reaction results, 
sedimentation and serotyping by culture on swarm 
agar. The flagella-antiserum is specific for H-antigen 
on slides and reads the precipitation reaction. The 
results of the tests were compared with antigenic 
formulas of the salmonella serovars according to 
Kauffmann-White Scheme [5, 6]. 
 
Antimicrobial susceptibility testing 
 

Salmonella isolates were tested for antimicrobial 
susceptibility by disk diffusion method and 
interpreted according to standards established by the 
Clinical and Laboratory Standards Institute (CLSI, 
2008), E. coli ATCC 25922 were used as a quality 
control strain. The following antimicrobial were 
tested: amoxicillin/clavulanic acid (AMC) 20/10 
μg/mL, ampicillin (AMP) 10 μg/mL, cephalothin 
(KF) 30 μg/mL, chloramphenicol (C) 30 μg/mL, 
ciprofloxacin (CIP) 5 μg/mL, colistin (CT) 10 μg/mL, 
enrofloxacin (ENR) 5 μg/mL, gentamicin (CN) 10 
μg/mL, kanamycin (K) 30 μg/mL, nalidixic acid 
(NA) 30 μg/mL, neomycin (N) 30 μg/mL, 
norfloxacin (NOR) 10 μg/mL, oxytetracyclin (OT) 30 
μg/mL, streptomycin (S) 10 μg/mL, sulfamethoxazole/ 
trimethoprim (SXT) 1.25/23.75 μg/mL and tetracycline 
(TE) 30 μg/mL. The diameter zone of growth 
inhibition surrounding the paper disk is measured and 
compared to the standard inhibition diameter [7]. 

 
RESULTS AND DISCUSSION 

 
Salmonella contamination in meat from 
slaughterhouses and butcher shops. 
 

One hundred and forty-five samples that 
originated from beef carcasses at sixty four 
slaughterhouses and eighty one butcher shops, in the 

Upper Northeastern region of Thailand were included 
for determination of Salmonella spp. prevalence.  

The results as shown in Table 1, indicated that, a 
total of sixteen samples (11.03 %) detected 
Salmonella spp., nine samples (14.06 %) were from 
slaughterhouses and the other seven samples (8.64 %) 
were from butcher shops. There were five serovars 
from three serogroups in contaminated meat from 
slaughterhouses and seven serovars, which included 
two serogroups, were detected from butcher shops. 
Notably, only S. Derby was found in beef from a 
slaughterhouse iner Roi-Et province. In addition, S. 
Kouka and S. Okefoko were detected in beef from a 
butcher shop in Sakon Nakhon province only.  The 
serovar S. Lexington was found in beef from the 
butcher shop in Nakhon Phanom only. Furthermore, 
the most prevalent serovars was S. Weltevreden 
(4.68 %), followed by S. Rissen (2.07 %), S. Anatum 
(2.07 %) and S. Muenchen (1.38 %), which is same 
serotypes as [8]. The presence of Salmonella spp. in 
beef suggests poor hygiene management. Salmonella 
is commonly found in the animal gastrointestinal tract, 
therefore food contamination with this pathogen 
could happen throughout the food chain. This study 
was found Salmonella spp. contamination in beef 
carcasses (11.03 %) much less than in previous 
reported [8] which found a prevalence of 52 % 
(28/54) in beef samples and included Thai self-
service style restaurants in Khon Kaen municipality, 
Thailand.  

When comparing the rate of Salmonella spp 
contamination in beef between a slaughterhouse and 
retail butcher shop, there are no statistically significant 
differences. This shows that the transportation from the 
local slaughterhouse to the butcher shop, including 
the preservation and deliver to the butchers shop, are 
carried out hygienically. The production of Thai beef 
is in the process of developing into a standard, where 
most slaughtering is carried out in a local, municipal 
slaughterhouses or private slaughterhouses that are 
certified by the Department of Livestock Development. 
Most slaughterhouses now operate to a good standard 
of practice.  

However, some local slaughterhouses still operate 
with poor hygiene and meat is usually delivered in 
open buckets in a cars. Typically, meat in butcher 
shops are sold at ambient temperatures, this indicates 
the application of strict hygiene practices is therefore 
essential. The regulatory authorities should control 
policy for a good manufacturing practice for cattle 
abattoir’ together with stringent sanitation in fresh 
meat production. 
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Table 1 Prevalent of Salmonella serotypes obtained from beef carcasses in slaughterhouse and butcher shop 
 

Salmonella spp. 

Number of positive samples (%) 

Provinces* Slaughterhouse  Butcher shop  Total 

(n=64)  (n=81)  (n=145) 

Group B 1 (1.56)  0 (0.00)  1 (0 .69 )  
S. Derby 1 (1.56)  0 (0.00)  1 (0.69) Roi Et(Sh:1) 

Group C 3 (4.69)  2 (2.47)  5 (3.45)  
S. Muenchen 1 (1.56)  1 (1.23)  2 (1.38) Roi Et(Bs:1), Sakon Nakhon(Sh:1) 

S. Rissen 2 (3.13)  1 (1.23)  3 (2.07) Roi Et(Sh:1), Sakon Nakhon(Bs:1),  
Khon Kaen(Sh:1) 

Group E 5 (7.81)  5 (6.17)   10 (6.90)  

S. Anatum 2 (3.13)  1 (1.23)  3 (2.07) Kalasin(Sh:1), Maha Sarakham(Bs:1),  
Roi Et(Sh:1) 

S. Kouka 0 (0.00)  1 (1.23)  1 (0 .69 ) Sakon Nakhon(Bs:1) 
S. Lexington 0 (0.00)  1 (1.23)  1 (0 .69 ) Maha Sarakham(Bs:1) 
S. Okefoko 0 (0.00)  1 (1.23)  1 (0.69) Sakon Nakhon(Bs:1) 

S. Weltevreden 3 (4.68)  1 (1.23)  4 (2.76) 
Kalasin(Sh:1), Maha Sarakham(Bs:1), 
Sakon Nakhon(Sh:2) 

Total 9 (14.06)     7 (8.64)  16 (11.03) Kalasin, Khon Kaen, Maha Sarakham, 
Sakon Nakhon, Roi Et 

* Sh=Slaughterhouse; Bs=Butcher shop 
 

Antimicrobial susceptibility testing results were 
isolated from beef showed that 12.50 % of isolates 
were resistant to at least one antimicrobial agents and 
25.00 % were multi-drug resistant. Resistance rate to 
amoxicillin/clavulanic acid, ampicillin, cephalothin, 
chloramphenicol, ciprofloxacin, oxytetracycline, 
streptomycin, sulfamethoxazole/trimethoprim and 
tetracycline were 6.25 %, 43.75 %, 6.25 %, 6.25 %, 
6.25 %, 43.75 %, 12.50 %, 43.75 % and  31.25 %, 
respectively. (Table 2).  

These antibiotics residues in meat are present in 
farmed animals being treated under veterinary 
control. The presence of these antibiotic residues in 
meat may be due to the short withdrawal period 
before slaughtering or prolonged courses of 
antibiotics. The misuse of antibiotics may lead to the 
development of drug-resistant salmonella. Besides 
this, resistant salmonella present in meat, may be 
transmitted to consumers and be the cause of poor 
response of treatment with human medicines.  
Likewise, a recent report [9]. found 
amoxicillin/clavulanic acid, ampicillin, cephalothin, 
chloramphenicol, ciprofloxacin, oxytetracycline, 
streptomycin, sulfamethoxazole/trimethoprim and 
tetracycline are used in human medicine too [10].  

It is astonishing to observe the isolates resistant to 
chloramphenicol, in spite of the fact that the drug has 
been forbidden use in food-producing animals. It was 
suggested that this phenomenon may be generated by 
other antibiotics on co-selection or cross-resistance. 
[11]. This suggests that the removal of certain 
antimicrobial selections may not completely 
eliminate AMR and be a transfer of resistance to other 
important human pathogens. 

As shown in Table 3, nine salmonella isolates 
were classified with six antimicrobial resistance 
patterns, which were resistant to three, four and six 
antimicrobial agents. The most common resistance 
patterns were AMP-OT-S-TE and AMP-OT-TE-
SXT, whereas the highest number antimicrobial 
resistance pattern is AMP-C-CIP-OT-SXT-TE. 
Similar results have been reported recently too [12]. 
The previous survey showed that the resistance 
pattern of isolated salmonella contaminated with 
pork, identified as multidrug resistant and the most 
resistance pattern was AMP-TE-SXT. Whereas 
chloramphenicol is the one antibiotic agent found in 
the resistance pattern, like in accordance with those 
of this study. For this reason, veterinarian and 
relevant authorities need to regulate the use of 
antibiotics in animal production strictly, whether for 
disease treatment, prevention, or growth promotion.
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Table 2 Antimicrobial susceptibility of Salmonella spp. isolated from beef by disk diffusion methods  
 

Antimicrobial disk 

Number of antimicrobial susceptibility* 
Group B 

(n=1) 
 Group C 

(n=5) 
 Group E 

(n=10) 
 Total (%) 

(n=16) 

S I R  S I R  S I R  S I R 
AMC (20/10 µg) 1 0 0  3 1 1  10 0 0  14 (87.50) 1 (6.25) 1 (6.25) 
AMP (10 µg) 0 0 1  1 0 4  8 0 2  9 (56.25) 0 (0.00) 7 (43.75) 
KF (30 µg) 1 0 0  3 1 1  10 0 0  14 (87.50) 1 (6.25) 1 (6.25) 
C (30 µg) 0 0 1  5 0 0  10 0 0  15 (93.75) 0 (0.00) 1 (6.25) 
CIP (5 µg) 0 0 1  5 0 0  10 0 0  15 (93.75) 0 (0.00) 1 (6.25) 
CT (10 µg) 1 0 0  5 0 0  10 0 0  16 (100.00) 0 (0.00) 0 (0.00) 
ENR (5 µg) 0 1 0  5 0 0  10 0 0  15 (93.75) 1 (6.25) 0 (0.00) 
CN (10 µg) 1 0 0  5 0 0  10 0 0  16 (100.00) 0 (0.00) 0 (0.00) 
K (30 µg) 1 0 0  5 0 0  10 0 0  16 (100.00) 0 (0.00) 0 (0.00) 
NA (30 µg) 1 0 0  5 0 0  10 0 0  16 (100.00) 0 (0.00) 0 (0.00) 
N (30 µg) 0 1 0  2 3 0  7 3 0  9 (56.25) 7 (43.75) 0 (0.00) 
NOR (10 µg) 1 0 0  5 0 0  10 0 0  16 (100.00) 0 (0.00) 0 (0.00) 
OT (30 µg) 0 0 1  2 0 3  7 0 3  9 (56.25) 0 (0.00) 7 (43.75) 
S (10 µg) 0 1 0  2 1 2  8 2 0  10 (62.50) 4 (25.00) 2 (12.50) 
SXT (1.25/23.75 

 
0 0 1  2 0 3  7 0 3  9 (56.25) 0 (0.00) 7 (43.75) 

TE (30 µg) 0 0 1  4 0 1  7 0 3  11 (68.75) 0 (0.00) 5 (31.25) 
Total 7 3 6  59 6 15  144 5 11  210 (82.03) 14 (35.84) 32 (12.50) 

* S = sensitive, I = intermediate, R = resistant  

 

Table 3 Patterns of multidrug resistance of Salmonella spp. isolated from beef receiving difference slaughterhouse and 
butcher shop 

Number of 
multidrug 
resistance 

The pattern of Salmonella isolate showed multidrug resistance (n) 

Group B  Group C  Group E 

S. Derby  S. Muenchen S. Rissen  S. Anatum 

3 -  AMC-AMP-C (1) -  OT-TE-SXT (1) 

4 - 
 

- 
AMP-OT-S-TE (2)  

AMP-OT-TE-SXT (2) 
 AMP-OT-TE-SXT (1)  

6 AMP-C-CIP-OT-SXT-TE (1)  - -  - 

 
In conclusion, the results demonstrate the low 

contamination rate of MDR Salmonella spp. in beef 
carcasses in local slaughterhouses and retail butcher 
shops of Northeastern Thailand. Evidently, 
antimicrobial use in beef production is controlled 
more strictly and under supervision by veterinarians. 
This confirms that slaughterhouses and butcher shops 
in Thailand generally have a good manufacturing 
practice and are developing to international standards. 
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ABSTRACT 

      The objective of this research were to study of quality and consumer test of emulsion sausage from buffalo 

and turkey meat. The experiment was assigned in the completely randomized block design(RCBD). Sausage 

from buffalo and turkey meat were produced in 5 treatments include turkey meat 100 % (T1), buffalo meat 

100% (T2), turkey meat 75 %  : buffalo meat 25% (T3), turkey meat  50% : buffalo meat 50% (T4) and turkey 

meat  25% : buffalo meat 75% (T5). Sausages were stored in refrigerator (4℃ ) for 24 hours before determined 

for pH, color (L* a* b*). Lipid oxidation (TBA) of sausage were determined after stored in refrigerator for 

0,7,14 and 21 days. The results showed that pH of sausages were approximately 5-5.9.  Color of T1 sausages had 

the highest L*(27.54) and b*(19.39) but  had  the lowest a*(6.38) value (p<0.05), T5 sausages had the highest 

a*(7.58)  . The TBA of T1 sausage after stored for 1,7, 14 and 21 day were higher (p<0.05) than in other groups. 

Consumer acceptance score of T1 and T3 sausages received the highest score 5.8 6.9 and  (score of the 9 level). 

It could be concluded that buffalo meat reduced lightness, yellowness score and improved redness score in 

sausage. Higher buffalo meat reduced lipid oxidation in the turkey sausage.  

Keywords: Emulsion sausages, Turkey meat, Buffalo meat 

INTRODUCTION 

     In Thailand, turkey farming is getting popular. 

Government agencies are promoting new livestock. 

Turkey meat was high calcium but lower chicken 

and saturated than other meats [1]. It also had higher 

protein and essentials amino acids.  However, turkey 

meat was a white meat [2] and meat products were 

white and pale. Buffalo meat consumption is related 

to its nutritional advantages compared to beef. It is 

richer in iron, contains a higher amount of high 

biological value protein and essential fatty acids, 

along with lower quantities of fat and cholesterol 

[3]. Buffalo meat had dark red color and also had 

high water holding capacity [4]. The main 

ingredients of the sausage are chicken, pork, beef 

and lamb meat. At present, emulsion such as Vienna 

and Frankfurter sausage are the popular meat 

products around the world. Turkey and Buffalo meat 

are interesting on raw material of emulsion sausage 

in Thailand. Therefore, buffalo meat mixes to turkey 

meat by in emulsion sausage may improve color and 

texture sausage. The objectives of this research are 

to study on quality ( pH, color and lipid oxidation) 
and consumer test of emulsion sausage from turkey 

meat with difference level of buffalo meat. 

MATERIALS AND METHOD 

     Fresh meat from turkey and buffalo were 

purchased and chill overnight at 4℃. Emulsion 

sausage of turkey were produced with the 

ingredients as showed in table 1. Buffalo meat was 

added to substitute for turkey meat at 25, 50, 75 and 

100 % respectively. 

a. Buffalo meat b. Turkey meat

Fig. 1 Fresh meat 

a. Turkey sausages b. Buffalo sausages

Fig. 2 Emulsion sausages (Vienna sausages) 

     Sausage products were stored overnight at 4℃ 

( 24 hour)  before determined pH valued used 

portable pH-meter (Hanna Instrument, Eibar, Spain). 

Color of sausage samples were evaluated using by 

Konica Minolta CR-410 and reported as 
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L*(lightness), a*(redness) and b*(yellowness). Lipid 

oxidation was evaluated by measure thiobabituric 

acid (TBA) after stored in refrigerator (4℃) for 

1,7,14 and 21 days according to the methods 

suggested by Turk Standards Institute 2409 [5]. 

Consumer test was performed using of 1 to 9 in the 

Hedonic scale [6] [7].

Table 1 Ingredients for emulsion sausage 

Ingredients Ratio 100 (%) 

Meat 46.87 

Leaf fat 24 

Ice 24 

Soy protein isolate 2 

NaCl 1 

Vienna Powder 0.48 

Sodium tri-polyphosphate 0.28 

Sodium Erythorbate 0.28 

Smoke powder 0.28 

Monosodium glutamate 0.2 

Sugar 0.2 

Pepper powder 0.2 

Coriander seeds 0.2 

Sodium nitrite 0.01 

Source: [8] 

     The experimental design was Randomized 

completely block design (RCBD) experiment with 5

treatments and 3 replications as follow: 

Treatment  1 Turkey meat 100%  (T1) 

Treatment  2 Buffalo meat 100% (T2) 

Treatment  3 Turkey meat 75% : Buffalo meat 25% 

(T3) 

Treatment  4 Turkey meat 50% : Buffalo meat 50% 

(T4) 

Treatment 5 Turkey meat 25% : Buffalo meat 75% 

(T5) 

Statistical analysis were performed using SAS [9]. 

Mean of all values were analyzed of variance 

(ANOVA) and compared using Duncan New 

Multiple Rang Test (DMRT) 

Results 

     The effects of variation in the ratio of the raw 

material components include turkey and buffalo on 

the quality characteristics of the sausages showed in 

the Table 2. The pH values of turkey sausages were 

found range pH 5.0-5.9. In the pH, lightness and 

yellowness values of the treatment T1 (100% turkey) 

exhibited the highest value than the others (p<0.05). 

Also, all of treatments show significant difference in 

the lightening values. The redness values of the 

treatment T1 indicated the lowest value was 6.38. 

The redness value of the T2, T3, T4 and T5 (7.53, 

7.5, 17.29 and 7.58 respectively) did not 

significantly differ but had higher value than T1 

(p<0.05). Added buffalo meat reduced pH but 

increased redness value of emulsion sausage. 

Table 2 pH and color of emulsion sausage 

pH L* a* b* 

T1 5.94a 27.54a 6.38b 19.39a 

T2 5.73ab 23.87b 7.53a 14.30d 

T3 5.35b 19.63c 7.51a 17.17b 

T4 5.36b 16.57d 7.29a 15.17c 

T5 5.61ab 14.16e 7.58a 14.66cd 

SE 0.11 0.34 0.11  0.26 
a,b,c,d Means with different letters within the same 

        colum were significantly different (p<0.05). 

SE = Standard error 

T1 = Turkey meat 100%  

T2 = Buffalo meat 100%  

T3 = Turkey meat 75% : Buffalo meat 25%  

T4 = Turkey meat 50% : Buffalo meat 50%  

T5 = Turkey meat 25% : Buffalo meat 75% 

Lipid oxidation analysis 

Table 3 Thiobabituric acid (TBA) of emulsion 

sausage at different storage time. 

Storage time (day) 

1 7 14 21 

T1 0.88a 1.03a 0.99a 0.97a 

T2 0.43c 0.41c 0.51c 0.43c 

T3 0.77ab 0.80b 0.78ab 0.72b 

T4 0.64bc 0.70b 0.69bc 0.68b 

T5 0.53c 0.50c 0.57bc 0.56bc 

SE 0.07 0.05 0.07 0.07 
a,b,c,d Means with different letters within the same 

        colum were significantly different (p<0.05). 

SE = Standard error 

TBA = µg MA/g. 

T1 = Turkey meat 100%  

T2 = Buffalo meat 100%  

T3 = Turkey meat 75% : Buffalo meat 25%  

T4 = Turkey meat 50% : Buffalo meat 50%  
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T5 = Turkey meat 25% : Buffalo meat 75% 

      The sausages were stored at 1,7,14 and 21 days. 

The T1 showed the highest TBA value (1.03 µg 

MA/g.) at 7 day of storage. The TBA of T1 sausage 

was higher (p<0.05) compared to in other groups. 

However, TBA values of T2 and T5 sausages were 

lower than other groups.  

Consumer test 

     Table 4 showed consumer acceptance score of 

emulsion sausage. The T1 and T3 sausages had the 

highest score of color, odor, flavor, juiciness, 

tenderness and overall acceptability while T2 and T5 

sausages received the lowest score.  

Table 4 Consumer acceptant test on Hedonic scale 

of emulsion sausage. 

Col Od flav Juic Tend Over 

T1 6.74a 6.30a 6.87a 6.91a 6.97a 6.86a 

T2 3.99c 3.80b 4.21b 3.54c 3.87d 3.95c 

T3 6.40a 5.85a 6.51a 6.39a 6.32ab 6.47a 

T4 5.45b 4.80b 5.30b 5.31b 5.31bc 5.44b 

T5 4.41c 4.36b 4.83b 4.38bc 4.57cd 4.90bc 

SE 0.29 0.32 0.34 0.31 0.33 0.31 
a,b,c,d Means with different letters within the same 

        colum were significantly different (p<0.05). 

SE = Standard error 

Col = Color 

Od  = Odor 

flav = Flavor 

Juic = Juiciness  

Tend = Tenderness  

Over = Overall acceptability 

T1 = Turkey meat 100%  

T2 = Buffalo meat 100%  

T3 = Turkey meat 75% : Buffalo meat 25%  

T4 = Turkey meat 50% : Buffalo meat 50%  

T5 = Turkey meat 25% : Buffalo meat 75% 

DISCUSSION 

     Redness ( a*)  score of T2 , T4  and T5  sausage 

were higher with the mixture of buffalo meat dude to 

the darker color of buffalo meat. The T1 and T3 

sausage had the highest lightness and yellowness 

value Sausages with more buffalo meat had less 

TBA because of less unsaturated fatty acids [10] 

compared to turkey meat. Consumer acceptant of 

sausages with buffalo meat had low accepted value. 

Because of odor and hard of texture from buffalo 

meat.  

CONCLUSION 

     Study of quality and consumer test of turkey 

emulsion sausage with difference level of buffalo 

meat found that: pH  values were similar among 

treatments. Added buffalo meat reduced pH but 

increased redness value of emulsion sausage. 

Sausages with more buffalo meat had lower 

rancidity during storage time. Consumer acceptance 

score showed that more buffalo meat sausages 

received lower acceptant score. There should be a 

study on odor reduction in buffalo meat sausages. 
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ABSTRACT 

This paper entails a detailed numerical and parametric study on the lateral behaviour of piles in foundation 

designs. Single-piles are one of the major components of a foundation as they act as the primary component in the 

transmission of the weights above the structure into the ground for stability to be attained. For this reason, a detailed 

study on the influence generated on the p-y curves is mandatory to create a numerically valid model for use in the 

process of foundation design without much ado. Modelling procedure under consideration employs the use of the 

finite difference method (FMD) embedded in FLAC2D. FDM is used to implement a solution to the coded input 

for example soil and pile element parameters. The model validation process done in this paper involves the 

variation of some of the critical parameters such as the variation on the type of soil in the area under consideration. 

Next, modification of the elastic modulus of the given soil as a check on the cohesiveness, change on the loading 

velocity at the top of the pile, a variation of the pile material stiffness and the difference of the pile eccentricity. 

The results obtained from the p-y curves generated from the parameters undergo sifting through for any effects on 

the ultimate loading capacity of the pile to the allowed design loading limits upon full structural installation. This 

variation is necessary for the approval of the validity of the model in engineering design. The parametric study 

from this study shows that the structure is of functional strength and a tolerable factor of safety. 

Keywords: Lateral load, p-y curve, Soil-pile interaction, Finite difference method, FLAC2D 

INTRODUCTION 

The response of laterally loaded piles is a function 

that is dictated by many related parameters that act 

upon the pile foundation during loading. At any 

considerable time of loading, the effects of each 

parameter input can cause a substantial influence on 

the reaction of the pile foundation and the adjacent 

soil components. Engineers always propose pile 

foundation for the transfer of loads of overlying 

structures as it offers adequate bearing capacity for 

lateral loads and also gravity loads.  In the past studies 

on pile foundations, several approaches have been 

carried out to analyze this response from loads.  These 

approaches include force method, beam on elastic 

foundation method, soil plasticity, and elasticity 

continuum method. But most recently the practice of 

finite element method FEM [1], finite difference 

method FDM [2] is being put in to use.  FEM and 

FDM are flexible and can be manipulated to give a 

variety of responses and an in-depth analysis of the 

pile and the soil interface. 

The analysis of laterally loaded piles in most cases 

is expressed mostly by using the load-displacement 

curve methods also referred to as the p-y curve 

method. Using the p-y curves, the response of the soil 

during loading is shown by a series of springs that 

produce the resistance offered by the load when 

acting upon them. The curvilinear load-displacement 

p-y characteristics of the springs are given as input to 

the analysis, and numerical methods are used to 

obtain the pile load-displacement response [3]. From 

the p-y curve obtained, the pile foundations, in this 

case, the single pile foundation should be able to 

withstand the imposed load with a reasonable factor 

of safety, the pile head displacement should not 

exceed the tolerable movements for the structure it 

supports, for example, the solar panels in this study 

and lastly the intermediate soil should not receive 

excessive stresses that may make it achieve the 

ultimate load carrying capacity upon full construction 

and operation [4]. A closer consideration is given on 

the response of the soil to the short piles as this 

provides a clear understanding of the pile element 

because at this depth the displacement is entirely 

reliant on the resistance of the soil as illustrated by [5]. 

To obtain a clear picture of the pile responses in 

this study, the parametric research is necessary to 

investigate the sensitivity towards fluctuating some of 

the typical inputs to the program.  Klepikov [6], 

conducted a study to examine the influence generated 

by the modulus of subgrade reaction at the ground 

surface as the primary parameter influencing the pile 

structure response to the soil grid. The subgrade 

reaction has also enabled the engineer to develop 

models that can withstand seismic activities without 

the fear of structural failure as stipulated by [7], who 

predicted the foundation response to seismic and 

dynamic loads. As a step to simplify and ease the 

analysis of pile foundations, 2D and 3D modelling 
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have become handy as it allows for the closer analysis 

and input of flexible functions that can be executed 

by any given geotechnical software like FLAC2D 

using finite difference method. Numerical models 

have been developed to help comprehend the pile and 

soil structures [8], to perceive the effect of the 

parameters to the pile setup when subjected to various 

modes of loading. This study, therefore, employs the 

use of FLAC2D in the development of a model to 

represent the soil and pile interaction and the resultant 

displacements used to investigate the various 

parameters discussed in the analysis section. 

FLAC2D FINITE DIFFERENCE MODELLING 

PROCEDURE  

The model was made using FLAC2D which is a 

sufficient way to solve such complex matters as it 

gives a clear picture of the performance of the 

structure for the applied load. By finite difference 

analysis, a mesh was generated to represent the 

ground/soil conditions which had fixed grids points 

with pinned boundary conditions (B) applied along 

the bottom of the model and roller boundaries (X) on 

both sides. The final model has been chosen so that 

the overall velocity field is distributed within the 

domain and no boundary effect is presented. In 

general, the model size has to be greater than 2 times 

the pile length (i.e. 2.8 m radius from pile element 

axis by 2.8 m depth) as shown in Fig. 1.  

Fig. 1 Mesh, boundary condition, and pile 

displacement pattern   

Fig. 2 Schematic representation of the grid points 

and the zones 

Figure 2 is a representative of an extended view 

of the top of the model with 1,2 and 3 indicating the 

zones and inscribed within the zones (i-1, i, and i+1), 

shows the stresses involved during stress and stain 

development process. On the other hand, a, b and c 

indicated the grid points upon which the velocities are 

applied to produce deformations that lead to the grid 

displacement. 

Finite-difference method (FDM) is numerical 

methods for solving differential equations by 

approximating them with difference equations, in 

which finite differences approximate the derivatives. 

FDMs [9] are thus discretization methods and are the 

dominant approach to numerical solutions of partial 

differential equations. FLAC2D applies the FDM to 

implement a solution to the coded input, for example, 

the analysis if the pile foundation. FLAC2D therefore, 

allow for the vector quantities for example forces, 

velocities and displacements storage in the finite 

difference grid generated while all scalar quantities, 

for example, stresses, pressure, and material 

properties stored in the zone locations. To ensure 

stability in the numerical scheme, FLAC2D includes 

the dynamic equations of motion (equilibrium 

equation) in the formulation. The balance thus 

provides there is no sudden failure or collapse to the 

structural component during the lateral loading 

procedures [10]. The primary explicit calculation 

cycle is as shown in Fig. 3. 

Fig. 3 Basic explicit calculation cycle 

The response of a pile element during loading is 

similar to the elastic model in FLAC2D. Regarding 

Fig. 2, three main equations that dictate the response 

of the pile element include Stress-Strain Constitutive 

Law (Hooke's Law), Equation of Motion for Dynamic 

Equilibrium (wave equation) and FDM formulation 

using central finite difference equation as shown in 

Eqn. (1), (2) and (3) respectively. 

𝜎𝑥𝑥 = 𝐸
𝜕𝑢𝑥

𝜕𝑥
 (1) 

𝜌
𝜕𝑢𝑖

𝜕𝑡
=

𝜕𝜎�̈�

𝜕𝑥𝑗
+ 𝜌𝑔𝑖       (2) 

�̃�𝑥𝑥
𝑖 (𝑡) = 𝐸

𝑢𝑥
𝑖+1(𝑡)−𝑢𝑥

𝑖 (𝑡)

𝛥𝑥
      (3) 

Where ρ is the mass density, ux is the velocity 

component, E is the elastic modulus, t is the time, xi 

is the component of the coordinate vector, gi is the 

Pile element 

Boundary 

i-1 

i-1 

1 2 3 i+1 i 

b c d i-1 i-1 a 

Pile 

elem

Velocity pulse applied to the boundary condition

Stresses 
derived from 

strain 

Displaceme

nts from 

velocity

Velocity calculated stress



SEE - Nagoya, Japan, Nov.12-14, 2018 

257 

component of gravitational acceleration and σ is the 

component of the stress tensor. Equation 2 illustrates 

the dynamic force equilibrium which indeed shows 

the relationship between gravitational forces and the 

changes in stress in the model grid. As reflected 

earlier in this paper, FLAC2D consists of mainly 

useful formulations where the variations in velocity 

are quickly solved. Consequently, the rate at which 

strain is experienced in the model grid can be related 

to the velocity [11]. The finite difference equation for 

the equation of motion using central finite difference 

Eqn. 3, can further be simplified and classified into 

two sections, with the left side of the equation 

showing the changes in velocity while the right side 

represents the changes in the stresses involved during 

the model code execution as shown in Eqn. 4. 

    (4) 

  (5) 

      (6) 

This paper, therefore, presents a numerical 

parametric study that investigates the effects of 

several parameters such as pile head displacement 

variations for two types of soil (silty soil and clayey 

soil), soil elastic modulus, loading velocity, stiffness 

of the standard coupling spring represented by the 

pile element and the pile eccentricity on the p-y 

curves. The p-y curves will help in the determination 

of the pile bearing capacity, the factor of safety as 

well as a step towards the model validation for 

engineering use in structural design for solar panel 

foundations. 

RESULTS AND DISCUSSION 

Effects different soils: silty soil and clay soils 

The type of soil is one of the main parameters to 

be put into consideration for any construction 

procedure to be practiced. The cohesive nature of 

different soils dictates the bearing capacity of the 

foundation. In addition to bearing capacity, the soil 

type also dictates the modulus of subgrade reaction, 

Ks which is a ratio of contact pressure intensity, P and 

the soil settlement, y. Due to the fact that clayey soil 

has a higher modulus of subgrade reaction, 80,000 

kN/m3, it attains a higher ultimate load of 15 kN at 

lower pile head displacement of 4mm as compare to 

the silty soils (Ks=48,000 kN/m3) that achieves the 

final pressure at more massive movements of 10mm 

as shown in Fig. 4. 

A closer examination of the pile element and the 

soil displacement patterns depicts the more vertical 

movement of the ground in the clay soil than in the 

silty soil. This high-intensity soil movement depends 

on the standard pressure induced by the pressing 

nature of the pile element as well as the modulus of 

subgrade reaction, Ks and the displacement, y 

produced at the pile head as shown in Eqn. 7. The soil 

movements of FLAC2D output are as shown in Fig. 

5 and Fig. 6.  

High-pressure side: P=P*+Kh y          (7) 

Fig. 4 Effects of different soils: Silty soil and clay 

soils 

Fig. 5 Soil-pile displacement patterns for silty soil 

Fig. 6 Soil-pile displacement patterns for clayey soil 

Effects of soil elastic modulus 

In this case, it’s the elastic modulus of the soil that 

is studied. The value for the elastic modulus is ranged 

from 11e6 to 31e6 kPa for silty soils and 40e6 to 60e6 

kPa for the clayey soils. The other conditions are held 

constant as per the design parameters (Pile length= 

1.4m, pile diameter=0.13m, the rate of loading force 

constant). The p-y curves generated from FLAC2D at 
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the design depth shows that the elastic modulus, E, 

has minimal effects in the silty soils whereas in the 

clay soils deviations in the ultimate load are noticed 

at displacements of 5 mm as shown in Fig. 7 and 8. 

This E variation is a clear indication that the 

cohesiveness of the soils should be highly considered 

in the clayey soils if the design bearing capacity is to 

be achieved. 

Fig. 7 Effects of elastic modulus for silty soil 

Fig. 8 Effects of elastic modulus for clayey soil 

Effects of loading velocity with depth on ultimate 

load 

Velocity is a time-dependent parameter when 

incorporated into FLAC2D. It ensures that the 

deformations on the grid follow the stress/strain law. 

To achieve the ultimate bearing capacity, the correct 

loading velocity should be determined as it plays a 

significant role in the damping of the equations of 

motion to provide static or quasi-static also known as 

non-inertial solutions. The non-inertial solutions help 

in achieving the equilibrium state in a numerically 

stable way with minimal computation effort in 

FLAC2D. In this study, the velocity was varied from 

1.0e7 to 2.5e7 for the single pile foundation depths of 

0.7m, 1.4m, and 2.8m. Base on the results, it is evident 

that increasing the velocity at 0.7m and 1.4m depth 

increases the ultimate loading capacity in the silty 

soil, but in the clayey soil, the ultimate loading 

capacity reduces once the ultimate load is attained at 

2.0e7. At the pile depth of 2.8m, increasing the 

velocity have detrimental effects on the ultimate 

loading capacity as in both cases (silty and clay soils) 

there is significant decrease in the ultimate loads as 

shown in Fig. 9. 

Fig. 9 Effects of Loading velocity with depth on 

ultimate load 

Effects of pile stiffness: stiffness of normal 

coupling spring 

In FLAC2D, the coupling springs are a 

representative of the interaction between the soil and 

the pile element under consideration. The normal 

coupling spring is the medium in which the lateral 

forces applied at the given velocity transmission, 

occur to the grid at the prescribed location along the 

pile element nodes. To obtain a desirable ultimate 

loading capacity of the pile, then the choice of the pile 

material should also be put on a check.  A numerical 

description of the action of the normal coupling 

spring stiffness and the displacements produced 

during loading is as shown in equation 8 

        (8) 

Where Fn represents the normal force that develops in 

the normal coupling spring, csnstiff is the normal 

coupling spring stiffness, un
p is the displacement of 

the pile in the axial direction, un
m is the displacement 

of the grid(soil) normal to the axial direction of the 

pile, and L is the pile element length.   

In this study, the stiffness of the normal coupling 

springs was varied from 1.3e7 kN/m2 to 1.3e11 kN/m2 

with all other parameters held constant (Pile length= 

1.4m, pile diameter=0.13m, the rate of loading force 

constant) for the two types of soils (silty and clayey 

soils). Based on the output, it's seen that an increase 

in the stiffness of the coupling spring increases the 

ultimate loading capacity of the pile. Clayey soils 

depict high ultimate loads up to 16 kN at 1.3e11 kN/m2 
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at minimum displacements 7mm as compared to silty 

soils at 15kN. Figure 10 and Fig. 11 shows a plot of 

the stiffness parameter influence in ultimate loading 

capacity for silty and clayey soils respectively. 

Fig. 10 Effects of pile stiffness silty soil 

Fig. 11 Effects of pile stiffness clayey soil 

Effects of eccentricity, e 

The height of the pile above the ground is an 

excellent determinant on the moments above the 

ground level. The moment equilibrium equation is the 

product of the lateral force and the eccentricity. When 

the bending moments tend to increase then the 

ultimate load that the pile element can withstand 

reduces considerably. This reduction is due to the 

rotational effect produced by the lateral pressure 

above the ground level. When this rotational effect 

cannot be transmitted to the grid, then the pile tends 

to fail closer to the ground level at minimal lateral 

loads. In this study, the eccentricity effect is evaluated 

at 0.2m, 0.4m, 0.6m and 0.8m for both types of soil 

and the corresponding ultimate load plotted as shown 

in Fig. 12 and Fig. 13 for silty soil and clayey soil 

respectively. Based on the results, the eccentricity of 

0.2m produced the highest ultimate loading capacity 

of 15kN in silty soil and 15.8kN in clayey soils. An 

eccentricity of 0.8m recorded the minimum value of 

8.4kN hence this shows that the point of the load 

applied to a pile is also a strong determinant of the 

ultimate strength concerning bearing capacity. 

Fig. 12 Effects of pile eccentricity in silty soil 

Fig. 13 Effects of pile eccentricity in clayey soil 

CONCLUSION 

The primary objective of this study was to 

evaluate the response of the load transfer curve and 

the displacements produced. This response shows the 

influence factor of the lateral load under different 

circumstances depending on the parameter under 

study. The parametric study, therefore, acts as a 

model validation process as it shows clearly the 

influence produced by a given setting concerning the 

design value at hand. From this study, it is evident 

that the integration of the stresses in the grid element 

around the pile element is an obvious way of 

understanding the p-y curve characteristics in the soil. 

Additionally, the variation of the parameters such as 

pile stiffness, loading velocity, and eccentricity have 

shown that clayey soils have the highest ultimate load 

bearing capacities of between 15.5kN to 15.8kN at 

minimal pile displacements of below 5mm.  

It is also valid that FLAC2D as a numerical technique 

in the modelling field is a vital tool for investigating 

the realistic soil behaviour under different conditions 
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and is helpful in simulating all construction sequences 

concerning the provided design parameters. 
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EXTRACTION OF STATIC FEEDBACK COEFFICIENT FOR SPICE 

MODEL OF DRAIN INDUCED BARRIER LOWERING IN 

JUNCTIONLESS DOUBLE GATE MOSFET 
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ABSTRACT 

A SPICE model of Drain Induced Barrier Lowering (DIBL) has been proposed for a Junctionless Double Gate (JLDG) 

MOSFET. For this purpose, the potential distribution in the channel is obtained using the Poisson equation, and the threshold 

voltage is determined by the third derivative (TD) method. The DIBL should be expressed as a function of silicon thickness 

as well as channel length and oxide thickness due to the effect of silicon thickness on carrier transport in a nanostructure 

JLDG MOSFET, even though it is only defined by channel length and oxide thickness in SPICE model of conventional 

MOSFET. As a result, it is found that the DIBL is proportional to the power of -3 for the channel length, 2 for the silicon 

thickness, and 1 for the oxide thickness, where the proportional constant is 22.0. It is observed that the SPICE parameter, the 

static feedback coefficient, is reasonably between 0.2 and 0.9. The DIBLs obtained by using the threshold voltage model 

published in other papers show a good agreement with those of this model regardless of the channel length at 20 nm or more, 

but the DIBLs of the other models are different at the sub-20 nm channel lengths from one another. The DIBL model proposed 

in this paper is consistent with results of other models in all range of channel length. 

Keywords: Junctionless cylindrical surrounding, Threshold voltage, DIBL, Static feedback coefficient 

INTRODUCTION 

The conventional MOSFET structure is no longer 

usable due to the short channel effect in the structure 

below 20 nm. In particular, it is necessary to improve 

the ON/OFF current ratio due to the increase of the 

power consumption by the increase of the parasitic 

current, and it is required to improve the control 

ability of the carriers in the channel by the gate 

voltage. In addition, the variation of the doping 

concentration between the source/drain region and 

the channel shows the limit of the conventional 

MOSFET process while the channel length is 

decreased [1]. To solve this problem, the transistor 

structure of a Junctionless Double Gate (JLDG) 

MOSFET is developed. The JLDG MOSFET has 

advantages of simplifying the process because it has 

no junctions between source/drain and channel, and it 

can use the existing MOSFET process as well as 

reducing the process cost. Therefore, transport model 

and process development for a JLDG MOSFET as 

well as junctionless structure FET such as 

Junctionless Cylindrical Surrounding Gate (JLCSG) 

MOSFET are under study [2]-[4]. Especially, it is 

necessary to develop a model for SPICE simulation 

because it has reached the stage of analyzing 

characteristics in circuit configuration using a JLDG 

MOSFET [5]. Therefore, in this paper, we propose 

SPICE-used model of Drain Induced Barrier 

Lowering (DIBL) 𝝈𝑫, induced by threshold voltage

in JLDG MOSFET, as known as the short channel 

effect. The threshold voltage will be derived from the 

transfer characteristics between the drain current and 

the gate voltage by the third derivative (TD) method 

that has already been verified [6]. 

The SPICE model  𝝈𝑫 of the DIBL for a Junction

Based Double Gate (JBDG) MOSFET has been 

proposed [7]. In the case of JLDG MOSFETs, the 

channel shows a fully depleted state in the 

subthreshold voltage, and is partially depleted at the 

threshold voltage, indicating the on-state 

characteristic as the current flows into the partially 

formed neutral region [8]. When the voltage further 

increases to reach a flat voltage, the entire channel 

becomes a neutral state and enters the accumulation 

state. In the conventional MOSFET, the current 

amount is determined by the amount of charge 

formed in the inversion layer. The inversion layer 

thickness has more influence on the current amount 

than the silicon thickness in the case of the 

conventional MOSFET, but the amount of current for 

the JLDG MOSFET will be determined, depending 

on the oxide film thickness and silicon thickness as 

well as channel length. Therefore, in this paper, 𝝈𝑫

will be expressed mathematically after observing the 

change of DIBL according to channel length, silicon 

thickness, and oxide thickness. The model will be set 

so that the static feedback coefficient, which is a 

SPICE parameter of 𝝈𝑫 , has a reasonable value.

Raksharam et al. described the change in the 

threshold voltage for a JLDG MOSFET with a 

channel length of 22 nm as an analytical model [9]. 
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Jiang et al. defined the threshold voltage using the 

potential distribution of the series form and expressed 

analytically the change of threshold voltage due to 

drain voltage [10]. In addition, Lin et al. obtained the 

potential distribution by solving the one-dimensional 

Poisson equation and the two-dimensional Laplace 

equation, and calculated the threshold voltages for 

JLDG MOSFETs with channel lengths of 20 nm or 

more [11]. We will verify the validity of the proposed 

model by comparing the DIBL values derived from 

the threshold voltage model obtained from other 

papers with those procured from the model presented 

in this paper. 

In Section 2, we will explain the DIBL derivation 

process using the analytical potential distribution and 

current-voltage characteristics of JLDG MOSFETs. 

In Section 3, we will present the SPICE-used model 

by analyzing the obtained DIBL according to the 

channel structure. Conclusions are given in Section 4. 

DIBL OF JLDG MOSFET 

Fig. 1 Schematic cross sectional diagram of 

Junctionless Double Gate (JLDG) MOSFET  

Figure 1 shows the cross sectional view of JLDG 

MOSFET. As shown in Fig. 1, the JLDG MOSFET is 

a junctionless structure with the same doping type and 

concentration for source/drain and channel. In this 

study, 𝑵𝑫 = 𝟏𝟎𝟏𝟗/𝒄𝒎𝟑 is used. Most of the carriers in

the symmetrical structure will be transmitted through 

the center of the channel, and the potential 

distribution is obtained using the following Poisson 

equation when the channel length changes from 10 

nm to 50 nm, the silicon thickness from 5 nm to 10 

nm, and the oxide thickness from 1 nm to 4 nm. 

𝝏𝟐𝝓

𝝏𝒙𝟐 +
𝝏𝟐𝝓

𝝏𝒚𝟐 = −
𝒒𝑵𝒅

𝝐𝒔𝒊
  (1) 

In the case of JLDG MOSFET, as shown in Jiang 

et al.'s method, the potential distribution  can be 

obtained as follows [10]. 

𝝓(𝒙, 𝒚) = 𝑽𝒓𝒆𝒇 +
𝑽𝒅𝒔
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√
𝟐

𝑳𝒈

𝟏

𝒌𝒏

(𝑽𝑭𝑩 − 𝑽𝒈𝒔)
]
 
 
 
 
 

𝒇𝒏 = −
𝒒𝑵𝒅

𝝐𝒔𝒊𝒌𝒏
√

𝟐

𝑳𝒈
[𝟏 − (−𝟏)𝒏] ,  𝒌𝒏 =

𝒏𝝅

𝑳𝒈

𝜶𝒏 = 𝒕𝒐𝒙

𝜺𝒔𝒊

𝜺𝒐𝒙

𝒌𝒏 𝐬𝐢𝐧𝐡 (
𝒕𝒔𝒊𝒌𝒏

𝟐
) + 𝐜𝐨𝐬𝐡 (

𝒕𝒔𝒊𝒌𝒏

𝟐
) 

where 𝑽𝒓𝒆𝒇 is the reference potential, 𝑽𝒅𝒔 is the drain

voltage, and 𝝐𝒔𝒊 is the dielectric constant of silicon. In

this study, we used the results calculated up to n = 30. 

The relationship between the drain current and the 

gate voltage is derived using the potential distribution 

in Eq. (2) and the following diffusion-drift current 

equation. 

𝑰𝒅 =
𝒒𝒏𝒊𝝁𝒏𝑾𝒌𝑻{𝟏−𝒆𝒙𝒑(

−𝒒𝑽𝒅𝒔
𝒌𝑻

)}

∫
𝟏

∫ 𝒆𝒙𝒑{
𝒒𝝓(𝒙,𝒚)

𝒌𝑻
}𝒅𝒚

𝒕𝒔𝒊
𝟐

−
𝒕𝒔𝒊
𝟐

𝒅𝒙
𝑳𝒈
𝟎

  (3) 

where 𝑾 is the channel width, 𝒏𝒊 is the intrinsic

semiconductor concentration of silicon, 𝝁𝒏 is the

mobility, 𝒌 is the Boltzmann constant and 𝑻 is the 

absolute temperature. Since the validity of Eq. (3) is 

described in the previous paper [12], the relationship 

between drain current and gate voltage obtained using 

Eq. (3) is used to obtain the threshold voltages. Figure 

2(a) shows the relationship between drain current and 

gate voltage obtained in this study. We used the TD 

method proposed by Wong et al. [6] to extract the 

threshold voltage. As shown in Fig. 2(b), the 

Fig. 2. (a) Transfer characteristics for drain current vs. 

gate voltage with channel length as a parameter, and 

(b) the threshold voltage extraction method by third 
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derivatives for transfer characteristics of (a). 

threshold voltage is extracted as the minimum of the 

third-order differential coefficient obtained by using 

the current-voltage relationship in Fig. 2(a) because 

the TD method can be used efficiently in determining 

the threshold voltage including the physical meaning. 

As shown in Fig. 2(b), the gate voltage 

corresponding to the inflection point of the curve is 

defined as the threshold voltage, and the DIBL is 

obtained using the following Eq. (4). 

𝝈𝑫 =
[𝑽𝒕𝒉(𝑽𝒅𝒔=𝟎.𝟎𝟓 𝑽)−𝑽𝒕𝒉(𝑽𝒅𝒔=𝟎.𝟓𝟓 𝑽)]

𝟎.𝟓
(4) 

In general, DIBL is varied according to the 

channel size and oxide thickness, and DIBL model 

𝝈𝑫 in SPICE is expressed using these variables and

the static feedback coefficient  as a parameter. In the 

conventional MOSFET, the static feedback 

coefficient   is generally 0.7 [13]. In this paper, we 

propose SPICE model of DIBL which depends on 

channel size and oxide thickness with reasonable 

static feedback coefficient  for JLDG MOSFET. In 

the nanostructure JLDG MOSFET, unlike the 

conventional MOSFET, the size of the channel must 

be involved in obtaining DIBLs because the entire 

channel affects current flow when JLDG MOSFET 

changes from a fully depleted state to a partially 

depleted state. That is, not only the channel length but 

also the silicon thickness will affect the carrier 

transmission. It is known that the 𝝈𝑫 is proportional

to 𝑳𝒈
−𝟑  for the channel length in the conventional

MOSFET [13]. In addition, the 𝝈𝑫 is proportional to

the square of silicon thickness for a nanostructure 

junction-based double gate MOSFET [7]. Therefore, 

in this paper we will derive the 𝝈𝑫  of JLDG

MOSFET including all of the above mentioned 

variables.  

SPICE DIBL MODEL FOR JLDG MOSFET 

In this paper, we use Eq. (4) to find the DIBL from 

threshold voltage at the drain voltage of 0.05 V and 

0.55 V, and present the SPICE-used DIBL model by 

observing the change of DIBL, with respect to 

channel length, silicon thickness and oxide thickness. 

Figures 3(a), 3(b), and 3(c) show the variation of 

DIBLs with respect to channel length, silicon 

thickness, and oxide thickness, respectively. As 

shown in Fig. 3(a), the relation of 𝜎𝐷 ∝ 𝐿𝑔
−3  is

indicated by a dotted line to observe whether DIBL is 

proportional to 𝐿𝑔
−3 . Figures 3(a) and (b) use a

logarithm-logarithmic graphs. In these graph, it is 

easy to grasp the multiplier by using the slope of the 

straight line since the relationship appears as a 

straight line. As shown in Fig. 3(a), the 𝜎𝐷  for the

channel length is proportional to the power of -3 as in 

the conventional MOSFET. Figure 3(b) shows the 

change in DIBL with respect to the silicon thickness, 

Fig. 3 (a) DIBLs for channel length of JLDG 

MOSFET. Dotted line denotes proportional line for 

power of -3 for channel length, (b) DIBLs for silicon 

thickness of JLDG MOSFET with channel length as 

a parameter. The dotted line denotes proportional line 

for power of 2 for silicon thickness, and (c) DIBLs for 

gate oxide thickness of JLDG MOSFET with channel 

length as a parameter for silicon thickness of 5 and 7 

nm. We know DIBLs are proportional for power of 1 

for gate oxide thickness. 

with the relation of 𝝈𝑫 ∝ 𝒕𝒔𝒊
𝟐   denoted as a dotted line,

and the 𝝈𝑫  shows good agreement with the

proportional relation to the power of 2 for silicon 

thickness. As shown in Fig. 3 (b), the inclination is 

the same when the channel length is 10 nm and 20 

nm. Finally, in order to observe the relationship 

between oxide thickness and DIBL, the relationship 

between DIBL and oxide thickness is shown in Fig. 3 
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(c) when the silicon thickness is 5 nm and 7 nm with 

the channel length as a parameter. Note that the linear 

scale for x and y axis is used in Fig. 3 (c), unlike Figs. 

3(a) and (b). As shown in Fig. 3(c), the relations 

between DIBL and oxide film thickness are linear 

regardless of channel length and silicon thickness 

although the slope is different. It will be inversely 

proportional to the gate oxide capacitance since it is 

linear to the oxide thickness. That is, the influence of 

the gate voltage on the carrier transmission in the 

channel will be further blocked when gate oxide 

capacitance increases; as a result, the carrier 

transmission control ability of the gate voltage will be 

weakened. The threshold voltage will be less affected 

and the DIBL will also decrease as the oxide film 

thickness decreases. Therefore, it is reasonable to 

assume that the 𝝈𝑫 representing DIBL in Eq. (4) is

linearly proportional to 𝒕𝒐𝒙. As a result, the 𝝈𝑫 can be

expressed as a function of the following channel size 

and oxide thickness. 

𝝈𝑫 = 𝑨𝜼𝑳𝒈
−𝟑𝒕𝒔𝒊

𝟐 𝒕𝒐𝒙  (5) 

In the case of the JLDG MOSFET of Eq. (5), the 

SPICE-used DIBL model, which can be expressed by 

only the channel size and the oxide thickness, is 

derived by setting the A value to have the static 

feedback coefficient 𝜼 of between 0 and 1 that is 

SPICE parameter of 𝝈𝑫. First, the value of 𝑨𝜼 in Eq.

(5) is obtained in the range of 𝟏𝟎 𝐧𝐦 ≤ 𝑳𝒈 ≤

𝟓𝟎 𝒏𝒎 , 𝟓𝐧𝐦 ≤ 𝒕𝒔𝒊 ≤ 𝟏𝟎 𝒏𝒎 , 𝟏 𝐧𝐦 ≤ 𝒕𝒐𝒙 ≤
𝟒 𝒏𝒎, and the maximum value of 𝑨𝜼 is set as 𝑨 to 

sustain the static feedback coefficient 𝜼 between 0 

and 1. The value of 𝑨  thus obtained is 22.0. 

Therefore, the SPICE-used DIBL model of the JLDG 

MOSFET can be obtained as follows. 

𝝈𝑫 = 𝟐𝟐. 𝟎𝜼𝑳𝒈
−𝟑𝒕𝒔𝒊

𝟐 𝒕𝒐𝒙.    

(6) 

Figure 4 shows the static feedback coefficient 

𝜼 obtained using Eq. (6) from the range of the channel 

size and the oxide thickness as mentioned in the 

previous paragraph. As can be seen in Fig. 4, the 

values of 𝜼 is ranged from 0.2 to 1.0. As the channel 

length increases, the variation rate of 𝜼  increases. 

Especially, the variation of the static feedback 

coefficient 𝜼  increases as the oxide thickness and 

silicon thickness increases. Note that it is small 

enough that the 𝜼  varies between 0.4 and 0.8 as 

known in the results in Fig. 4 (a) with oxide film 

thicknesses down to 1 nm. From the above results, it 

can be concluded that Eq. (6) is a SPICE-used DIBL 

model which can fully express the DIBL phenomenon 

of JLDG MOSFET. 

In order to verify the validity of Eq. (6) presented 

in this paper, the results of the comparison with the 

DIBL values obtained using the threshold voltage 

model presented in other papers are shown in Fig. 5. 

Since the potential model used in this paper basically 

uses the model proposed by Jiang et al., it can be seen 

that the results are in good agreement with the results 

Fig. 4. Static feedback coefficients for JLDG 

MOSFET in the range of 10 nm ≤ 𝐿𝑔 ≤ 50 𝑛𝑚 ,

5 nm ≤ 𝑡𝑠𝑖 ≤ 10 𝑛𝑚, and (a) 𝑡𝑜𝑥 = 1 𝑛𝑚, (b) 𝑡𝑜𝑥 =
2 𝑛𝑚, (c) 𝑡𝑜𝑥 = 3 𝑛𝑚, and (d) 𝑡𝑜𝑥 = 4 𝑛𝑚.

of Jiang et al. except for the case of Fig. 5 (c) with the 

silicon thickness of 3 nm. The smaller the silicon 

thickness, the greater the difference between Jiang’s 

model and this model. The reason for this is that Jiang 

et al. calculated the potential distribution using the 

series form and defined the threshold voltage model 

using only the first term. That is, the smaller the 

silicon thickness becomes, the larger the error 

between Jiang’s model and this model is. The error 

increases as the channel length increases as shown in 

Fig. 5 (c). To clarify this point, Fig. 6 shows the 

variation of 𝟏/𝜶𝒏  which is used to calculate the

threshold voltage in the model of Jiang et al.  

Fig. 5. Comparisons this model with various models 

for DIBL of JLDG MOSFET in the range of 
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𝟏𝟎 𝐧𝐦 ≤ 𝑳𝒈 ≤ 𝟓𝟎 𝒏𝒎, and (a) 𝒕𝒐𝒙 = 𝟐 𝒏𝒎, 𝒕𝒔𝒊 =

𝟏𝟎 𝒏𝒎 ,  (b) 𝒕𝒐𝒙 = 𝟏 𝒏𝒎, , 𝒕𝒔𝒊 = 𝟏𝟎 𝒏𝒎 (c) 𝒕𝒐𝒙 =
𝟏 𝒏𝒎 ,  𝒕𝒔𝒊 = 𝟑 𝒏𝒎  and (d) 𝒕𝒐𝒙 = 𝟎. 𝟔 𝒏𝒎, 𝒕𝒔𝒊 =
𝟏𝟎 𝒏𝒎.  

As shown in Fig. 6, when n increases, the value of 

𝟏/𝜶𝒏  sharply decreases, and the value of 𝟏/𝜶𝒏

decreases more sharply with increasing silicon 

thickness and smaller channel length. If the silicon 

thickness is small and the channel length is large, it 

can be seen that the approximation of n = 1 in Eq. (2) 

is not valid. 

It is clear that Jiang's model shows a big 

difference from other models as the channel length 

increases in Fig. 5 (c) due to this reason. Compared 

with Lin's model, results of Lin’s model show good 

agreement with those of other models only when the 

oxide thickness is very small (0.6 nm). In addition, 

Lin et al. calculated for the channel length over 20 nm 

and found that results agree well with other models in 

this range. There is a large difference from other 

models when the thickness of the oxide film is 

increased at a channel length of 20 nm or less. Even 

though Raksharam’s model uses a different potential 

distribution model than the one proposed in this 

study, it is observed that the their results are good 

agreement to these results when the silicon thickness 

and the oxide thickness are small as shown in Fig. 5 

(c). The results are well matched regardless of the 

model in the range of the channel length of 20 nm or 

more, but note the differences of DIBL models are 

more significant in case that the channel length is 20 

nm or less.  

Fig. 6. Deviations of 1/𝛼𝑛 for higher order terms in

Jiang et. al.’s potential model in the range of (a) 𝑡𝑜𝑥 =
2 𝑛𝑚, 𝐿𝑔 = 10 𝑛𝑚 , and (b) 𝑡𝑜𝑥 = 2 𝑛𝑚, 𝐿𝑔 =

50 𝑛𝑚. 

CONCLUSION 

In this paper, a SPICE-used DIBL model for a 

JLDG MOSFET has been presented. Since the 

parameters of the SPICE-used DIBL model are static 

feedback coefficients, the model equations are 

constructed to represent the reasonable range in the 

SPICE simulation. For this purpose, the threshold 

voltage was derived by the TD method in the relation 

between drain current and gate voltage to obtain using 

the potential distribution of the series form derived 

from the Poisson equation. The validity of the DIBL 

obtained using this threshold voltage was verified by 

comparing it with other papers. As a result, it was 

found that the 𝝈𝑫 representing DIBL is proportional

to the channel length by the power of -3, the silicon 

thickness by 2, and the oxide thickness by 1 where the 

proportional constant A is 22.0. In this case, the static 

feedback coefficient 𝜼, SPICE parameter, is found in 

the range of 𝟏𝟎 𝐧𝐦 ≤ 𝑳𝒈 ≤ 𝟓𝟎 𝒏𝒎, 𝟓𝐧𝐦 ≤ 𝒕𝒔𝒊 ≤

𝟏𝟎 𝒏𝒎 , and 𝟏 𝐧𝐦 ≤ 𝒕𝒐𝒙 ≤ 𝟒 𝒏𝒎 , and is in the

range of 0.2≤ 𝛈 ≤ 𝟎. 𝟗. The variation of the static 

feedback coefficient 𝜼 decreased with decrease in the 

oxide and silicon thickness. Especially, the static 

feedback coefficient 𝜼 was nearly constant regardless 

of the silicon thickness when the oxide thickness was 

1 nm and the channel length was below 30 nm. These 

results will be useful for circuit simulation using 

JLDG MOSFET. 
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ABSTRACT 

 
This paper involves results of the study undertaken on the partially prestressed concrete beams with bonded 

prestressing steel subjected to limited cycles of repeated loading. The flexural behavior of partially prestressed 
concrete beams has been investigated through an experimental program involving testing six full-scale simply 
supported beams with a clear span of (3000) mm. The goal of this study was to investigate the effect of limited 
repeated loading cycles on strength and serviceability (cracking and deformability) of partially prestressed 
concrete beams. Accordingly, these beams were divided into two identical sets. The first set consisted of three 
beams, one of tension-controlled, the second of transition-controlled, and the last one is compression-controlled. 
These beams are tested under static loading and considered as controlled beams. They were subjected to four-
point bending by using two symmetrical concentrated static loads up to destruction. The loads were applied at 
the middle third of the clear span length. The second set consisted of exactly the same three beams as in set one 
but they were subjected to ten cycles of repeated load. The range of repeated load was between “0.4 to 0.6” of 
ultimate load produced from the static test. After the ten cycles, the load was released and then the beams were 
subjected to monotonic static test until failure. Readings were made for strains in nonprestressed and prestressed 
steel, midspan deflections, crack widths and crack spacing at different loading increments. Findings show that 
partially prestressed compression-controlled beams were less sensitive to the repeated loading.  
 
Keywords: Partial Prestressing, Bonded, Flexure, Deflection, Cracking, Repeated Load, Concrete Beams. 
 
 
INTRODUCTION 

 
Civil engineering structures may be exposed to 

different types of loads and among these loads is the 
repeated loading. The nature of loads that are 
exposed to bridges, offshore and multistory car 
parking are in fact repeated loading. Extensive 
theoretical and experimental studies of prestressed 
concrete beams over so many years have led to very 
well established methods for strength and 
serviceability design under static loads. However, 
the influence of repeated loading on deformability 
and cracking of prestressed concrete beams are still 
limited and rarely understood. Moreover, having 
clear understanding and reasonable interpretation of 
the basics of deformability and cracking of concrete 
beams under different types of loading will improve 
the serviceability design and help handling any 
difficult situation, particularly if not addressed by 
available codes and standards. For that research on 
serviceability of concrete structures under repeated 
loading has become more essential in the last years. 
Concrete structures subjected to repeated loading 
experience higher deflection comparing to those 
exposed to static loading. These deflections were 
including significant permanent sets. With the 
increasing of the number of load cycles, the 
permanent deflections are also increased. This 
phenomenon has been observed by several 

researchers [1] – [5], however, suitable experimental 
information is still poor. The objective of the current 
research is to examine the influence of limited 
number of repeated load cycles on the flexural 
characteristics of partially prestressed concrete 
beams with bonded strands.  

 
EXPERIMENTAL PROGRAM 

   
The experimental program involves testing six 

full-scale simply supported beams with overall 
dimensions of (200x300x3300) mm, which were 
divided into two groups. The first group consisted of 
three beams, PP-B-TC-S, PP-B-TRC-S, and PP-B-
CC-S. According to ACI code [6], these specimens 
were tension–controlled, transition-controlled and 
compression-controlled, respectively. Beams of the 
first group (I) were tested under monotonic static 
loading to collapse and regarded as controlled beams. 
The static loading was applied with increments 
ranged approximately between 2.5% to 5% of the 
predicted ultimate load. The deflection readings at 
midspan section were monitored by mechanical dial 
gauge at the end of each increment. The time 
consuming for testing one beam under static loading 
on average is between four to six hours depending 
on the load capacity of tested beam.  

The second group (II) is consisted of three beams, 
also, which identical to the beams of the first group 
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but they were subjected to repeat loading as follows: 
• Stage one: the minimum and maximum cyclic 

loads 𝑷𝑷𝒎𝒎𝒎𝒎𝒎𝒎 and 𝑷𝑷𝒎𝒎𝒎𝒎𝒎𝒎 were taken, respectively, as 
40% and 60% of the ultimate load of the 
accompanying beams of group (I). The repeated 
static load was applied by increments each equals 
to 5% of static ultimate load until reaching 𝑷𝑷𝒎𝒎𝒎𝒎𝒎𝒎 
and then unloaded to 𝑷𝑷𝒎𝒎𝒎𝒎𝒎𝒎  by the same 
increments. Ten cycles of loading and unloading 
were implemented. The deflections, crack widths, 
crack spacing, crack numbers, and strand slip were 
recorded for each loading increment. 

• Stage two: after ten cycles of loading, the load 
was released to zero. The residual deflections, 
crack width and strand slip were investigated. 

• Stage three: in this stage, the beams were 
subjected to monotonic static loading until failure 
with increment equal to approximately 5% of the 
ultimate load of the accompanying beams of group 
(I). During the third stage, the same measurements 
(deflections, crack width, number of cracks, 
distance between cracks and strand slip) were 
taken for each load increments. The whole 
repeated load test took on average between 10 to 
14 hours.   

For the six rectangular pretensioned beams, the 
reference concrete mix was designed to achieve the 
target compressive strength of 40 MPa at 28 days for 
(150x300) mm cylinder specimen. Concrete 
proportions by weight, cement: sand: gravel, were 1: 
1.5: 2 with a maximum aggregate size of 9.5 mm 
and water cement ratio by weight of 0.40. The 
beams were designed in such a way that the 
expected failure should occur due to flexure rather 
than shear; therefore, steel stirrups of ∅10 mm @ 
100 mm c/c were used in shear spans. The steel 
stirrups were tied to two longitudinal bars of (10 
mm) diameter at the top and to different number of 
bars at the bottom depending on whether the beam is 
tension-controlled, transition or compression-
controlled. In all prestressed concrete beams, two 
low-relaxation seven wires strands were used with 
target initial prestress 𝑓𝑓𝑝𝑝𝑝𝑝  of 70% of the steel 
ultimate strength 𝑓𝑓𝑝𝑝𝑝𝑝. Yield stress of the longitudinal 
and the transverse mild steel bars was (570 MPa) 
and the characteristics strength of prestressed low-
relaxation strand was (1862 MPa). Table 1 illustrates 
the PPR value and the nonprestressing tensile steel 
of each tested beams. Figure 1 shows the 
reinforcement details of each tested beam. 

Two variables were investigated in this study, 
they are: 
• Type of test (monotonic static and repeated 

loading) 
• Partial Prestressing Ratio (PPR) which defined as 

the ratio of ultimate resisting moment due to 
prestressing steel to the ultimate resisting moment 
due to the total tensile steel [7]. 

All beams were loaded in four-point bending 
using two symmetrical concentrated static loads 
applied at the middle-third of span length. All the 
measurements, such as midspan beam deflection, 
crack width and strand slip was recorded twice, 
immediately after the application of the load and 10 
minutes later.  

Deflection was measured at midspan of the beam 
using dial gauge of (0.01) mm accuracy. The cracks 
along the beams, the maximum crack width, average 
crack spacing and number of cracks were measured 
during loading, sequentially. Strain in both types of 
steel (prestressed and nonprestressed) was recorded 
starting from stress transfer passing through load test 
until failure by using two electrical  strain gauges 
fixed on each reinforcing bar.   

 
Table 1 Details of experimental beams 

 
First 

group PP-B-TC-S PP-B-TRC-S PP-B-CC-S 

Second 
group PP-B-TC-R PP-B-TRC-R PP-B-CC-R 

PPR 0.771 0.529 0.358 
Mild 

steel in 
tension 
zone 

2-Ø10 2-Ø10 + 
2-Ø12  6-Ø12 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1 Reinforcement details of experimental beams. 
 
EXPERIMENTAL RESULTS 

 
All beams in this study showed no fracture of 

steel or bond slip between concrete and any type of 
reinforcement (prestressed and nonprestressed). The 
failure was due to yielding of steel followed by 
crushing of concrete at compression zone for 
tension-controlled beams or by crushing of concrete 
for compression-controlled beams. 

 
Load - Deflection Response 

 
The load deflection curves for the tested beams 

are shown in (Fig. 2). Each two curves for identical 
beams were depicted together (one for the specimen 
under monotonic static loading and the other for the 
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specimen which exposed to ten cycles of repeated 
loading) to simplify comparison process. Also, the 
ten load cycles behavior was magnified for more 
clarity.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2   Load-deflection curves for the tested beams. 

 
Inspecting these diagrams, the following 

observations may be recorded: 
• In monotonic static test, tension-controlled and 

transition-controlled concrete beams, three 
distinctive points could be observed. These points 
are characterized by cracking, yielding and 
ultimate loads. Compression-controlled concrete 
beams are characterized by two points only which 
are the cracking and ultimate loads. Thus, clear 
yielding point cannot be distinguished. 

• Prior to cracking all beams deformed elastically. 
After cracking, beams with low (PPR) developed 
approximately a linear load-deflection response. 

• All beams experienced decreasing of stiffness 
after cracking, depending on the level of (PPR). 
Increasing the area of tension reinforcement 
produced stiffer beam which led to low rate of 
deflection progress versus the applied load. 

• For tension-controlled and transition-controlled 
beams, almost nonprestressed steel in tension zone 
yielded prior to prestressed steel due to the far 

geometrical location of this steel relative to the 
member neutral axis. 

• Beams with low amount of nonprestressed steel 
(high level of PPR) exhibited more ductile 
behavior by their flatter and longer load deflection 
curve. 

• After ten cycles of repeated loading, when the 
load is decreased gradually to zero, all the beams 
suffered from permanent deflection. For specimen 
PP-B-TC-R which has high PPR, the permanent 
deflection was minimum (0.85 mm) and this may 
attributed to the fact that, the high ratio of 
prestressing moment to the total nominal moment 
has considerable effect to decrease the permanent 
deflection to minimum value. Otherwise beam PP-
B-CC-R which has high nonprestressing steel (low 
PPR), the permanent deflection after load release 
was the higher and it was 1.55 mm. It seems that 
the small ratio of prestressing moment to the total 
nominal moment has no ability to restrain the 
deformability of that beam.  

Table 2 illustrates the load carrying capacities for 
both beam’s groups.  

It can be seen that the difference in load carrying 
capacity for the identical beams are very small in 
both tests. The maximum difference was about 5% 
only. It can be seen also that both values of ultimate 
load in both tests are very close to the theoretical 
value [8]. 

 
Table 2 Theoretical and experimental load carrying 

capacities 
 

Beam's 
labeling 

𝑃𝑃 𝑡𝑡
ℎ𝑒𝑒
𝑒𝑒𝑒𝑒

,𝑆𝑆
 , 

(k
N

) 

𝑃𝑃 𝑒𝑒
𝑒𝑒𝑝𝑝

,𝑆𝑆
, 

(k
N

) 

𝑃𝑃 𝑒𝑒
𝑒𝑒𝑝𝑝

,𝑅𝑅
, 

(k
N

) 

𝑃𝑃 𝑒𝑒
𝑒𝑒𝑝𝑝

,𝑆𝑆

𝑃𝑃 𝑒𝑒
𝑒𝑒𝑝𝑝

,𝑅𝑅
 

PP-B-TC-S,R 172 182 177 1.03 
PP-B-TRC-S,R 213 230 243 0.95 
PP-B-CC-S,R 209 310 312 0.99 

Note: 𝑃𝑃𝑡𝑡ℎ𝑒𝑒𝑒𝑒,𝑆𝑆 = theoretical ultimate load due to 
monotonic static loading [8]; 𝑃𝑃𝑒𝑒𝑒𝑒𝑝𝑝,𝑆𝑆= ultimate load 
produced from monotonic static test;  𝑃𝑃𝑒𝑒𝑒𝑒𝑝𝑝,𝑅𝑅 = 
ultimate load produced from repeated static test. 

 
Figure 3 characterizes midspan deflection at 

maximum service load stage (0.6 𝑃𝑃𝑝𝑝) versus number 
of load cycles for the three tested beams under 
repeated loading.  

The diagram shows that the variation of 
deflection with respect to load cycles can be 
represented by the following regression logarithmic 
expression: 

 
∆ = ∆𝑠𝑠𝑡𝑡 + 𝛼𝛼 𝑙𝑙𝑙𝑙(𝑁𝑁)                                                 (1)   

 
where  
∆  = midspan deflection due to repeated static 
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loading;  
∆𝑠𝑠𝑡𝑡  = midspan deflection due to monotonic static 
loading immediately before the application of the 
repeated loading; 
𝛼𝛼 = parameter depends on PPR value; and 
𝑁𝑁 = number of cycles of repeated static loading. 

The above mentioned expression can be regarded 
as a general equation because the number of beams 
which were tested under repeated loading in this 
study is not sufficient to get a satisfied value of 𝛼𝛼. It 
is required to test further beams with different PPR 
value to find a reliable value of the parameter 𝛼𝛼. 

 
 

 
 
 
 
 
 
 
 
 
 

 
 
Fig. 3 Midspan deflection at the maximum load 

range (0.6 𝑃𝑃𝑝𝑝) for each loading cycle. 
  

Strain in Steel Reinforcement 
 

The strain in both types of steel has been 
documented starting from the moment of initial 
prestressing passing through stress transfer, testing 
until failure. Two strain gauges were fixed at each 
strand as well as nonprestressing tensile steel. Table 
3 shows prestressed and nonprestressed steel strain 
at different stages for the tested beam under repeated 
loading. 

Analyzing Table 3, the following findings may 
be noticed: 
• The difference in strain between the first and the 

tenth loading cycles was very small in prestressed 
steel. It was between 1% and 2.8%. While, the 
change was significant in nonprestressed steel, it 
was between 20% and 29%. 

• The residual strain after ten cycles of repeated 
loading and load release to zero was very little in 
both types of steel. Actually, this strain is due to 
plastic deformation of concrete because neither 
prestressed steel nor nonprestressed steel reach 
yielding when they subjected to these cycles. 

• At failure, all strands in the three tested beams 
under repeated loading reached yielding (the 
stress was beyond 90% of ultimate strength of 
prestressed steel).   

 
 

Table 3 Progress of steel micro-strains during 

loading 
 

Beam's 
labeling 

PP
-B

-T
C

-R
 

PP
-B

-T
R

C
-R

 

PP
-B

-C
C-

R
 

𝜀𝜀𝑝𝑝𝑒𝑒 +6032 +6091 +5741 
𝜀𝜀𝑝𝑝𝑠𝑠(1)  +7014 +7272 +6677 
𝜀𝜀𝑝𝑝𝑠𝑠(10)  +7211 +7350 +6794 
𝜀𝜀𝑝𝑝𝑠𝑠(𝑒𝑒𝑒𝑒𝑟𝑟𝑒𝑒𝑟𝑟𝑠𝑠𝑒𝑒) +6189 +6209 +5897 
𝜀𝜀𝑝𝑝𝑠𝑠  +11299 +11128 +8783 
𝑓𝑓𝑝𝑝𝑠𝑠, (MPa) 1786 1786 1683 
𝜀𝜀𝑠𝑠𝑒𝑒  -786 -393 -236 
𝜀𝜀𝑠𝑠(1)   +480 +624 +1412 
𝜀𝜀𝑠𝑠(10)   +848 +746 +1735 
𝜀𝜀𝑠𝑠(𝑒𝑒𝑒𝑒𝑠𝑠𝑝𝑝𝑟𝑟𝑝𝑝𝑟𝑟𝑟𝑟) -327 -218 +227 
𝜀𝜀𝑠𝑠 +3021 +3211 +2652 
𝑓𝑓𝑠𝑠, (MPa) 570 570 530 
 
where:  𝜀𝜀𝑝𝑝𝑒𝑒=effective prestrain; 𝜀𝜀𝑝𝑝𝑠𝑠(1), 𝜀𝜀𝑝𝑝𝑠𝑠(10)= total 
strain in prestressed steel strain at the first and the 
tenth loading cycles, respectively; 𝜀𝜀𝑝𝑝𝑠𝑠(𝑒𝑒𝑒𝑒𝑟𝑟𝑒𝑒𝑟𝑟𝑠𝑠𝑒𝑒) = 
strain in prestressed steel at load release; 𝜀𝜀𝑝𝑝𝑠𝑠 ,  𝑓𝑓𝑝𝑝𝑠𝑠 
prestressed steel total strain and stress at failure, 
respectively; 𝜀𝜀𝑠𝑠𝑒𝑒= strain in nonprestressed steel at 
the beginning of test; 𝜀𝜀𝑠𝑠(1) ,  𝜀𝜀𝑠𝑠(10) = nonprestressed 
steel strain at the first and the tenth loading cycles, 
respectively; 𝜀𝜀𝑠𝑠(𝑒𝑒𝑒𝑒𝑠𝑠𝑝𝑝𝑟𝑟𝑝𝑝𝑟𝑟𝑟𝑟) = residual nonprestressed 
steel strain at load release; and 𝜀𝜀𝑠𝑠, 𝑓𝑓𝑠𝑠 nonprestressed 
steel total strain and stress at failure, respectively. 
 
Crack Spacing and Crack Width  

 
The evaluation of flexural crack width and 

distances between cracks and how to control their 
development becomes very essential.  Studies in this 
area are very limited due to the various parameters 
affecting crack width. Primary cracks initiated when 
the applied load reaches the cracking load. As the 
applied loading increased, additional cracks will 
appear. The number of cracks will be stabilized if 
the stress in concrete does not exceed the tensile 
strength irrespective of loading increase. This 
condition produces the absolute minimum crack 
spacing which happens at high stress in steel. This is 
called "stabilized minimum crack spacing". The 
maximum crack spacing is twice the minimum and 
is called "stabilized maximum crack spacing". The 
stabilized mean crack is the mean value of the above 
two extremes [9]. 

Number of expressions was developed by 
researchers to expect stabilized mean crack spacing 
but the most reliable equation was anticipated by 
Nawy [9] which is as follows: 
𝑎𝑎𝑐𝑐𝑠𝑠 = 𝑘𝑘 𝐴𝐴𝑡𝑡 ∑ 𝑜𝑜  ⁄                                                      (2) 
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where  
𝑎𝑎𝑐𝑐𝑠𝑠= stabilized mean crack spacing; 
𝑘𝑘 =  1.2 for pretensioned beams and 1.54 for 

posttensioned beams; 
𝐴𝐴𝑡𝑡 = area of concrete surrounding the tensile 

reinforcement bars; and 
∑𝑜𝑜 = sum of the reinforcement element's 

circumferences. 
Recent studies on crack width control are 

supported on experimental studies. Based on these 
studies, some concluding points can be considered, 
mainly, using of deformed bars is minimizing the 
crack widths, the maximum crack width is 
proportional to reinforcement stress, the distribution 
of reinforcement over the concrete tension zone will 
minimize the flexural crack widths, and the crack 
width at the extreme tensile concrete fiber is 
proportional to the concrete cover. 

Gergely and Lutz [10] suggested the following 
equation to determine crack width:  

  
𝑤𝑤𝑐𝑐𝑒𝑒 = 1.10276 × 10−5𝑅𝑅𝑝𝑝 ∆𝑓𝑓𝑠𝑠 �𝑑𝑑𝑐𝑐  𝐴𝐴𝑏𝑏

3                    (3) 
 
where  
𝑹𝑹𝒎𝒎 = ratio of distances from tension face and steel 

centroid to neutral axis; 
∆𝒇𝒇𝒔𝒔 = net tensile stress in reinforcing steel; 
𝒅𝒅𝒄𝒄= thickness of concrete cover measured from 

center of bar closest to the concrete face to the 
tension concrete face; and 

𝑨𝑨𝒃𝒃 = concrete area surrounding one bar, equal to 
total effective tension area of concrete 
surrounding   reinforcement and having same 
centroid divided by number of bars. 

 
Most cracks in all tested beams were propagated 

at the location of the middle third perpendicular to 
the longitudinal axis of the beam and extended to the 
tensile reinforcement. Mean crack spacing, crack 
width and number of cracks were monitored and 
measured throughout the test.  

Figure 4 illustrates number of cracks versus load 
cycles at the maximum service load range of (0.6 𝑃𝑃𝑝𝑝) 
for the beams tested under repeated loading.  

 
 
 
 
 
 
 
 
 
 

 
Fig. 4 Number of cracks versus number of load 

cycles at load level of (0.6 𝑃𝑃𝑝𝑝). 
These diagrams indicate that the number of 

cracks is stabilized from the first load cycle for 
compression-controlled beam (PP-B-CC-R) while 
for the other beams; it is stabilized at the fifth 
loading cycle. 

Table 4 illustrates experimental mean crack 
spacing for beams under monotonic static test and 
the value determined using Nawy’s expression (Eq. 
(2)). Table 4 shows also mean crack spacing for 
beams subjected to repeated test at service load stage 
(0.6 𝑃𝑃𝑝𝑝) for the first and the tenth loading cycles. 

Since the number of cracks is increased for 
beams PP-B-TC-R and PP-B-TRC-R between the 
first and the tenth loading cycles, therefore, the 
mean crack spacing due to that is decreased as 
shown in Table 4. The crack spacing is decreased for 
beam PP-B-TRC-R but with a small difference in 
comparison to specimen PP-B-TC-R. Except for 
beam PP-B-TC-R, Nawy’s equation gave a 
comparable crack spacing results with respect to the 
experimental results of static test.  

 
Table 4 Mean crack spacing for tested beams 

  

Beam's 
labeling 

Monotonic 
static 

loading 

Repeated static 
loading 

Th
eo

r. 
𝒎𝒎 𝒄𝒄

𝒔𝒔, 
(m

m
) 

Ex
p.

 𝒎𝒎
𝒄𝒄𝒔𝒔

 
(m

m
) Exp. 𝒎𝒎𝒄𝒄𝒔𝒔, (mm) 

at 1st 
cycle 

at 10th 
cycle 

PP-B-TC-S,R 185 110 140 115 
PP-B-TRC-S,R 115 100 125 120 
PP-B-CC-S,R 85 100 115 115 

 
Table 5 shows crack width of the beams tested 

under static loading and the counterpart beams that 
were exposed to repeated loading. As in Table 4, the 
results are at service load stage (0.6 𝑃𝑃𝑝𝑝 ) and for 
repeated test, the table shows crack width at the first 
and tenth loading cycles.  

 
Table 5 Crack width at loading stage of (0.6 𝑃𝑃𝑝𝑝) 

 

Beam's 
labeling 

Monotonic 
static 

loading 

Repeated static 
loading 

Th
eo

r. 
𝑤𝑤
𝑐𝑐𝑒𝑒

, (
m

m
) 

Ex
p.

 
𝑤𝑤
𝑐𝑐𝑒𝑒  

, (
m

m
) Exp. 

𝑤𝑤𝑐𝑐𝑒𝑒 , (mm) 
at 1st 
cycle 

at10th 
cycle 

PP-B-TC-S,R 0.05 0.03 0.10 0.15 
PP-B-TRC-S,R 0.10 0.17 0.15 0.15 
PP-B-CC-S,R 0.15 0.12 0.10 0.10 

 
From Table 5, the following observations may be 

reported: 
• Crack width calculated using Gergely and Lutz 

expression, for specimens under monotonic static 
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loading, gave good agreements of results 
comparing to the experimental results. 

• Only for beam PP-B-TC-R, the crack width is 
influenced by repeated loading. It is increased by 
about 50% during the ten loading cycles. 

Figure 5 shows all the tested beams at failure. It 
can be observed that, the limited repeated loading 
has no significant effect on the number of cracks, 
cracks propagation and crack alignment. The figure 
shows also that, in compression-controlled beams 
the cracks were of flexural and flexural-shear types. 
On the other hand, in tension-controlled beams, the 
cracks were only of flexural type and they were 
approximately located at the pure bending moment 
zone (the middle third). 

 
  
 
 
 
 
 
 
 
 
 

 
Figure 5  Crack propagation of tested beams. 
 
CONCLUSIONS 
 

The following conclusions can be drawn: 
1. The ultimate load carrying capacities of partially 

prestressed concrete beams exposed to limited 
cycles of repeated loading was approximately the 
same as the capacities of accompanying beams 
under monotonic static loading. 

2. The response of load-deflection curve under 
repeated loading can be represented by the 
envelope curve of monotonic static loading. 

3. The increasing rate of deflection, crack width, and 
crack spacing was significant in the first five load 
cycles especially for tension-controlled beam. 

4. All beams in this study showed no bond slip 
between concrete and any type of reinforcement. 
The failure was due to steel yielding followed by 
crushing of concrete at compression zone for 
tension-controlled beams or by crushing of 
concrete for compression-controlled beams. 

5. Partially prestressed concrete beams with large 
area of nonprestressing tension reinforcement, 
(i.e., low level of PPR), were less sensitive to 
repeated loading. 

6. Increasing the amount of nonprestressing steel 
enhanced the flexural characteristics and the 
ability of partially prestressed concrete beams to 
resist the effect of repeated loading. 

7. The residual deflection depends on the value of 
PPR, as PPR increased the residual deflection 

decreased. Accordingly, in beams with high 
nonprestressing steel (i.e., low level of PPR) the 
prestressing force has no ability to restrain the 
deformability of the beam in small range. 

8. All strands in all the beams, attained yielding 
strength.  
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ABSTRACT 

 
The slope in Mae Moh mine has been eroded when it is exposed to weather changes. Therefore, shotcrete 

was used for temporary protection of slope surfaces. In order to improve the efficiency and reduced cost of 
shotcrete, by-product materials from Mae Moh power plant is a good alternative to use in the mixture. This study 
focused on the influence of flue gas desulphurization (FGD) gypsum on the properties of shotcrete used bottom 
ash as fine aggregate. The mixture of mortar mixed with by-product materials was a combination of Portland 
cement type 1 and bottom ash is a ratio of 1:3. FGD gypsum added in the mixture 0-12% by weight of cement. 
Water to cement ratio for a mortar is 0.6. The results demonstrated the slump flow of mortar decreases with FGD 
gypsum increment. However, the initial setting time and final setting time of the shotcrete were longer with 
gypsum increment. The compressive strength of the samples contains FGD gypsum 4% can be developed the 
strength of approximately 8-20% of the samples without FGD gypsum. Moreover, the compressive strength and 
durability of mortar which contains gypsum at 4% could be able to give the highest strength. Nevertheless, the 
compressive strength and durability of mortar tend to decrease when the samples containing FGD gypsum 
exceed 4%. In conclusion, the development of the properties of shotcrete was the most efficient when adding 4% 
of FGD gypsum in the mixture. 
 
Keywords: Shotcrete, FGD gypsum, Bottom ash, Compressive strength, Durability 
 
 
INTRODUCTION 

 
Mae Moh mine is the largest surface mine in 

Southeast Asia. Its annual production is 
approximately 15 million tons [1]. The overburden 
consists of claystone layer. Beneath claystone layer 
was lignite layer. To excavate lignite for generated 
the electricity, claystone must be mined out. 
Therefore, the surface of claystone slopes or 
claystone backfill might be exposed to weather 
change. The deterioration and erosion can occur on 
the surface of the slope and induced the reduction of 
the slope stability.  

Pisut and Pitiwat [2] suggested that claystone 
deteriorated when it has been exposed to weather 
change. This can lead to slope stability problems. 
The failure of claystone slope can be induced many 
problems with mining activities. However, the 
protection of claystone from weather change can 
maintain the physical characteristics of claystone 
and the strength of claystone [2]. 

Therefore, shotcrete becomes the suitable 
stabilization method to stabilize the stability of 
slopes in Mae Moh mine. Shotcrete is often used for 
temporary protection of exposed rock surfaces that 
will deteriorate when exposed to the air. Moreover, 
shotcrete also used to permanently cover slopes or 
cut that may erode in time or otherwise deteriorate 
[3]. Application of shotcrete to the surface of 
landfills and other waste area is beneficial to prevent 

surface water infiltration [4]. Shotcrete offers high 
work performance in larger areas. However, a lot of 
shotcretes might spray on the face of the slope. This 
induced a high cost for the slope stabilization. 

Therefore, by-product materials from Mae Moh 
power plant is a good alternative to be used in the 
mixture of shotcrete to reduce the cost. By-product 
materials consist of fly ash, bottom ash, and FGD 
gypsum. Literature review demonstrated by-product 
materials from Mae Moh power plant is pozzolanic 
materials. The pozzolanic reaction can increase the 
strength of mortar in a long term. Moreover, by-
product materials can be increased the efficiency of 
the fresh mortar [5]. 

This study focused on bottom ash used as fine 
aggregate and FGD gypsum used as an admixture in 
the mixture of shotcrete. The bottom ash particles 
were relatively large and very irregular, showing 
agglomeration of some spherical particles and other 
fragments with observable pores [6]. The 
replacement of sand by bottom ash in the mixture 
mortar can be reduced the unit weight approximately 
20% due to the unit weight of bottom ash particles is 
less than sand [7], [8]. However, bottom ash used as 
fine aggregates in mortar can only reach 60%-70% 
the compressive strength of natural fine aggregates 
mortar [9]. 

SO2 is one of the major environmental 
contaminations generated from coal-burning power 
stations. It is very important to develop flue gas 
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desulphurization (FGD) technologies to remove SO2 
for FGD clean coal combustion. Although FGD 
technology is successful in reducing SO2 discharge, 
it generates a large quantity of FGD gypsum at the 
same time. Normally, FGD gypsum contains in mix 
proportion of mortar can be increased the flexural 
strength and compressive strength was higher than 
the mixture without FGD gypsum. Although the 
setting time was prolonged for the composition of 
FGD gypsum [10]. Moreover, FGD gypsum can be 
increased the durability of concrete from the sulfate 
attack [11]. However, the suitable amount of FGD 
gypsum contains in the mixture should be 
determined. This is due to the excessive amount of 
FGD gypsum in the mixture can decrease 
workability and the strength of mortar.  

Therefore, the influence of FGD gypsum on the 
properties of shotcrete used bottom ash as a fine 
aggregate is an important determinant. The 
properties of shotcrete containing FGD gypsum 
should be passed the requirement of the properties of 
shotcrete for the slope stabilization. Thus, the test 
results can suggest the optimum content of FGD 
gypsum contain in the shotcrete mixture. The 
optimum FGD gypsum content is the most efficient 
to develop the properties of shotcrete. 

 
MATERIALS PREPARATION AND MIX 
PROPORTION OF SHOTCRETE  

 
This study focused on the wet mix shotcrete. Wet 

mix shotcrete is predominantly used because of its 
homogeneity in quality and high work efficiency 
[12]. The normal mixture proportion of shotcrete 
consists of sand used as fine aggregate, cement, and 
water. For the shotcrete mixed with by-product 
materials, the mixture proportion consists of bottom 
ash used as fine aggregate, cement, water and FGD 
gypsum used as an admixture. However, the fine 
aggregate should comply with the quality 
requirements of ASTM C 33 [4]. Particle size 
distribution of fine aggregate in this experiment was, 
according to Fig. 1. Ordinary Portland cement type 1 
is used throughout the experiments. Bottom ash and 
FGD gypsum obtained from a Mae Moh power plant 
in Lampang province of Thailand.  

 

 
 
Fig. 1 Particle size distribution of fine aggregate.  

The mixture of a normal mortar was a 
combination of Portland cement type 1 and natural 
sand is in a ratio of 1:3 by weight. However, the 
mixture of a mortar mixed with by-product materials 
was a combination of Portland cement type 1 and 
bottom ash is in a ratio of 1:3 by weight. FGD 
gypsum adds in the mixture 0-12% by weight of 
cement. Water to cement ratio for a normal mortar 
and a mortar mixed with by-product materials is 0.6. 
The mix proportion of shotcrete used in the 
experimental shown in Table 1. 

 
Table 1 Mix proportion of shotcrete mortar 

 

Mixture code Cement Sand 
Bottom 

Ash 
Water 

FGD 

Gypsum 

(%) 

M01 1 3 - 0.6 - 
MB01 

MB01G4 
MB01G8 

MB01G12 

1 
1 
1 
1 

- 
- 
- 
- 

3 
3 
3 
3 

0.6 
0.6 
0.6 
0.6 

- 
4 
8 

12 
Note: The amount of FGD gypsum in the mixture is 
the percent by weight of cement. 

 
THE EXPERIMENTAL PROGRAM 

 
Shotcrete mortar mixed according to Table 1 

were used in the test. Fresh properties and hardened 
properties of mortar were conducted on each 
experiment to measure the influence of FGD 
gypsum on the properties of shotcrete. 

The fresh properties evaluation consists of the 
slump flow and setting time. The slump flow test is 
intended to be used to determine the flows of mortar, 
according to ASTM C1437 [13]. The setting time is 
intended to be used to determine the initial setting 
time of mortar according to ASTM C191 [14]. The 
hardened properties evaluation consists of the 
compressive strength and durability. The 
compressive strength test is intended to be used to 
determine the compressive strength of mortar 
according to ASTM C109 [15]. The specimen for 
each mix proportion cast in the mold of mortar at 
5×5×5 cm cube. The specimens were cured in the 
water for 3, 7, 14, 28 and 56 days.  

Shotcrete will be used as the surface protection 
of claystone slopes from weather change. Therefore, 
the durability of shotcrete is an important property 
has been considered. The durability test was 
conducted on the cube samples at 5×5×5 cm after 
curing in the water for 28 days. The wet-dry process 
was used to accelerate a deterioration of the samples. 
The samples were immersed in the water for 24 hr 
and heating in an oven at 100±5 °C for 24 hr. This 
represents one cycle [16]. The experimental 
investigated the durability of mortar in six cycles. 
The unconfined compression test was conducted on 
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the samples which throughout the wet-dry process 
for each cycle to determine the compressive strength 
of deteriorated samples. The results can be 
represented by the alteration of the compressive 
strength of shotcrete mortar during the wet-dry 
process. 

The results obtained from the experiment can be 
demonstrated the influence of FGD gypsum on the 
properties of shotcrete. Moreover, the properties of 
the samples in each mixture have compared with the 
required target properties of shotcrete in Table 2. In 
order to determine the optimum content of FGD 
gypsum in the mixture of shotcrete for stabilizing 
the slope in Mae Moh mine.  

 
Table 2 The requirement for the properties of 

shotcrete  
 

Test Target Standard of testing 

Initial setting time (min) ≥ 180 ASTM C191 

Slump flow (mm) 203-248 ASTM C1437 

Compressive strength (ksc) 
>100 ASTM C109 

28 days 

Durability (ksc) 
> 100 - 

6 cycles 

 
FRESH PROPERTIES OF SHOTCRETE  

 
Slump flow tests and setting time tests were 

conducted on the fresh mortar to determine the fresh 
properties of shotcrete. The trial mixes according to 
Table 1 were used in the test. 

 
Slump Flow 

 
The requirement of flowability of mortar should 

be between 203-248 mm. The results of slump flow 
for each mix shown in Fig. 2. 
 

 
 
Fig. 2 The flowability of shotcrete mortar.  
 

The results demonstrated that the slump flow of 
shotcrete mortar used sand as fine aggregate and 
shotcrete mortar used bottom ash as a fine aggregate 

was similar. The flow of mortar which is not 
contained FGD gypsum in the mixture was 
approximately 215 mm. The slump flow was in the 
range of the recommendation between 203-248 mm. 

However, the flow of mortar tends to decrease 
with an increase in the amount of FGD gypsum 
contain in the mixture. The flow of the samples 
which contains FGD gypsum 4%, 8%, and 12% was 
209 mm, 207 mm and 191 mm, respectively. The 
mixture which contains FGD gypsum more than 8% 
demonstrated the slump flow was lower than the 
minimum required. Therefore, the optimum amount 
of FGD gypsum adds in the shotcrete mixture should 
not exceed 8% by the weight of cement. 

 
Setting Time 

 
The requirement for the initial setting time of the 

shotcrete mortar should be longer than 180 minutes. 
The setting time for each mix of mortar as shown in 
Fig. 3. 

 

 
 
Fig. 3 The setting time of shotcrete mortar for 

each mixture. 
 
The results demonstrated that the initial setting 

time and the final setting time of the mortar used 
bottom ash as a fine aggregate was shorter than the 
mortar used sand as a fine aggregate. The initial and 
final setting times of M01 were 18 minutes and 13 
minutes longer than MB01. The initial and final 
setting time of M01 was 183 minutes and 250 
minutes respectively. However, the requirement for 
the initial setting time, it should be longer than 180 
minutes. Thus, the initial setting time of mortar used 
bottom ash as a fine aggregate was 165 minutes that 
less than the minimum requirement. 

Although,  the initial setting time of MB01 less 
than the minimum requirement but FGD gypsum 
add in the mixture can be increased the setting times 
of mortar. This phenomenon caused by the 
absorbability of FGD gypsum. The soluble gypsum 
provides a range of available sulfate ions during 
cement hydration. When gypsum exists, the sulfates 
react with tricalcium aluminates to from ettringite 
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immediately. It is assumed that ettringite forms 
initially on the reacting C3A surface, a more or less 
impermeable coating that impends diffusion of the 
ion needed to form hydrates that cause setting. 
Consequently, the solubility of gypsum becomes 
lower than ever and therefore cannot form ettringite 
to retard setting time until gypsum is released [10]. 

 The results demonstrated the initial and final 
setting time tend to increase with an increase in the 
amount of FGD gypsum contains in the mixture. The 
initial setting time of MB01G4, MB01G8, and 
MB01G12 was 180 minutes, 183 minutes and 191 
minutes, respectively. The final setting time of 
MB01G4, MB01G8, and MB01G12 was 255 
minutes, 260 minutes and 271 minutes, respectively. 
Thus, the mixture which contains FGD gypsum 
exceeds 4% can be increased the initial setting time 
of mortar was longer than the requirement. 
Moreover, MB01G4 demonstrated the initial setting 
time and the final setting time was near M01. 

 
HARDENED PROPERTIES OF SHOTCRETE 
 

Compressive strength tests and durability tests 
were conducted on the mortar samples to determine 
the hardened properties of shotcrete. 

 
Compressive Strength 

 
The trial mixes according to Table 2 and curing 

in the water in 0-56 days were conducted on the 
compression machine to determine the compressive 
strength of mortar. The minimum requirement for 
the compressive strength of shotcrete is 100 ksc at 
the curing time 28 days. The results of the 
compressive strength of each mix as shown in Fig. 4. 
 

 
 
Fig. 4 The compressive strength of the shotcrete 

mortar of each mix. 
 

The results show the compressive strength of the 
normal shotcrete mortar was higher than the 
shotcrete mortar used bottom ash as fine aggregate. 
This is because the particle strength of bottom ash 
was less than the particle strength of sand. The 
bottom ash particles were with the much pores cause 
of a low strength of the particles [6]. Fig. 5 shows 

the failure plane of the mortar samples which used 
bottom ash as fine aggregate. The samples 
demonstrated the failure plane occur on the bottom 
ash particles. 

Bottom ash fine aggregates mortar can only 
reach 75-85% of the compressive strength of the 
normal shotcrete mortar. However, the pores in the 
particle of bottom ash can be reduced the unit weight 
of shotcrete mortar. The unit weight of the bottom 
ash aggregate mortar was approximately 1.8 T/m3 

which is lower than sand aggregates mortar 
approximately to 0.2-0.3 T/m3. Therefore, the 
reduction of the unit weight of MB01 was 
approximately 10-15% of M01. 

 

 
 
Fig. 5 The failure plane of shotcrete mortar used 

bottom ash as fine aggregate. 
 

However, the compressive strength of bottom 
ash aggregates mortar was increased when the 
mixture containing FGD gypsum. The results 
demonstrated the mixture which containing FGD 
gypsum 4% by weight of cement can be increased 
the compressive strength nearly the normal mortar in 
3-14 days. However, MB01G4 can only reach 90% 
the compressive strength of the normal mortar at 28 
and 56 days. The influence of FGD gypsum on the 
compressive strength of shotcrete used bottom ash as 
fine aggregate represented in Fig. 6. The relationship 
between the amount of FGD gypsum in the mixture 
and compressive strength was shown. 
 

 
 
Fig. 6 The influence of FGD gypsum on the 

compressive strength of shotcrete mortar. 
 

The result demonstrated FGD gypsum 4% 
contain in the mixture was the most efficient to 
increase the compressive strength. The compressive 
strength was higher than the samples without 
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gypsum approximately 8-20%. This is because FGD 
gypsum obtained from Mae Moh power plant consist 
of SO3 approximately 49.54%. Therefore, the 
strength increased when the content ratio of SO3 was 
the optimum percentage [10]. SO3 seems to be 
responsible for the higher early compressive strength 
[17]. 

The early strength of the samples contains 
gypsum exceed 4% tend to decrease with an increase 
in the amount of gypsum. The compressive strength 
of MB01G8 and MB01G12 can be reached 90% and 
70% of the compressive strength of MB01G4 in 3-
14 days. However, the compressive strength of 
MB01G8 and MB01G12 was near the samples 
contain gypsum 4% at 56 days. This is due to the 
later age strength of the mixture is controlled mainly 
by calcium silicate hydrate [17]. Consideration of 
the minimum required strength at 28 days was 100 
ksc, the strength of MB01, MB01G4, MB01G8 and 
MB01G12 passed the requirement. 

 
The Durability of Shotcrete Mortar 

 
The investigation on the durability of shotcrete 

mortar which through the wet-dry process for each 
cycle shown in Fig. 7. The results demonstrated the 
compressive strength of shotcrete mortar decreased 
due to the deterioration. The compressive strength of 
mortar tends to decrease with an increase in the 
number of wet-dry cycles. This is because the 
deterioration occurs in the shotcrete mortar when it 
has been exposed to the wet-dry conditions. 

 

 
 
Fig. 7 The compressive strength of the samples 

for each cycle. 
 

MB01G4 demonstrated the highest compressive 
strength in six cycles. The compressive strength of 
MB01G4 for each cycle was higher than MB01 and 
MB01G8 approximately 4-10%. Moreover, the 
strength of MB01G4 for each cycle was higher than 
MB01G12 approximately 15% - 23%. In cycle six, 
the compressive strength of MB01G4 reduced 
approximately 9% of the strength at the curing age 
28 days. The remaining compressive strength in the 
sixth cycle was 115 ksc. 

The results demonstrated that the deterioration 

severely affects decreased the compressive strength 
of MB01G12. The reduction of the compressive 
strength was approximate to 12%  in the first cycle 
followed by slight decreased. However, MB01G8 
and MB01 demonstrated the compressive strength 
was similar in cycles 0-6. The compressive strength 
of MB01 and MB01G8 decreased approximately 
15% in six cycles. 

The requirement for the compressive strength of 
the shotcrete mortar which through the wet-dry 
process in six cycles should be more than 100 ksc. 
However, the remaining compressive strength of 
MB01, MB01G4, MB01G8 MB01G12 in cycle six 
was 105 ksc, 115 ksc, 102 ksc and 93 ksc 
respectively. Therefore, the compressive strength of 
the samples with gypsum 12% was lower than the 
requirement.  

The influence of FGD gypsum on the 
compressive strength of deteriorated samples shown 
in Fig. 8. The highest strength was demonstrated in 
the samples with 4% FGD gypsum. The 
compressive strength of the samples containing 
gypsum 8% and 12% were less than MB01G4 in 
every cycle. Moreover, the results show the 
reduction of the compressive strength occurs in 
cycles 1-2. However, the compressive strength tends 
to similar in cycles 3-6. The compressive strength of 
MB01G8 and MB01G12 was less than MB01G4 
approximately 10% and 17% respectively in cycle 3-
6. Thus, the deceleration of deterioration occurs in 
the samples which through the wet-dry process more 
than three cycles. This result demonstrated the most 
deterioration of shotcrete mortar due to wet-dry 
conditions. 
 

 
 
Fig. 8 The influence of FGD gypsum on the 

compressive strength of deteriorated 
samples. 

 
CONCLUSION 
 

In order to investigate the effect of FGD gypsum 
on the properties of shotcrete used bottom ash as 
fine aggregate. This study investigated the fresh 
properties and hardened properties of the shotcrete 
samples. The fresh properties were carried out by 
setting time tests and slump flow tests. The hardened 
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properties were carried out by the compressive 
strength tests and durability tests. 

Based on the experimental test obtained in this 
study, the following conclusion was made: 

 1. The slump flow of shotcrete mortar used 
bottom ash as fine aggregate decreased with an 
increase in the amount of  FGD gypsum. However, 
the initial setting time and final setting time of 
shotcrete were longer with an increase in the amount 
of gypsum. 

2. The compressive strength of the samples 
contains FGD gypsum 4% can be developed the 
strength 8-20% of the samples without gypsum. 
However, the compressive strength tends to decrease 
when the amount of FGD gypsum in the mixture 
exceeds 4%.  

3. The samples with 4% FGD gypsum 
demonstrated the highest compressive strength when 
the samples through the wet-dry process in six 
cycles. The remaining compressive strength in the 
sixth cycle was 115 ksc. Therefore, the mixture of 
shotcrete containing FGD gypsum 4% was the most 
efficient to develop the durability of mortar. 

4. Bottom ash aggregate mortar can be reduced 
the cost approximately 40% of the normal mortar. 
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ABSTRACT 

 
 This study aims to improve the properties of dredged soil obtained from a river in the Philippines. Different 

percentages of fly-ash based geopolymer, namely 10%, 20%, 30% were used using dry mixing method to 
determine the optimum mix. The procedures based on the ASTM standards were conducted to determine the index 
properties namely Grain Size Distribution Curve (ASTM D422), Specific Gravity (ASTM D854), Atterberg’s 
Limits (D4318), and CBR Test (ASTM D1833) and UCS test (ASTM D2166) of untreated soil. While only the 
California Bearing Ratio Test and UCS test were conducted on the treated soil. The experimental results showed 
that the fly-ash based geopolymer improved both the CBR index and the Unconfined Compression Strength of the 
dredged soil. The optimum mix for the soil-geopolymer mix was 30% because it displayed the largest increase in 
the CBR index (50.23%) and Unconfined Compressive Strength (912.88 Kpa). 
. 
 
Keywords: fly ash, geopolymer, soil stabilization, california bearing ratio, unconfined compressive strength 
 
 
INTRODUCTION 

 
 Soil stabilization is an engineering process which 
is used to modify and improve the properties of the 
natural soil. The main objective of soil stabilization is 
to increase its soil strength and stability. Other soil 
properties like its durability, permeability and bearing 
capacity must also be considered in order to achieve 
the required soil specifications for construction 
applications. This process can be applied to the 
construction of roads, pavements, embankments and 
other uses. Two processes of soil stabilization include 
mechanical stabilization and chemical stabilization. 
Chemical stabilization is subjected to chemical 
reactions of the stabilizer and the minerals of the soil. 
Based on previous studies, cement, lime, bitumen and 
fly ash are the commonly used stabilizing agents that 
utilize the industrial wastes and natural resources [1]. 
The use of dredged material as a resource has broad 
social, environmental, and financial benefits, thus, 
contributes to global sustainability. Its two broad 
categories of uses are engineering uses and 
environmental uses and the utilization of the dredged 
soil for beneficial uses may be considered as an 
environmental friendly and economical option. In 
order to achieve this goal, chemical admixtures are to 
be added to the dredged material so that its properties 
are modified. Past studies have been attempted to 
modify dredged material as the fill materials, for 
instance, the use of blast furnace slag cement and 
quicklime as additives to modify the dredged material 
as the embankment fill [2]. 
  
Geopolymer is synthesized through a mixture of 
aluminosilicate raw material from industrial wastes 

such as blast furnace slag, silica fume, fly ash or 
bottom ash and an alkali activator. Through this 
synthesis, a structured polymer is created forming 
series of sialate monomers that has similar properties 
to cement. Fly-ash based geopolymers have already 
been studied as an alternative for cement that have 
showed an increase in compressive strength, 
resistance to acid and low shrinkage. With the 
reduction of carbon dioxide in the production of a 
cementitious material through geopolymer, the study 
aims to create an effective geopolymer mix that will 
stabilize the dredged soil. Thus for this study, a 
geopolymer based on fly ash will be used to modify 
and improve the geotechnical properties of dredged 
soil that will be obtained from a river beside a coal 
fired power plant in Mindanao. Numerous studies 
have shown that coal combustion by-products, or 
more commonly known as CCPs, have been found to 
be a good choice because it is very abundant in the 
country and has a problem in disposal [3-10]. The 
tests that will be conducted in the study are the 
Standard Proctor test, CBR and Unconfined 
Compression Test [11-13]. 
  
The primary objective of the study is to investigate 
the effects of using dry mixing method of fly ash 
based geopolymer as stabilizer to improve on the 
geotechnical properties of dredged soil. Moreover, 
the study aims to incorporate the soil stabilization 
process by performing tests on the untreated soil and 
at the same time evaluate the increase on the shear 
strength and load bearing capacity. Lastly is to 
determine the application of the various mixture 
proportions of dredged soil and geopolymer. 
 



SEE - Nagoya, Japan, Nov.12-14, 2018 

280 
 

 
 
METHODOLOGY 
 

Tests in accordance to the ASTM standards are 
utilized on the dredged soil sample to determine the 
effect of using dry-mixing method in fly ash based 
geopolymer as a stabilizing agent on the untreated 
soil. 

 
In this study, the soil that was dredged from a 

heavily silted river beside the coal fired power plant 
in Mindanao was used as the soil specimen. The 
properties and characterizations of the dredged 
material were obtained by conducting several test 
procedures. The determination of its water content 
and its optimum moisture content are its prime 
importance. 

 
Dry alkaline activators which are the sodium 

silicate and sodium hydroxide were utilized in this 
study. Sodium silicate is a common name for sodium 
metasilicate and its term is also known as a water 
glass solution. This can be both in solid and in liquid 
form, thus, it is constant in both neutral and alkaline 
solution. Sodium silicate alone is not advisable to be 
used as an alkaline activator, since it does not possess 
enough potential to initiate pozzolanic reaction 
independently. Thus, it is commonly mixed with 
Sodium hydroxide as an assisting agent to improve 
the overall strength of specimen. Sodium hydroxide, 
NaOH, is an organic compound and is also known as 
caustic soda. It is described as a white solid with a 
highly caustic metallic base and alkali salt. It can be 
in powdered form or any granular or flakey material. 
It is a commonly used activator for 
geopolymerization and it can be combined with 
sodium silicate for the production of geopolymer 
paste. 

 
The study involved experimental procedures in 

the laboratory including its soil characterization tests, 
design mix, soil-geopolymer mix, soil-cement mix, 
curing of specimen, testing of the strength of the soil 
stabilized with geopolymer and analysis of results. 

 
Before the specimens were prepared, the 

geopolymer paste was prepared first prior to mixing 
with the dredged soil. The formulation of the 
geopolymer mix was already determined. Sodium 
Hydroxide and Sodium Silicate were mixed in the 
mixer, then fly-ash were placed with the mixture after 
the activators were thoroughly mixed. Water was then 
added and mixed for 10 minutes, to which produced 
the geopolymer paste. The mix of dry and wet 
ingredients varies on the percentage of geopolymer to 
soil.  
 
 

RESULTS AND DISCUSSIONS 
 
Compressive Strength of Pure Geopolymer Paste 
  
 A compressive strength test was conducted on 
the pure geopolymer paste using the two different fly 
ash that was given by the power plant. The difference 
with the two types of fly ash was that, Fly Ash 1 
(FA1) did not undergo desulfurization in the 
production of power, however Fly Ash 2 (FA2) 
undergone desulfurization in its production of power.  
The geopolymer paste was consisted of of 0% soil and 
100% geopolymer using the dry mix method. Table 1 
shows that it garnered an average compressive 
strength of 10.46MPa, while at Table 2 shows that it 
only reached a strength of 2.2MPa.  
 
Table 1. Compressive Strength of FA1 (Without 
Desulfurization) 

Area (mm2) F (N) Strength 
(MPa) 

2,451.28 31,100 12.69 
2,450.91 31,600 8.81 
2,429.08 34,000 9.88 

 Average 10.46 
 
Table 2. Compressive Strength of FA2 (With 
Desulfurization) 

Area (mm2) F (N) Strength 
(MPa) 

2,409.70 5,400 2.24 
2,437.65 4,800 1.98 
2,353.70 4,300 1.83 

 Average 2.20 
 
Characterization of Geotechnical Properties of 
Dredged Material 
 
 The basic physical characterization of the pure 
dredged soil such as the specific gravity, particle size 
analysis, atterberg limits and standard proctor test 
were examined to obtain its geotechnical properties. 
More so, based on the Unified Soil Classification 
System (USCS) and AASHTO, the dredged soil was 
classified as Poorly Graded Sand (SP) and Fine Sand 
(A-3) respectively. The untreated soil was oven-dried 
prior to testing to attain consistent results, following 
the ASTM procedures and thus, Table 3 shows the 
garnered results from the three trials that were 
conducted per test. 
 
Table 3. Geotechnical Properties of Dredged Soil 

Description Value 
Specific Gravity, Gs 2.66 
Liquid Limit, LL None 
Plasticity Index, PI NP 
Optimum Moisture Content (OMC, %) 17.59 
Max Dry Unit Weight (KN/m3) 17.23 
Unsoaked CBR (%) 1.19 
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Strength Tests 

 
It can be observed that there was a significant 

increase in the CBR strength when the geopolymer 
was introduced to the dredged soil. It was shown that 
for a 10% geopolymer concentration, a minimum 
value of 8.57 was generated and a general rating of 
fair for subbase was obtained. A general rating of 
good for base and subbase course resulted for the 20% 
replacement while a general rating of excellent for 
base course was obtained for the replacement of 30% 
geopolymer on the dredged soil. 

 
The increase in the CBR Index follows a 

polynomial trend. The polynomial correlation was 
chosen to demonstrate the relationship between the 
percentages and the CBR Index since it resulted to 
greatest regression value. 
  
It shows that a pure dredged soil is not capable of 
performing unconfined compressive strength test 
alone, but blending geopolymer with the soil allowed 
to produce a confinement as little as 10%, following 
a series of 20% and 30%. When soil was mixed with 
a geopolymer concentration of 10%, the value of the 
gained strength of 100.94 kPa belonged to typical 
strength of stiff soil (100-200 KPa). As the 
geopolymer concentration increased to 20%, the 
gained strength value of 157 kPa still belonged to the 
typical strength of stiff soil (100-200 KPa). A 
significant increase can be observed when the soil 
was mixed with a geopolymer concentration of 30% 
since the grained strength of about 912.88 KPa 
belonged to the typical strength of hard soil (>400 
KPa).  

 
The statistical analysis of the Unconfined 

Compression Strength test results indicated that an 
exponential relationship can be developed between 
the varying geopolymer concentration and its average 
UCS values. It can be seen that as the precentage of 
geopolymer increases, the UCS values also tend to 
increase and vice versa. This relationship was chosen 
as the best measure since the regression value (R2) 
resulted close to 1. 
 
Morphological Analysis 

 
Since most of soils properties such as unit weight 

and strength are attributed to its microstructure. 
Scanning Electron Microscope (SEM) was conducted 
on soil-geopolymer mix to clearly visualize the 
particle angularity, assemblage and surface texture. 
Figures show the SEM microphotographs of the 10% 
20% and 30% geopolymer mix, shown on Figure 1. It 
was found that the spherical particles, which 
represents fly ash gradually decrease as more 
geopolymer percentage was added on the soil. 

 

  
 

Figure 1. SEM photomicrographs of 10%(right), 
20%(middle) and 30%(left) geopolymer mix at 2000x 
 

There were no more spherical objects and more 
of the white particles had appeared even forming 
crystalline like structures. This indicates that the 
geopolymer had fully formed. As the percent of the 
geopolymer was increased the presence of the 
geopolymer had become more evident. This would 
explain why the 30 % geopolymer mix had the largest 
increase in strength. Since the formation of the 
geopolymer was more extensive compared to the 
other mixes. 
 
CONCLUSIONS 

 
 The load bearing capacity of the dredged soil 
stabilized with geopolymer through dry mixing 
method showed that there is an increase in the 
strength behavior of the sample. The dry mixing 
method was able to improve the geotechnical 
properties of the dredged soil, but at the same time it 
is practical to use on site.  The strength of the 
geopolymer improved with time because of its 
cementitious reaction. However, excess alkali 
activator resulted as there in an increase of 
geopolymer to the sample, still, results showed an 
exponential increase. The replacement of 30% 
geopolymer on the dredged soil resulted to be best 
used for Base course with a general rating of 
excellent, according to the DPWH Standard. The 20% 
replacement of geopolymer to the dredged soil 
resulted to a general rating of fair for Base and 
Subbase course and the 10% replacement of 
geopolymer to the dredged soil was only rated good 
as a subbase course. 
  
 The dredged soil ran through series of 
geotechnical tests, and it was classified as a poorly 
graded sand. The dredged soil moisture-density 
relationship resulted to values of (OMC) and max dry 
density (MDD) within the range of Poorly Graded 
Sand which was (12% - 21%) and  (15.71 KN/m^3-
18.85 KN/m^3). Additionally, the unconfined 
compressive strength test on the dredged soil 
produced an invalid strength, due to its dry and 
crumbly characteristics that was not suitable for the 
strength test.  
  
 The CBR value of 1.19 resulted for the dredged 
soil alone. However, with the variation of mixes of 
10%, 20% and 30%, it was found that CBR index 
values increased with the further increase of 
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geopolymer added to the dredged soil. The maximum 
CBR value was obtained at 30% geopolymer 
replacement on the soil, at a CBR value of 51.33%. 
The minimum CBR value was obtained at 10%, with 
a CBR value of 8.57. The improvement of the 
dredged soil when replaced with geopolymer it 
increased by 3.21 – 19.22 times the base CBR value 
of the dredged soil alone. 
  
 More so through the unconfined compressive 
strength of the stabilized dredged soil had an 
increasing trend as the mixed ration of geopolymer 
increased. The 10% replaced geopolymer gained a 
strength value that is classified as strength of medium 
soil at 100.94kPa. The 20% and 30% replaced 
geopolymer gained a strength value that is classified 
as strength of stiff at 157.0kPa and strength of hard 
soil at 912.88kPa, respectively. It is evident that the 
unstabilized dredged soil, on the other hand, showed 
a significant improvement, due to the fact that sample 
was too lose to stand by itself to begin with; it had no 
coherent value. 
  
 Previous studies have not performed the 
California Bearing Ratio test for soils that is to be 
stabilized with geopolymer; although, statistical 
analyses are provided. Comparing the results of the 
CBR test with the results of the UCS test, it was 
observed that the behaviour of the increase in CBR 
value of the three geopolymer concentrations is 
similar with the behaviour of the increase in strength 
for the unconfined compression strength test results. 
 
RECOMMENDATIONS 

 
 Due to time constraint and limited resources, 
both the fly ash and dredged soil come from only one 
coal-fired power plant source was used. However, it 
is recommended to use samples from other power 
plants and dredged soil across the country for 
verification of the results in order to avoid geographic 
limitation on its widespread use. Moreover, only the 
CBR (ASTM D1822) [14] and unconfined 
compression test (ASTM D2166) [15] were 
conducted on the treated soil. Furthermore, other tests 
such as particle size analysis (ASTM D422) [16], 
specific gravity (ASTM D854) [17], Atterberg’s limit 
(ASTM D4318) [18], standard proctor test (ASTM 
D698) [19] to be conducted to on the treated soil to 
determine its effect on the geotechnical other 
properties.  
  
 Moreover, from that additional test for different 
curing period such as 7 days, 14 days and 28 days for 
both the CBR and UCS test this is to observe the 
behavior of the increase in strength of the soil and 
geopolymer mix. It is also highly recommended to 
wear protective gloves in mixing geopolymer to avoid 

skin infection. 
  
 Lastly, aside from strength, other factors such as 
draining should be considered when dealing with road 
embankments. That is why the researchers would also 
recommend conducting permeability test (ASTM 
D2434) to determine the hydraulic conductivity of 
both the untreated and treated soil. This would 
determine its suitability to be used in road 
embankments. 
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ABSTRACT 
 

 Fly-ash based geopolymer has been proven by many scholars as a viable material to replace cement. Due 
to its high compressive strength and abundance in industrial areas, it was advocated to partially replace the 
conventional material in constructing infrastructure, especially in road embankment. Merely consider the load 
capacity or strength of the materials in designing a road embankment may overlook the durability of the 
infrastructure. One vital parameter that leads to deterioration and failure of the road is the permeability of the 
materials. Flow of water in the road structure comes in different direction but commonly runs in horizontal way 
or longitudinal along the road. Neither ASTM nor AASHTO have established a standard procedure in 
determination of the horizontal hydraulic gradient of the soil. Hence, a proposed radial flow permeameter was 
adopted to determine the permeability of the fly-ash based geopolymer-soil mix. The mixes included dredged soil 
with 10% (G10), 20% (G20), and 30% (G30) replaced by geopolymer in mass. The interpretation of the test is 
quantified using theoretical model and verified using graphical and statistical analysis. The computation was then 
further verified through anisotropy factor ratio of kh/kv with the data that provided in a literature with similar 
geopolymer-soil blend mix. The outcome of the model displayed the degree of the permeability of G10, G20, and 
G30 was ×10-4, ×10-6, and ×10- 7 in cm/s, respectively. Lastly, the proposed permeameter was found out to be 
permissive in determining the horizontal permeability of specimen with low permeability having degree of 10-4 or 
lower.   
 
Keywords: Horizontal Coefficient of the Permeability, Radial Flow Permeameter, geopolymer, flyash 
 
 
INTRODUCTION 

 
 Engineers often overlook the drainage capacity of 
road embankments, which can lead floods in some 
areas in the Philippines. The Philippines often 
experiences floods because it is in the typhoon belt. 
The soil’s drainage property is important because 
with low performance of drainage can cause floods 
when an insufficient surface drainage is provided. For 
engineers, considering a good drainage is one of the 
fundamental design considerations for a road to 
minimize road maintenance costs and maximize the 
service life-time of the road during operation [1]. 
 In analyzing the permeability of road 
embankments, both direction, vertical and horizontal, 
should be considered because the water will flow not 
only downward but also horizontally. To have a good 
drainage, horizontal permeability should be 
considered because the water entering the road 
embankment should have an exit through the sides. 
Most of the tests for the permeability are for vertical 
permeability since it is easier to conduct compared to 
the horizontal permeability because in getting the 
horizontal permeability the flow of water should be 
horizontal only. Most of the set up that are being used 
in getting the horizontal permeability are rectangular 
[2-6], which is not common to some of the 

manufacturers. In some studies, the set up for the 
horizontal permeability test are custom made, which 
is difficult to do. Another problem is that in this study, 
geopolymer will be used as soil stabilizers which will 
result to a low permeability soil. Most of the set up 
for the horizontal permeability test are for high 
permeability soils so it would be difficult for the 
researchers to use the set ups proposed given the 
limited time. 
 The objective of this study is to be able to identify 
the horizontal permeability of the stabilized soil with 
fly ash based geopolymer. It also aims to propose a 
new set up for getting the horizontal permeability that 
will give credible results. 

 
METHODOLOGY 

 
Neither ASTM nor AASHTO have established a 

standard apparatus and standard way in measuring the 
horizontal permeability. Hence, a proposed new 
permeameter set-up based from a well-concept 
(confined aquifer) incorporating with Darcy’s Law, 
see Eq. 1, was used to measure the horizontal 
permeameter. 

 
      Q= kiA   (1) 
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The sample will be a hollow cylinder which is shown 
in Figure 1: 
 

 
Fig. 1. Model for radial flow of fluids to the well 

bore [7] 
 
As shown in Figure 1, an external boundary pressure, 
Pe, is located at the outer radius and an internal 
pressure, Pw, is located at the inner radius. The two 
pressures will give the general equation of Darcy’s 
Law two boundary conditions. Given that there is a 
constant change in pressure, the change in pressure 
head along the horizontal direction can be expressed 
as,  

          i =dP/dr    (2) 
 

 The area that will be considered in the 
formula is the area of the external radius which is 
expressed as, 

                         A =  𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐                 (3) 
 

 Substituting the area and hydraulic gradient 
into Darcy’s Law will give, 
                                     𝐐𝐐 =  𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐 𝒅𝒅𝒅𝒅

𝒅𝒅𝒅𝒅
               (4) 

 
 Integrating the equation with the boundary 
condition,  

                  𝐐𝐐∫ 𝒅𝒅𝒅𝒅
𝒅𝒅

𝒅𝒅𝒓𝒓
𝒅𝒅𝒓𝒓 =  𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐∫ 𝒅𝒅𝒅𝒅𝒅𝒅𝒓𝒓

𝒅𝒅𝒓𝒓         (5) 
 

Which gives 
𝐐𝐐𝐐𝐐𝐐𝐐(𝟐𝟐𝐫𝐫/𝟐𝟐𝐫𝐫) = 𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐(𝐏𝐏𝐫𝐫 − 𝐏𝐏𝐫𝐫)   (6) 

 
 

Rearranging the equation, the coefficient of 
permeability can be solved by using the equation,  

 

𝟐𝟐 =
𝑸𝑸𝑸𝑸𝑸𝑸(𝒅𝒅𝒓𝒓𝒅𝒅𝒓𝒓)

𝟐𝟐𝟐𝟐𝟐𝟐(𝐏𝐏𝐫𝐫−𝐏𝐏𝐫𝐫)
            (7) 

Where: 
k = coefficient of permeability(cm/s) 
Q = flowrate (cm3/s) 
re = interior radius of the cell or boundary radius 

(cm) 

 rw = interior radius of the wellbore (cm) 
h = height of the medium (cm) 
 Pe = pressure head at the boundary radius (cm) 
 Pw = pressure head at the wellbore radius (cm); 

use atmospheric pressure, Pw = 0  
 

 In figure 2, the graphical model of the new 
horizontal permeameter was designed with the 
specimen having a height of 65mm and a diameter of 
60 mm in total including the PVC pipe. The new set-
up will also be using the same acrylic glass used in 
vertical permeability test with a wooden base at the 
bottom that will keep the sample in place when being 
poured and tamped. A space between the specimen 
and acrylic glass was provided to allow the water to 
flow into the side and permeate horizontally. The 
topmost part of the specimen was covered with 
sealant ensure that the water will enter the space at the 
side and will pass horizontally through the sample. 
The permeameter was constructed with PVC pipe on 
the center having a diameter of 20mm. The PVC pipe 
was subjected to 4 holes within the height of the 
specimen having a diameter of 8mm. The holes were 
made at every quarter of the PVC pipe. On top of the 
PVC pipe, the hole was wrap with sealant and left to 
dry and solidify to prevent the water going into the 
holes. It was then glued to the base having a 10mm 
thickness and 65mm diameter. The actual model of 
the proposed and actual set-up is seen figure is 
presented in Fig. 3. The design was made with the 
help of Dr. Alfaro [8]. 
 

 
Fig. 2. Graphical Model of the New Horizontal 

Permeameter 
 
For the preparation of the stabilized soil with fly 

ash based geopolymer, in order to provide a standard 
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uniformity between samples, the dredged soil and fly 
ash was obtained only from a thermal power plant in 
Mindanao. The dredged soils were sieved to have up 
to the required maximum sizes, particularly sieve 
number 4 or a nominal opening of 4.76mm followed 
by the removal of its moisture content thru oven-
drying. The fly ash obtained was classified as Class F. 

The index properties of the dredged soil was 
determined by conforming to the ASTM procedures. 

a. Specific Gravity of Soils (ASTM D854) [9] 
b. Particle Size Analysis (ASTM D422) [10] 
c. Standard Proctor Test (ASTM D698) [11] 
 
Conventional materials and blended samples 

were individually subjected to microscopic testing in 
order to evaluate the void spaces present using the 
Scanning Electron Microscopy (SEM) [12-14]. 

The geopolymer based fly ash mix used was 
based on the mix design formulated by Ang, et al. 
(2016) [15] which were used for the preparation of 
samples for the testing of strength and permeability 
tests of each blends. The geopolymer mix design is 
presented in Table 1: 
 
Table 1. Geopolymer Mix [15] 

Geopolymer 
Concentration 

(%) 

Alkaline 
Activator/ 

Fly Ash 

Sodium 
Silicate/ 
Sodium 

Hydroxide 

NaOH 
Concentration 

10, 20, 30 0.4 2 14 M 

 
The blended samples varies from 10%, 20% and 

30% of partial replacement of geopolymer to the total 
weight of dredged soil. The blended samples are 
obtained by providing first the dredged soil to attain 
its maximum dry unit weight based from optimal 
moisture content (OMC) that was determined through 
the Standard Proctor Test.  

Constant Head Permeability Test were conducted 
to evaluate the drainage characteristics of all the 
blends considering a relative compaction of 100%. 
However, a relative compaction of 100% is somehow 
unattainable due to tamping constraints, each samples 
were just subjected to a constant of 25 blows per 3 
layers using hand tamping. 

There are some advantages in using the proposed 
new set-up in getting the horizontal permeability. 
According to the study of Dungca and Galupino 
(2015) [6], the horizontal permeability is expected to 
have higher value because of the pressure that was 
induced in their sample, but they were not able to take 
into account the layers. In the new set-up, the layers 
caused by the tampering was considered. Another set-
up that the researchers compared is the set-up made 
by Baretto et. al. (2015) [3]. Their set-up was a 
rectangular permeameter, unfortunately the 
researchers did not used their set-up due to the fact 
that their sample has properties similar to concrete 
like shrinkage. The researcher designed their set-up 

by making sure that side wall leakage will not affect 
the results. One limitation of the set-up is that it can 
only be used to low permeability samples such as 
geopolymers. The set-up takes up less time compared 
to the others because the passage way of the water is 
much shorter compared to the other proposed set-ups. 
 
RESULTS AND DISCUSSIONS 
 
Scanning Electron Microscopy (SEM) Results 

In graphical analysis, scanning electron 
microscopy (SEM) was used to evaluate the 
morphology of the specimen. It provided a high-
resolution image of the spaces formed between the 
particles inside the specimen. Two levels of 
magnification, x500 (see Figure 3) and x5000 (see 
Figure 3), were used in the analysis to fully 
understand the bonds between the particles of the 
sample. 

Figure 3 showed the microstructure of the three 
blends under magnification of x500. As shown in the 
Figure 3, the voids present in Figure 3 (a) were more 
visible compared to the voids seen on Figures 3(b), 
and 3(c). This meant that G10 could be more 
permeable as compared to the G20 and G30 because 
the presence of spaces between the particles were the 
path for the water to easily pass through. Furthermore, 
it was observed that the void spaces presented in G20 
and G30 were exiguous, making the microstructure of 
the both blends indistinguishable under x500 
magnification. 
 

   
Figure 3. a) 10% b) 20% c) 30 % replacements with 

magnification level of x500 
 
 To clearly distinguish the difference between G20 
and G30 in terms of the void spaces, an increased 
magnification level of x5000 was conducted. As can 
be seen from the SEM photo (x5000) presented in 
Figure 3, voids spaces were still present in both 
blends that allowed water to pass through. Under 
magnification of 5000, G20 was observed to have 
more void spaces as compared to the G30; thus, the 
G20 replacement was more permeable than the G30. 
In addition, there was great difference in the bonding 
formations of the particles between G20 and G30. 
Under G20, there still some particles of fly ash that 
could be seen in the SEM photo. They were the 
spherical particles easily seen in Figure 2(a). Those 
particles implied that the fly-ash did not completely 
react with the alkaline activator. Unlike in G30, the 
sand and fly-ash particles in G30 were completely 
reacted. The geopolymer in 30% replacement could 
coat the sands particles and provided greater bonding 



SEE - Nagoya, Japan, Nov.12-14, 2018 

287 
 

with the other sand particles, blocking the 
passageway for the water. 

From the microstructure of each blends, it could 
forecast that as the percentage replacement increase 
the permeability of that blend would decrease. This 
observation would be later on proven through 
experimental result. 
 
Horizontal Permeability 

As stated, a proposed radial flow permeameter 
was used in determining the horizontal permeability 
of the dredged soil stabilized with fly-ash based 
geopolymer under 10, 20, and 30 percent replacement 
in mass. Shown in Table 2, were the ranges of 
permeability value gathered from the proposed 
constant head radial flow permeameter test. G10 
produced an average of 2.72E-04 cm/s. G20 had an 
average of 5.25E-06 cm/s. G30 produced an average 
of 7.86E-07 cm/s. The lower the degree in the value 
implied a slower flow of water through the voids of 
the specimen. 
 
Table 2. Ranges of Horizontal Permeability 

Soil 
Mixture 

Minimum 
Kh, cm/s 

Maximum 
Kh, cm/s 

Average 
Kh, cm/s 

G10 1.66E-04 3.62E-04 2.72E-04 

G20 4.89E-06 5.52E-06 5.25E-06 

G30 6.35E-07 9.27E-07 7.86E-07 

 
To determine the effect of the amount of 

geopolymer replaced in the soil, a box and whisker 
plot was delineated, as shown in Figure 4. Box and 
whisker plot provided the midspread values of each 
replacement. Using an IQR of 1.5, the obtained 
coefficient of permeability was fall in the ranges; 
therefore, there is no outlier. 

As expected from the SEM photo, it was observed 
from Figure 4 that the permeability decreases as the 
percentage replacement of geopolymer mixed to the 
sample increases. Due to the increased 
geopolymerization took place in the blends, the void 
spaces between the soil particles was coated and 
bonded with the geopolymer, hence, blocking the 
passage of the water. Dungca & Jao (2016) [1] and 
Galupino (2015) [6] also result with a decrease of 
permeability as fly ash increased in fly-ash-soil mix. 

Classifying the blend with drainage 
characteristics defined by Casagrande and Fadum 
(1940) [16], G10 fall in poor drainage, meanwhile, 
G20 and G30 fall under practically impervious. With 
the classification, engineers must design with enough 
drainage system in road embankment to prevent water 
ingress in the road pavement. 
 
Anisotropy ratio, kh/kv 

To further validate the results of the horizontal 

permeability tests, anisotropy ratio must be within the 
given range of Das (2008) [17]. The collected usual 
ratio of horizontal and vertical permeability of soils 
by Das (2008) [17] is with the range of 1.2-3.3, thus, 
the data gathered must be within the range. 

 Vertical permeability of the soil-geopolymer mix 
investigated [18] was utilized and tabulated in Table 
4. From the value of the permeability, it shown that 
horizontal permeability was slightly higher than the 
vertical permeability. 
 
Table 4. Ranges of Vertical Permeability [18] 

  
Soil 

Mixture 
Minimum 
Kv, cm/s 

Maximum 
Kv, cm/s 

Average 
Kv, cm/s 

G10 1.14E-04 2.42E-04 1.60E-04 

G20 3.90E-06 4.98E-06 4.32E-06 

G30 4.62E-07 7.55E-07 5.97E-07 

 
 Computing the anisotropy ratio tabulate in Table 
5, the ratio for all the blends ranges between 1.2-1.7, 
thus, ratios are within Das’ desired range. The 
proposed permeability was viable to obtain the 
horizontal permeability of the soil. 
 
Table 5. Anisotropy ratio of  kh/kv 

Soil 
Mixture 

Average 
Kh, 
cm/s 

Average 
Kv, cm/s 

Average 
Kh/Kv 

G10 2.72E-04 1.60E-04 1.70 

G20 5.25E-06 4.32E-06 1.21 

G30 7.86E-07 5.97E-07 1.32 

 
CONCLUSIONS 

 
 The study investigated the effect of the 
geopolymer on the soil, particularly on the drainage 
characteristics. SEM analysis was conducted to 
provide a better understanding on the formulation and 
construction of pores spaces on the mix. The SEM 
showed a graphical progression of the effect of the 
amount of geopolymer on the soil. With the 
increasing percentage replacement, the pore spaces 
are being covered up. Consequently, the water will 
have limited passageway to flow through, resulting to 
a lower permeability.       
 A proposed radial flow permeameter was used to 
determine the horizontal coefficient permeability of 
the mix.  The experiment obtained  the degree of the 
permeability of G10, G20, and G30 , the values were  
×10-4, ×10-6, and ×10- 7 in cm/s, respectively. As 
expected from the SEM, the permeability decreases 
along with the increase of geopolymer.  
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 With the given set of data, the soil-geopolymer 
mixes were classified with their respective drainage 
characteristics. With the criteria provided by 
Casagrande and Fadum (1940), G10 fall in poor 
drainage, meanwhile, G20 and G30 fall under 
practically impervious. Based from the evaluation, 
the soil mixtures were concluded to be poor in 
drainage. However, it still can be used as an 
embankment material, given that the engineers must 
design properly the drainage system to prevent 
deterioration and failure of the road caused by the 
ingress of water. 
 To validate the horizontal permeability, 
anisotropy ratio of kh/kv must be fall in within Das’ 
desired range (1.2 to 3.3). The computed ratios of all 
mixtures were ranged from 1.2 to 1.7, hence, the 
obtained horizontal permeability was acceptable. In 
addition, it was observed that horizontal permeability 
is much higher than the vertical permeability which 
means the flow of water in the horizontal direction is 
much faster compare to the vertical direction.  
 Lastly, with all the validation made, the proposed 
permeameter is viable in determining the horizontal 
permeability. However, the apparatus is only limited 
to permeability having a degree of 10-4 or lower. 
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ABSTRACT 
 

 This study presents the vertical permeability and strength relationship of dredged soil stabilized with fly-
ash based geopolymer which is to be used for constructing road embankments. The fly-ash used for this study 
was a low-calcium (Class F) fly-ash. The varying effects on both properties due to the different partial 
replacements of geopolymer were studied. 10%, 20%, and 30% of the soil sample’s mass were used as partial 
replacement. The samples were prepared using the dry-mix method and subjected to 28 days of air-dried curing. 
Tests like the unconfined compressive strength test and the falling head permeability test were conducted. The 
morphological features of the samples were investigated using the scanning electron microscopy (SEM). The test 
results showed that as the percentage replacement of geopolymer increases, the samples become less permeable. 
SEM analyses confirmed the results, showing that the geopolymer tend to cover up the pore spaces of the soil, 
causing the water to have less passageways. 
 
Keywords: Fly-ash, Geopolymer, Dredged soil, Permeability, Unconfined Compressive Strength 
 
 
INTRODUCTION 

 
 Road infrastructure is very essential to 
developing countries like the Philippines. These 
facilitate the trade, communication, and travelling 
purposes. The advancement of the economy is 
heavily reliant on these. Having bad and poorly 
maintained roads causes inconvenience like road 
damages and flooding, which cause severe traffic 
and leads to slow progression of the economy.  
 Permeability is a very important parameter to 
consider when designing road embankments. There 
should be a compromise between the strength and 
the permeability. Numerous studies have shown that 
an increase in the strength of the soil leads to a 
decrease in its permeability. In a country like the 
Philippines wherein heavy rains are very frequent, it 
becomes a must for roads to exhibit good drainage. 
When there is low permeability, water tends to 
accumulate very fast and exert pore water pressure, 
causing ponding and the deterioration of the 
embankment. 
 The construction of roads embankments requires 
different materials like aggregates, lime, and cement. 
Unfortunately, the production of cement may impose 
some harm to the environment, as it generates 
greenhouse gases due to the emission of carbon 
dioxide. The can constitute to the rising state of 
global warming [1]. Numerous studies have shown 
that coal combustion by-products, or more 
commonly known as CCPs, have been found to be a 
good choice because it is very abundant in the 
country and has a problem in disposal [2]-[8]. 
Furthermore, the use of these CCP’s can bring 
economic and environmental benefits. 

 
One of the most common examples of CCP’s is fly-
ash. It is a by-product of the coal-fired power plant 
and is posing a great threat to the environment. 
When discharged by the power plants, it is 
immediately considered as wastes. Only around half 
of it are used for recycling. The rest are thrown out 
into lands and bodies of water [2]. Some studies 
have been made to utilize these ashes in different 
fields.  Some are used as embankment fill, cement 
alternative and as soil stabilizer for road 
embankments.  
 Since dredged soil possess weak strength, there is 
a need to stabilize it, for it to be usable for 
construction purposes. The soil for this study will be 
stabilized using geopolymer mixed with class F fly-
ash. Geopolymer is synthesized through a natural 
reactive property of aluminosilicate material when 
mixed with an alkali-activator. It is an inorganic 
polymer made up of covalently bonded molecules. It 
undergoes polymerization which involves a 
chemical reaction on Si-Al minerals under alkaline 
condition forming series of sialate monomers like 
cement properties [9].  
 The aim of this study is to analyze the 
relationship between the strength and permeability 
of the blends and give recommendations based on 
the results generated. 
 
METHODOLOGY 

 
To provide a standard uniformity between 

samples, the dredged soil and fly ash was obtained 
only from a thermal power plant in Mindanao. The 
dredged soils were sieved to have up to the required 
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maximum sizes, particularly sieve number 4 or a 
nominal opening of 4.76mm followed by the 
removal of its moisture content thru oven-drying. 
The fly ash obtained was classified as Class F.  

The index properties of the dredged soil were 
determined by conforming to the ASTM procedures. 

 
a. Specific Gravity of Soils (ASTM D854)          [10] 
b. Particle Size Analysis (ASTM D422)              [11] 
c. Standard Proctor Test (ASTM D698)              [12] 

Conventional materials and blended samples 
were individually subjected to microscopic testing to 
evaluate the void spaces present using the Scanning 
Electron Microscopy (SEM). 

The geopolymer based fly ash mix used was 
based on the mix design formulated by Ang, et al. 
(2016) [9] which were used for the preparation of 
samples for the testing of strength and permeability 
tests of each blends. The geopolymer mix design is 
presented in Table 1. 

 
Table 1. Geopolymer Mix 
 

Geopolymer 
Concentration 

(%) 

Alkaline 
Activator/ 
Fly Ash 

Sodium 
Silicate/ 
Sodium 

Hydroxide 

NaOH 
Concentration 

10, 20, 30 0.4 2 14 M 

 
The blended samples vary from 10%, 20% and 

30% of partial replacement of geopolymer to the 
total weight of dredged soil. The blended samples 
are obtained by providing first the dredged soil to 
attain its maximum dry unit weight based from 
optimal moisture content (OMC) that was 
determined through the Standard Proctor Test.  

 
 
 
 
 
 
 
 
 
 
 
Figure 1. Experimental Set -up for Vertical 

Permeability [3-7] 
 
Falling Head Permeability Test (ASTM D5084) 

[13] were conducted to evaluate the drainage 
characteristics of all the blends considering a relative 
compaction of 100%. However, a relative 
compaction of 100% is somehow unattainable due to 
tamping constraints, each sample were just subjected 
to a constant of 25 blows per 3 layers using hand 
tamping. The acquired set-up for the permeability 
test is shown on Figure 1. 

RESULTS AND DISCUSSIONS 
 
Scanning Electron Microscopy (SEM) Results 

 
The scanning electron microscopy (SEM) is 

commonly used for getting a high-resolution image 
of the spaces between particles in the surface. Two 
levels of magnification, x500 and x5000, were used 
in the analysis to fully understand the bonds between 
the particles of the sample. 
 

                               
Figure 2. a) 10% b) 20% c) 30 % replacements with 

magnification level of x500 
 

Comparing the voids seen on the SEM of each 
blend as shown in figure 2, figures 2(b), and 2(c) are 
observed to have almost no voids while figure 2(a) 
clearly shows the presence of spaces between the 
particles where the water can easily pass through. 
This means that the sample with 10% replacement of 
geopolymer could be more permeable, as compared 
to the 20% and 30% replacements. Furthermore, the 
researchers have observed that there is only a small 
difference between the void spaces between 20% 
and 30% replacement. 
 

 
 

 
 

Figure 3. a) 20% b) 30% replacements with 
magnification level of x5000 
 

An increased magnification level by x5000 was 
conducted to clearly distinguish the difference 
between the 20% and 30% replacement in terms of 
the void spaces present. As can be seen from the 
SEM photo (x5000) presented in Figure 3, voids 
spaces are still present that allows water to pass 
through. The 20% replacement is observed to have 
more void spaces as compared to the 30% 
replacement; thus, the 20% replacement is more 
permeable than the 30%, as expected by the group. 
Also, the particles in 30% replacements are 
completely covered, as shown in figure 3(b). The 
case is different with the 20% replacement, wherein 
there can still be found some particles of fly ash that 
did not react with the reactors which represented by 
the spheres seen in figure 3(a). The geopolymer in 
30% replacement was able to coat the sands and 
provided greater bonding with the other sand 
particles, blocking the passageway for the water. 

Manometer 

Pump 

Air-
Water 

Cylinder Permeameter 
Outflow 
Collector 
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Gradation 
 

The variation of particle size of the dredged soil 
can be measured based on the parameters, 
coefficient of uniformity and curvature, as shown in 
Table 2. These coefficients define the grade of soil 
which is based on ASTM D2487. As observed, the 
coefficient of uniformity (Cu) of the dredged soil 
was found to be having values less than 6. This 
indicates that the soil contains particles having 
uniform size. Moreover, the grain size distribution 
curve (GSDC) of the 3 trials was observed to have 
steep slopes which are almost vertical. Thus, this 
verifies that the variation of particles sizes is within 
a narrow limit. 

The coefficient of curvature (Cc) of the dredged 
soil was found to be having an average of 2.97, 
which is within the range 1-3. This signifies a well-
graded soil. Thus, the dredged soil could cover 
almost all grain sizes. Also, observed from the 
GSDC, there were no sudden changes of slope 
which would signify the absence of certain grain 
sizes. The dredged soil was found to be falling under 
the classification of poorly graded soil since the Cu 
was less than 6 (Cu>6, well-graded soil for sand) but 
the Cc was between the range 1-3 (1-3, well-graded 
soil) though it was already at the limit’s boundary.  

 
Table 2. Uniformity and Curvature of Dredged Soil 
 

 
Unconfined Compressive Strength 

 
A dredged soil is mostly made up of sandy 

particles which allows it to exhibit the property of 
the sand and not being able to provide confinement. 
Thus, it is incapable of maintaining a firm stand and 
form a cylindrical shape even though there has been 
no load being applied.  Also, the dredged soil 
obtained has been identified to manifest poor 
geotechnical properties. As a result, geopolymer 
would be added to enhance the geotechnical 
properties of the dredged soil. Consequently, for that 
reason, the researchers are incapable to produce soil 
samples made up of only pure dredged soil for the 
unconfined compression test (UCT). The unconfined 
compression strength test is commonly used for 

determining the improvement of stabilized soils 
[14].  

Given that the UCT cannot be done for pure 
dredged soil, blending of geopolymer mix of 
different percentage was incorporated, specifically 
10%, 20% and 30%. By observation, the addition of 
geopolymer mix with an inclusion of curing for 
twenty-eight days showed that it was able to bind the 
soil particles allowing the soil to stand firmly and 
form a cylindrical shape without confining pressure. 
Based from observation, the geopolymer acts as the 
binder for the soil in the form of stabilization. In 
addition, the geopolymer mix exhibits cement-like 
properties that similarities on its physical properties 
are noticeable. 

Table 3 presents the progression of the 
stabilized soil as more of the geopolymer is being 
added. It is anticipated that the unconfined 
compressive strength of the mixture increases with 
the continual addition of the geopolymer. As 
observed, the incremental increase of strength is 
exponentially related to the percent replacement of 
geopolymer. 

 
Table 3. Unconfined Compressive Strength of Mix 

 

28 days 
Curing 

Geopolymer Mix 

10% 20% 30% 

Unconfined Compressive Strength 
(MPa) 

Trial 1 0.198 0.3217 1.309 

Trial 2 0.2228 0.2868 1.550 

Trial 3 0.1789 0.3265 1.432 

Average 0.1999 0.3117 1.4306 

 
 A 10% partial replacement produced an average 
unconfined compressive strength of 199.9kPa. This 
was classified as a stiff soil, based on the 
classification set by Liu and Evett, 2009 [15]. The 
classification is shown below in Table 4. When the 
percentage replacement was increased to 20%, on 
the other hand, it resulted to an average unconfined 
compressive strength of 311.7kPa. This was 
classified as a very stiff soil. Lastly, 30% partial 
replacement resulted to an average unconfined 
compressive strength of 1430.6kPa. This was 
classified as a hard soil. 

The strength behavior brought about by the 
geopolymer to the soil is because the geopolymer 
possesses cementitious materials. These undergo 
polymeric reactions, resulting in the formation of 
aluminosilicate three-dimensional networks whose 

Trial Coefficient of 
Uniformity 

(Cu) 

Coefficient of 
Curvature 

(CC) 

1 4.06 3.01 

2 4.35 2.96 

3 4.26 2.93 

Average 4.22 2.97 
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strength can be even higher to that of conventional 
concrete [16].  

The stress-strain diagram of each blends, 
specifically 10%, 20% and 30%, with 3 different 
trials were conducted. The illustrations presented are 
the behavior of the soil mixture at different 
percentages when subjected to loading. By analyzing 
the graphs, the increase in the concentration of 
geopolymer had caused the mixture to become 
brittle with the increase in strength. It exhibits the 
same property with concrete wherein high 
compressive strength concrete produces low strain 
and suddenly fails. 

 
Table 4. Standard Relationship of Consistency and 
Unconfined Compressive Strength of Soil [15] 
 

 
 
Vertical Permeability 
 
 Permeability is an important factor to consider 
when increasing the strength of the soil. The effect 
of the polymerization is presented in Table 5, 
wherein it shows the change in permeability between 
dredged soils with and without geopolymer present. 
The dredged soil alone was found to have an average 
hydraulic conductivity of 1.04E-02 cm/s. A 10% 
geopolymer replacement produced an average of 
1.60E-04 cm/s. A 20% geopolymer replacement had 
an average of 4.32E-06 cm/s. And the 
30%replacement produced an average of 5.97E-
07cm/s.  

The results were classified in accordance to the 
criteria set by Casagrande and Fadum (1940) [17].  

A 10% geopolymer replacement resulted in 
poor permeability. The 20% and 30% replacements 
were considered as practically impervious. 
 The trend shows that the additional replacement 
of the geopolymer further decreases the 
permeability. According to Ma, Hu, and Ye (2012) 
[18], the pore size distribution and connectivity, 
including the shape and volume of the pore spaces 

are very important factors in the investigation of the 
permeability. Much of this is governed by the 
amount of geopolymer applied to the sample. During 
the process of increasing the strength of the soil 
through stabilization, the sample undergoes through 
geopolymerization. The pozzolanic reaction causes 
the particles to bind together. This then closes the 
pore spaces to increase the strength. Therefore, it 
becomes more difficult for the water to flow through 
the sample. 
 
Table 5. Coefficient of Permeability in the Vertical 
Direction for Varying Replacement of Geopolymer-
Soil Mix (cm/s) 
 

Trial 
No. Pure 10% 20%  30%  

1 9.85E-03 2.42E-04 3.90E-06 4.77E-07 
2 9.51E-03 1.27E-04 4.98E-06 7.55E-07 
3 1.01E-02 1.18E-04 3.94E-06 4.62E-07 
4 1.16E-02 1.99E-04 4.45E-06 7.16E-07 
5 1.06E-02 1.14E-04 4.34E-06 5.73E-07 

Ave. 1.04E-02 1.60E-04 4.32E-06 5.97E-07 
 
 Box and whisker plot provided the midspread 
values of each replacement. Using an IQR of 1.5, the 
obtained coefficient of permeability was fall in the 
range between 25th and 75th percentile; therefore, 
there is no outlier.  
As discussed, there was a significant behaviour that 
relates permeability with strength. It could be 
observed that the permeability is inversely related to 
strength. A related study conducted by Olivia and 
Nikraz (2011) [19], also noticed and stated that there 
is an inverse relationship between the strength and 
permeability of the geopolymer mix. As the strength 
increases, the permeability starts to decrease. They 
compared their trend to the results of Cheena, et. al 
(2009) [20] where both researchers got similar trend 
for the permeability and unconfined strength. The 
researchers observed that their samples had the same 
trend as Olivia and Nikraz’. The same trend can also 
be found in the study of Wongpa et. al (2010) [21], 
stating that the permeability is indeed dependent on 
the strength of the geopolymer mix. The reason 
behind the trend is that as the percentage 
replacement of geopolymer increases, the void 
spaces decrease as seen from the SEM images which 
resulted to the increase of strength and consequently, 
the decrease of its permeability. 
 The difference between each mix’s void spaces 
affected the permeability since more void spaces 
means that water can easily flow and pass through 
the samples. Another observation that was made 
from the SEM analysis was the small difference of 
void spaces between 20% and 30% replacement. It 
can be seen from the graph that there is also a small 
difference between the permeability of 20% and 
30% compared to the 10%. The void spaces from the 
10% mix can be clearly seen by the naked eyes 

Classification 
Unconfined 

Compressive 
Strength (KPa) 

Very Soft Soil 25 

Soft Soil 25-50 

Firm Soil 50-100 

Stiff Soil 100-200 

Very Stiff Soil 200-400 

Hard Soil >400 
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while the void spaces of 20% and 30% mix can only 
be seen through SEM.  
By Regression Analysis, an empirical formula was 
formulated to obtain the coefficient of permeability 
with respect to percent replacement. The coefficient 
of permeability can be obtained from the formula: 

 
k = 𝐞𝐞(−𝟓𝟓.𝟎𝟎𝟎𝟎 −𝟎𝟎.𝟑𝟑𝟑𝟑𝟑𝟑𝟑𝟑)   (1) 

 
Where:  
k = coefficient of permeability (cm/s) 
G = percent replacement of fly-ash based 
geopolymer 
 
 The regression was able to obtain a coefficient 
of correlation equal to 0.9744 which is almost equal 
to 1, thus, makes the empirical formula acceptable. 
The model or formula formulated allows engineer to 
have the desired permeability characteristics for its 
embankment based on the geopolymer replacement. 
Also, it could allow engineers to approximate 
permeability characteristics in order to design the 
appropriate drainage needed for the embankment 
with respect to the replacement desired for the 
project. However, the model provided is only limited 
in providing the estimated hydraulic conductivity 
value up to 30% replacement, thus, further study 
must be conducted if greater geopolymer mix is 
needed. Also, this study is only applicable for a 
single compaction which was based from the Proctor 
Test achieving a theoretical 100% relative 
compaction. 
 
Recommendation on the Results 
 
 When using stabilized materials for constructing 
road pavements, there will always be a compromise 
between the strength and the permeability, The 
American Concrete Pavement Association (1994) 
[22]. Even though the material possesses good 
permeability, it may be still possible to become 
insufficient in supporting construction operations 
and carrying loads, since the strength is not that 
high. When stabilized materials are used, a sacrifice 
in its permeability comes along with the increase in 
strength. 
This study was able to confirm that fly-ash based 
geopolymers are indeed capable of enhancing the 
strength of soil at a significant amount. 
Unfortunately, it has also resulted in a drastic 
decrease in its permeability, as discussed earlier. 
This raises a big concern especially that this material 
is to be used as road embankments in countries 
which experience frequent heavy rain like the 
Philippines. Another challenge arises on how to 
efficiently utilize such a material with good strength 
but poor permeability for the construction of road 
embankments. 

Since the stabilized soil possess poor permeability, 
Lovering and Cedergren (1962) [23] suggested that 
there should be sufficient drainage outlets, for the 
embankments to be effective in draining. They 
strongly recommended that these drainage outlets 
should also be maintained regularly so that they do 
not become clogged and create a “bathtub” effect in 
the drainage layer. Past studies have come to 
conclusions that the drainage layer alone cannot 
guarantee an improved permeability performance. 
The entire drainage system must have enough 
capacity and must also be working efficiently. Thus, 
it is important to have the drainage layer, outlet 
drains, and outlet pipes to be efficient for the 
expected water infiltration during rainfall. Regular 
maintenance must also be conducted. This is to 
ensure that water infiltrated can be drained out as 
quickly as possible before they get into the 
embankment [24]. 
 
CONCLUSIONS 

 
 A pure dredged soil, in its nature is capable of 
draining water at a good rate. However, it is very 
weak and cannot be purely used for road 
embankment purposes. Soil types such as this 
needed to be stabilized. A fly-ash based geopolymer 
was found to be a very good stabilizer in enhancing 
the strength of the soil mixture. A 10% partial 
replacement by mass of the geopolymer resulted in 
an average unconfined compressive strength of 
0.1999 MPa, and has been classified as a stiff soil. A 
20% replacement produced an average unconfined 
compressive strength of 0.3117 MPa, and was 
classified as a very stiff soil. The researchers also 
noticed that the 30% replacement has vastly 
improved the strength of the soil. Its unconfined 
compressive strength reached an average of 1.432 
MPa. This was classified under the hard soil 
category. It is very evident that the strength 
increases along with the additional amount of 
geopolymer being added. The soil mixtures were 
observed to have almost the same properties with 
those of concrete. 
 The vertical permeability of the samples was also 
investigated. As expected, there was an inverse 
relationship between the strength and the 
permeability of the samples. The permeability 
decreases as the strength increases. Pure dredge soil 
has an average hydraulic conductivity of 1.04E-02 
cm/s. A 10% partial replacement results in an 
average hydraulic conductivity of 1.60E-04 cm/s. A 
20% partial replacement, on the other hand, results 
in an average hydraulic conductivity of 4.32E-06 
cm/s. Last, a 30% partial replacement results in an 
average hydraulic conductivity of 5.97E-07 cm/s. 
The 10% replacement was classified to have poor 
permeability, and both the 20% and 30% were 
considered practically impervious.  
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 The use of this material can be very helpful in 
constructing road embankments. However, 
engineers must take precautions in using this since 
the permeability is not that good. They must find a 
way to be able to compromise both the strength and 
the permeability in order to maximize the use of this 
material. It is important to always remember that the 
drainage of roads must not be relied solely on the 
road embankments. There should always be proper 
surface drainage systems installed. They must also 
be working efficiently and frequently maintained. 
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ABSTRACT 

 

The last decades, many researchers present the paper regarding to the potential of using fly ash and bottom 

ash as a waste material in order to improve the soil subgrade layer in road project. The fly ash and bottom ash 

used in this study from one of power plant in pulp paper industry in Riau. The aim and objective of this study is 

to determine the California Bearing Ratio (CBR) value for soil road subgrade mixed with some percentage of 

waste material, especially from fly ash. The second objective is to determine the optimum of percentage using 

fly ash mixed with the soil. The laboratory testing of the soil mixed with the fly ash on the CBR value for soaked 

and un-soaked condition. The stabilized of the soil subgrade mixed with the waste material were compared to the 

control sample of the road subgrade criteria accordingly to Indonesia Public Work Department (PUPR) from 

Standard Specification for Road Works. According to the laboratory testing result shows, the improvement of 

CBR value from two type of mixed of soil and fly ash, first is soil : fly ash = 60%:40% and the second is 

50%:50%. The optimum percentage of fly ash used is the second mixed. The use of second mixed in order to 

improve the soil subgrade of CBR value for soaked and un-soaked condition. However, the result of CBR value 

for both condition were fulfil the requirement for road subgrade criteria from PUPR Indonesia for Standard 

Specification for Road Works. These study shows, waste material like bottom ash could be used as an alternative 

solution to mix with the soil to improve the CBR value. 

 

Keywords: Waste material, Fly ash, California bearing ratio, Road subgrade 

 

 

INTRODUCTION 

 

The last decades, most of researcher from other 

countries focus to the coal as a fuel alternative for 

power generation. Indonesia was introduced coal as 

raw material for power generation since 1986. 

Nowdays, there are two coal power plants in Riau 

province namely, Riau Andalan Pulp and Paper 

(RAPP), Indah Kiat Pulp and Paper (IKPP). 

Increasing in electricity consumption demand has 

led to increase the coal consumption required and 

thus more produced, more waste products. Coal ash 

mostly consists of fly ash and bottom ash. Wahab 

(2006) mentioned that, about 2500 ton/months of fly 

ash was produced by RAPP as waste material. The 

problems become worse to disposal of ash are 

limited availability of land and this has a significant 

problem to the environmental. 

The previous studies showed that the engineering 

properties of waste materials, such as fly ash and 

bottom ash were more effective to improve the 

performance of subgrade layer of the pavement than 

those common pavement material. (Norazalan et al., 

2011) and (Ferreira et al., 2003). 

This study focuses on the alternatives for using 

waste material from coal power plants, especially 

from fly ash and the potential as additives to the 

road subgrade layer of pavement. This study was 

determined the California Bearing Ratio(CBR) value 

for soaked and unsoaked condition to the use of fly 

ash  mixed to the soil subgrade layer of pavement. 

   

MATERIALS AND METHODS  

 

Waste Material (Fly ash) 

 

The waste material used in this study considered 

were collected from RAPP Plant in Pangkalan 

Kerinci – Riau Province. The waste materials are 

waste product produced from combustion of coal for 

electric power generation. A detail physical 

properties of waste material from plants was shown 

in Table 1.  

 

Table 1 Physical properties of RAPP waste material 

 

Properties Values 

Spesific gravity 2,05 

Particle size distribution:  

Gravel (%) 

Sand (%) 

Fine/Silt (%) 

0 

22,92 

77,08 

 

The result for chemical properties of the waste 

material test is shown in Table 2. 
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Table 2. Chemical properties of RAPP Fly ash (FA) 

 

Chemical properties Chemical values 

(%) 

Silicaon Dioxide 48,2 

Aluminium Trioxide 13,2 

Fero Oxide 4,3 

Calcium Oxide 18,6 

Magnesium Oxide 0,9 

Loss on Ignition 8,4 

 

Based on the result of physical properties test, it 

shows that the RAPP fly ash (FA) classified as light 

materials due to the specific gravity is about 2,05. 

According to (Muhardi et al., 2010), the lower 

specific gravity of fly ash due to the lower fero 

oxide content since the specific gravity related to the 

chemical composition. Based on Table 2shows that 

the RAPP fly ash (FA) classified as class C fly ash 

accordance to ASTM C618. RAPP fly ash (FA) 

consists of total combination composition of silicon 

dioxide, aluminium dioxide and fero oxide more 

than 50%. 

 

Soil Road sub-grade. 

 

The properties of soil using in this study are given in 

Table 3. As per Unified Soil Classification System 

(USCS), the soil is a MH soil.  

 

Table 3. Soil properties 

  

Description parameter value 

Specific Gravity 2,56 

Atterberg Limits  

LL 61,67 

PL 44,10 

IP 17,60 

Compaction Factor  

γ  (gr/cc) 1,27 

w (%) 38,25 

Particle size distribution  

Passing #200 (%) 97,33 

Passing #4 (%) 100,00 

 

Laboratory Testing 

 

The are some testing carried out in this study to 

determine the index and engineering properties of 

the soil sub-grade. The testing method based on 

ASTM standard for each test.(ASTM & D1883, 

2014)  

 

 

 

Preparation of sample 

 

The testing used in this study is the California 

Bearing Ratio (CBR) test. Two sets of sample were 

prepared to determine the CBR value of this samples. 

First sample is mixed with the soil 60% and waste 

material 40%. The second sample is mixed with the 

soil 50% and waste material 50%. There are two 

number of sample for each test to be prepared. 

 

California Bearing Ratio (CBR) Test 

 

The California Bearing Ratio(CBR) tests were 

carried out to determine the CBR index value and 

the test carried out based on standard procedure 

given in ASTM D1883. CBR test method is used to 

evaluate the potential strength of the subgrade 

material. CBR defined as the ratio of the load 

sustained by the specimen at 2,5 or 5,0 mm 

penetration to the load sustained by standard load 

aggregate at corresponding penetration level. 

The entire tests to determine CBR value were 

performed in soaked and unsoaked condition. The 

samples were prepared with its optimum moisture 

content and were compacted at their maximum dry 

density. 

 

RESULTS AND DISCUSSIONS 

 

The Laboratory result for CBR value for soaked 

and unsoaked condition 

 

Figure 1and Figure 2 shows the laboratories result 

for CBR value of soil subgrade (50%) mixed with 

waste material (50%) for soaked and unsoaked 

condition. 

 

 
Fig. 1 The laboratory result for CBR value soaked 

50%-50%  
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Fig. 2 The laboratory result for CBR value unsoaked 

50%-50% 

 

Figure 3 and Figure 4 shows the laboratories result 

for CBR value of soil subgrade (60%) mixed with 

waste material (60%) for soaked and unsoaked 

condition. 

 

  
Fig 3 The laboratory result for CBR value soaked 

60%-40% 

 

 

 
Fig 4 The laboratory result for CBR value unsoaked 

60%-40% 

 

The California Bearing Ratio (CBR) mixed with 

waste material  

 

Table 4 shows the CBR value versus percentage 

of waste material from RAPP mixed with soil 

subgrade for soaked and unsoaked condition. Its 

shows that the CBR value for soaked condition 

relatively lower than CBR value for unsoaked 

condition. Its cause of saturated of soil for soaked 

condition. It shows the CBR values increase 24,3% 

for 60%-40% soil mixed for soaked and unsoaked 

condition. For the 50%-50% mixed with the soil and 

waste material, the CBR value increase 17,9% for 

soaked and unsoaked condition     

 

Table 4 The CBR value for soaked and unsoaked 

condition at every percantage of waste 

material 

 

Sample Soil:Waste 

of material 

 (%:%) 

CBR 

soaked 

% 

CBR 

unsoaked 

% 

1 60 : 40 11,9 14,8 

2 50 : 50 16,2 19,1 

 

CONCLUSION 

 

According to this study, waste material from 

RAPP coal power plant (fly ash and bottom ash) are 

suitable material to be used as additive for soil 

subgrade. It was proved by laboratory experimental 

result. By using the waste material (fly ash and 

bottom ash) as an additive material to the soil mixed 

was improved the CBR value strength. The 

percentage is suitable for soaked and unsoaked 

condition accordingly to the CBR value index 
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ABSTRACT 

 

This study focused on the effect of grain size distribution of bottom ash on the engineering properties of 

shotcrete. Bottom ash was used as fine aggregate replaced fine sand in the mixture of shotcrete. Size distribution 

of aggregate that used in the test consists of upper boundary and lower boundary of gradation No.1 references 

from ASTM C33 and aggregates passed sieve No.4. The mixture of mortar was a combination of Portland 

cement and fine aggregate is the ratio of 1:3. Water to cement ratio for a mortar is 0.6. The physical 

characteristics of the bottom ash particles showed high porosity, very irregular and brittle. Therefore, the 

compressive strength of bottom ash aggregate mortar was less than sand aggregate mortar approximately 45%. 

The compressive strength of the samples mixed with bottom ash passed sieve No.4 gave the highest strength. 

The compressive strength of the samples contains the maximum, minimum size distribution and aggregate 

passed sieve No.4 were 7.7, 10.6 and 12.6 MPa respectively. The results of slump flow tests demonstrated the 

flow of mortar tends to increase with the reduction in the particle size of aggregate. Nevertheless, the setting 

time tends to decrease with the reduction in the particle size of aggregate. In conclusion, bottom ash passed sieve 

No. 4 was the most suitable to use as fine aggregate in the mixture of shotcrete. 

 

Keywords: Bottom ash, Shotcrete, particle size and light weight 

 

INTRODUCTION 

 

Area 4.1 located on the northeast side of the pit 

wall in Mae Moh mine as shown in Fig. 1. 

According to the mine plan, K and Q seams (green 

layer and red layer in Fig.1) of lignite must be 

excavated [1]. The cut and fill method become a 

suitable method was used to excavate lignite in this 

area. The area will be mined and partially undercut. 

After completion of mining, backfilling will begin to 

support the slope face and maintaining adequate 

room for mining activities. The mining- backfilling 

cycle is iterative until all the lignite in area 4.1 is 

completely mined out. It is necessary to fill the 

current pit and cut the neighboring slope in a 

subsequent procedure [1], [2].  

 

 
Fig. 1  Cross section plot of area 4.1 [1]. 

 

 

Claystone has been used as a backfill material to 

counterweight and supported the potential mass. 

However, claystone deteriorated when it has been 

exposed to weather change was a cause of decreased 

in a stability of backfill [3]. 

The literature review demonstrated claystone 

protected from a weather change can maintain 

physical properties of claystone and shear strength 

of backfill [3]. Thus, shotcrete becomes the suitable 

stabilization method to maintain the stability of 

claystone backfill slopes. Due to shotcrete is often 

used for temporary protection of exposed rock 

surfaces that will deteriorate when exposed to air 

and also used to permanently cover slopes or cut that 

may erode in time or otherwise deteriorate [4]. 

Normally, the proportion of the shotcrete mixture 

consists of cement, sand, and water and the unit 

weight of normal shotcrete was approximately 2.2 

T/m3 [5]. The external load that increases on a 

backfill due to the unit weight of shotcrete can lead 

to reducing the stability of slopes. Thus, the 

lightweight shotcrete became a good choice to 

stabilize the stability of backfill slope better than a 

normal shotcrete.  

Therefore, this study focused on the lightweight 

shotcrete by using bottom ash, which is by-product 

materials from Mae-Moh power plant as fine 

aggregate in the mixture of shotcrete.  

However, Aggregate of shotcrete mortar should 

comply with the quality requirements of ASTM C 

33. Table 1 shows acceptable grading limits. 

Grading No. 1 should be used if a mortar mixture 
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desired [4]. However, grading No.1 shown the lower 

and upper limit of the aggregate. The different size 

distribution of aggregate in the mixture of mortar 

can be altered the properties of shotcrete mortar. 

Thus, the investigation on the influence of the 

different size distribution of fine aggregate in the 

mixture can suggest a lower and upper limit 

properties of shotcrete. 

 

Table 1 Grading Limits for Aggregate [4] 

 

 Percent by Mass Passing 

Individual Sieves 

Sieve Size Grading 

No.1 

Grading 

No.2 

Grading 

No.3 

¾ inch 

½ inch 

  

100 

100 

80-95 

3/8 inch 

0.19inch(No.4) 

0.093inch(No.8) 

0.046inch(No.16) 

100 

95-100 

85-100 

50-85 

90-100 

70-85 

50-70 

35-55 

70-90 

50-70 

35-55 

20-40 

0.024inch(No.30) 

0.012inch(No.50) 

0.006inch(No.100) 

25-60 

10-30 

2-10 

20-35 

8-20 

2-10 

10-30 

5-17 

2-10 

 

BOTTOM ASH 

 

Bottom ash (BA) is a solid waste from the 

combustion of coal. The annual output of lignite 

bottom ash in the Mae Moh power plant in the north 

of Thailand is around 0.8 million tons and is 

disposed of a landfill near the power plant. Several 

types of research on the utilization of coal bottom 

ash for use as a cementitious material have been 

conducted. The bottom ash has to be ground to 

increase the pozzolanic activity and used to partially 

replace Portland cement. The utilization of bottom 

ash as a cementitious replacement material has not 

yet been well received as it needs grading and only a 

partial replacement of cement is possible. Moreover, 

the bottom ash itself is porous and increase the water 

requirement of the mix. On the other hand, the 

grinding of coal bottom ash results in a prolonged 

setting time and causes a reduction in the 

workability of the paste. 

The as-received bottom ash particles were 

relatively large and very irregular, showing 

agglomeration of some spherical particles and other 

fragments with observable pores. The chemical 

composition of BA was 39.3 % SiO2, 21.3% Al2O3, 

13.5% Fe2O3, 2.1% K2O, 16.5% CaO, 1.0% Na2O 

and 1.4% loss of ignition [5]. 

Typically, the bottom ash contains assorted size 

closer to the sand. The gradation 50-90 percent 

passing sieve No.4, 10-60 percent passing sieve No. 

40 and 0-10 percent passing sieve no.200. The 

maximum particle size about 19.0-38.1 mm. 

However, the particle size of bottom ash depends on 

the source [6]. The density of mortar which 

replacement of sand with bottom ash can be reduced 

approximately 0.4 T/m3 due to a particle of bottom 

ash has a high porosity [7]. 

Bottom ash fine aggregate has prepared by 

heating in an oven at 100 ºC for 24 hours. Then, 

bottom ash mixing with the water at moisture 

absorption and curing them for 24 hours. Bottom ash, 

which passed this process has been used as fine 

aggregate in shotcrete mortar. 

 

MATERIALS PREPARATION AND MIX 

PROPORTION OF SHOTCRETE 

 

Wet mix shotcrete is predominantly used because 

of its homogeneity in quality and high work 

efficiency [8]. The normal mixture proportion of 

shotcrete consists of sand as fine aggregate, cement, 

and water. However, the mixture proportion of 

lightweight shotcrete consists of bottom ash as fine 

aggregate, cement, and water. 
Ordinary Portland cement type 1 is used 

throughout the experiments. Sand which passed 

sieve No.4 is coming from the natural river sand. 

Bottom ash obtained from a Mae Moh power plant 

in Lampang province of Thailand. Bottom ash, 

which used in this experiment should be passed 

sieve opening No.4 to replaced as sand in mortar 

mixture. Size distribution of sand was shown in 

Fig.2. Size distribution of bottom ash was shown in 

Fig.3. The three different size distribution of 

aggregate consists of lower boundary, an upper 

boundary, and middle grade was used in this test. 

Middle gradation of sand and bottom ash is the 

aggregate passed sieve No. 4. 

 

 
Fig. 2 Size distribution of sand used as fine 

aggregate. 

0

20

40

60

80

100

120

0.1110

P
er

ce
n

ta
n

g
e 

P
as

si
n

g
 (

%
)

Particle sizes (mm)

Middle

Upper

Lower



SEE - Nagoya, Japan, Nov.12-14, 2018 

302 

 

 
 

Fig. 3  Size distribution of bottom ash used as fine 

aggregate. 

 

The mix design of shotcrete mortar in this study 

consist of a mixture used sand as fine aggregate and 

a mixture used bottom ash as fine aggregate. The 

three difference size distribution of fine aggregate, 

according to Fig 3 and Fig 4 were used in the 

mixture. The mixture of mortars was a combination 

of Portland cement Type 1 and fine aggregate is in a 

ratio of 1:3 by weight of cement. Water to cement 

ratio for a mixture of mortar is 0.6. The six mix 

proportion of shotcrete mortar as shown in Table 2. 

 

Table 2 Mix proportion of shotcrete mortar 

 

Mixture 

code 

W/C S/C,BA/C Sand 

(%) 

Bottom  

Ash(%) 

SU 0.6 3:1 100 0 

SM 

SL 

BU 

BM 

0.6 

0.6 

0.6 

0.6 

3:1 

3:1 

3:1 

3:1 

100 

100 

0 

0 

0 

0 

100 

100 

BL 0.6 3:1 0 100 

 

EXPERIMENTAL PROGRAM 

 

Shotcrete mortar mixed according to Table 2 

were conducted to determine fresh properties and 

hardened properties. Fresh properties evaluation 

consists of slump flow test, setting time and sagging 

and build-up thickness. Hardened properties 

evaluation consists of compressive strength. 

 

Slump flow test 

 

This test method is intended to be used to 

determine the flow of mortars, according to ASTM 

C 1437. Workability of mortar is its ease of use 

measured by the flow of the mortar. The flow table 

and flow mold were used to determine slump flow. 

The mortar sample if placed on a flow table and 

dropped 25 times within 15 seconds. As the mortar 

is dropped, it spreads out on the flow table.  

Measured the diameter of the mortar along the four 

lines. The flow is the average of the diameter of 

mortar on the table. 

 

Setting time 

 

This test method is intended to be used to 

determine the initial setting time of mortar according 

to ASTM C191. Vicat initial time of setting is 

calculated as the time elapsed between the initial 

contact of cement and water and the time when the 

penetration is at 25 mm. The Vicat final time of 

setting is calculated as the time elapsed between 

initial contact of cement and water and the time 

when the needle does not sink visibly into a paste. 

 

Sagging and Build up thickness 
 

This test method is intended to be used to 

determine the build thickness of shotcrete mortar. 

The build-up test consists of substrates with a build 

thickness of framework at 300 mm. The surface of 

substrates was claystone backfill. The trial mixes 

will be plastered into an incline 300 x 300 mm by 

hand application to measure the build-up thickness 

of mortar as shown in Fig 4. The inclination angle 

that used in this test was 30, 45 and 60 degrees at the 

thickness of the samples 5, 8 and 10 cm. The 

sagging of mortar can be investigated by the 

increasing thickness of mortar.  

 

 
 

Fig. 4 Sagging and Build-up thickness of mortar. 

 

Compressive strength 

 

This test method is intended to be used to 

determine the compressive strength of mortar 

according to ASTM C109. The specimen each mix 

proportion cast in the mold of mortar at 50x50x50 

mm cube specimens. Make three specimens of 

mortar for each period of test or test age. The 

specimens were cured in the water after the mortar 

hardened. Test the specimens immediately after their 

removal from storage water after 3, 7, 14, 28 and 56 

days. The Universal testing machine was used to 

determine compressive strength. 
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FRESH PROPERTIES OF SHOTCRETE 

 

The fresh properties of shotcrete mortar consist 

of slump flow test, setting time and sagging and 

build up thickness conducted on the samples mixed 

according to Table 1. 

 

The results of slump flow test 

 

The slump flow of all mix proportions should be 

225±10% mm. [8].  

Table 3 and Fig.5 shown the test results of slump 

flow on a fresh mortar. The flow of mortar mixed 

with sand aggregate was approximately 20 cm -21 

cm. However, The flow of mortar mixed with 

bottom ash aggregate was approximately 19.2 cm - 

20.6 cm. The results demonstrated the flow of 

mortar tends to increase with the reduction in the 

particle size of aggregate. This is due to a large 

particle of bottom ash has a high porosity and high 

water absorption[6].  

 

Table 3 Results of flow ability 

  

Mixture code Slump Flow (cm) 

SU 21 

SM 20.5 

SL 

BU 

BM 

BL 

20.0 

20.6 

20.4 

19.2 

 

 
 

Fig. 5 Slump flow of a various shotcrete mixture. 

 

The results of setting time 

 

The setting time of shotcrete mortar with a 

various size distribution of sand aggregate and 

bottom ash aggregate was presented in Table 4 and 

Fig 6. The result showed an initial setting time of the 

mortar mixed with sand aggregate increased with the 

increase in the size distribution of aggregate. 

Therefore, the initial setting time of SL was higher 

than SM and SU approximately 10 and 20 minutes 

respectively. A final setting time of SU and SM tend 

to similar but a final setting time of SL was higher 

than SU and SM approximately 45 minute. 

Like, the initial setting time of mortar mixed 

with bottom ash increased with the increase in the 

size distribution of aggregate. Therefore, the initial 

setting time of BL was higher than BM and BU 

approximately 5 and 15 minutes respectively. 

Moreover, a final setting time of BL was higher than 

BU and BM approximately 60 minute and 45 

minutes respectively. 

 

Table 4 Setting time of shotcrete mortar 

 

Mixture 

code 

Initial setting 

time (minutes) 

Final setting 

time (minutes) 

SU 142 225 

SM 150 225 

SL 

BU 

BM 

BL 

162 

140 

151 

156 

270 

210 

225 

270 

 

 
 

Fig. 6 Setting time of a various shotcrete mixture. 

 
The results of sagging built-up thickness 

 

The sagging and built-up thickness was 

conducted on SM and BM samples. The trial mixes 

plastered on the surface of backfill which paste in 

the incline box by hand application. The inclination 

angle was 30, 45 and 60 degrees at the thickness 5, 8 

and 10 cm. The results of sagging built-up thickness 

of shotcrete with different thickness and inclination 

angle presented in Fig 7. 

Sagging of SM was higher than BM at the same 

thickness and inclination angle. This is due to the 

unit weight of SM was more than BM. The unit 

weight of SM was 2.15 g/cm3 and the unit weight of 

BM was 1.70 g/cm3. The maximum sagging of 

mortar occurs with SM samples at a thickness 10 cm 

and inclination angle of 60 degrees. The maximum 

sagging of SM was approximately 10 cm. However, 
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BM was not sagging at the inclination angle of 45 

degrees and a thickness 8 cm but SM was sagging 3 

cm. Thus, the result shown the lower unit weight of 

the mortar can be reduced sagging and increase the 

thickness of mortar. 

 

 
 

Fig. 7 Sagging and Built up thickness of each 

shotcrete mixture. 

 

 

HARDENED PROPERTIES OF SHOTCRETE 

 

This section presented the hardened properties of 

shotcrete by a compressive strength test. All tests are 

done in accordance with the American of Testing 

and Materials standard (ASTM). 

 

The results of compressive strength 

 

The compressive strength of all mixtures in this 

study was presented in Fig.8. It obtained from a 

compressive strength test of shotcrete cubes in 3, 7, 

14, 28, 56 days. Each reported value is the average 

of three cube specimens.  

The result shown the compressive strength of 

SU, SM and SL were slightly different at 7 days. 

The compressive strength of SL was the highest in 

56 days. However, SU demonstrated the lowest 

compressive strength in a shotcrete mixed with sand 

aggregate. In 56 days, the compressive strength of 

SL was higher than SU and SM approximately 12 

and 21 MPa, respectively.  

The compressive strength of a shotcrete mixed 

with bottom ash aggregate was slightly different 

between BU, BM, and BL. However, the 

compressive strength of BU was higher than BM 

and BL, respectively in 56 days. This is due to a 

large particle size of bottom ash is weak and it has a 

high porosity [6].  

The comparison between the compressive of 

shotcrete mixed with bottom ash and shotcrete 

mixed with sand was shown the compressive 

strength of BM was lower than SM approximately 

26 MPa. This is because a particle strength of 

bottom ash was weaker than sand. 

 
 

Fig. 8 The compressive strength of a various 

shotcrete mixture. 

 

CONCLUSION 

 

Based on the results which obtained from an 

experimental study, it can be concluded that 

The used bottom ash as an aggregate in the 

mixture of shotcrete was reduced flowability 

because a particle of bottom ash has a high porosity 

and high water absorption. However, a slump flow 

of shotcrete mixed with the upper boundary and 

middle gradation of bottom ash was in the 

requirement of slump flow of shotcrete.  

. Sagging of shotcrete mortar mixed with sand 

aggregate was higher than shotcrete mortar mixed 

with bottom ash aggregate at the same thickness and 

an inclination angle. This is because the unit weight 

of shotcrete mixed with sand aggregate was more 

than shotcrete mixed with the bottom ash aggregate. 

The compressive strength of a shotcrete mixed 

with bottom aggregate was less than shotcrete mixed 

with sand aggregate. Due to the particle of bottom 

ash was weaker than sand particles and bottom ash 

have a high porosity. The maximum strength of 

shotcrete mixed with bottom ash was 13 MPa at a 

curing time 56 days. However, the compressive 

strength of shotcrete mixed with bottom ash was 

possible to use for protecting a backfill from 

deterioration. Thus, the all result shown the 

possibility to use bottom ash as fine aggregate in 

shotcrete mortar. 
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ABSTRACT 

 

The watershed at the downstream of Kuranji river often experience flooding. This is due the rainfall runoff 

and the flat condition of the downstream area. Other factor might be due to low soil infiltration rate. The 

objective of this research was to analyze the quality of soil infiltration at the downstream of Kuranji River’s 

watershed. Research methodology that had been choosed was field survey. Soil infiltration rate was measured 

using double ring infiltrometer. Location of soil sample was selected by purposive random sampling and was 

analyzed at the Department of Soil Science Andalas University. The data was analyzed using Horton formula to 

identify the capacity and the cumulative soil infiltration rate. The result showed that the area which often 

inundated and has high soil watertable had low infiltration rate. The results showed that the bulk density factor, 

clay fraction and dust significantly affect the capacity of soil infiltration. Moreover, bulk density, clay fraction, 

and dust influence soil infiltration capacity. Areas that have high infiltration capacity are Gunung Sariek, Aie 

Pacah, Ampang, Kurao Pagang, and Dadok Tunggul Hitam. Other sampling locations have low infiltration rate 

due to high soil watertable. 

 

Keywords: Infiltration capacity, Runoff, Watershed, Watertable 

 

 

INTRODUCTION  

 

Water infiltrates the soil through the soil surface. 

In the ground, water flows in the lateral direction as 

the flow between (interflow) to springs, lakes and 

rivers; or vertically, known as percolation to the 

ground water. The motion of water in the soil is 

affected by the force of gravity and the capillary 

force [1].    

A technical report on Infiltration Characteristics 

of Soils Under Forestry and Agriculture in the Upper 

Waikato Catchment has been done due to increasing 

pressure for conversion of forest to agricultural land 

within the upper Waikato catchment. The study 

found that the conversion  of  forest  to  agricultural  

land  within  the  upper  catchment area to increase 

the accurance of flooding,  both of peak  and  

intensity of the flood,  and  also increase erosion  

and  sedimentation. [2] 

The special work for advanced study in the 

assessment of the maximum water storage capacity 

of soils under different land-use and land-

management situations in a real river catchment has 

been done [3]. The study is done by field 

measurements of infiltration under several land-use 

and land-management situations. Then, a 

development of modelling approach to estimate the 

maximum potential water storage capacity also 

proposed. The study found that due to the change in 

land-use and land-management could reduce the 

storage infiltration capacity by 17 %. 

The rainwater absorption in the downstream 

Kuranji river basin is often impaired due to rapidly 

saturated soils. As a result, the city of Padang is 

often flooded and inundated causing houses to be 

flooded (Fig. 1). Factors causing the soil is saturated 

rapidly due to high groundwater level, soil texture is 

very smooth and layered consequently inhibit the 

entry of water into the soil. According to Asdak [4] 

when the rain falls on the surface of the ground 

some of the water will be retained by the depressed 

part of the soil, some of it into the soil and some into 

the runoff. The rainwater that enters the soil fills the 

pores of the empty soil until the water reaches the 

field capacity. Furthermore, the water will move 

more deeply due to the force of gravity into 

percolation of water to reach the saturated region. 

Water in saturated regions can also move 

horizontally due to plant root uptake and capillary 

forces. Radke and Berry [5] stated that the vertical 

entry of water into the soil is closely related to the 

structure or physical and biological characteristics of 

the soil. Further, other factors that affect water 

infiltration is slope, soil texture, land use, land 

processing, soil water content and soil organic chart. 

The state of the soil surface and the number of soil 

pores will determine the volume of water that can 

enter into the soil [6]. Soil pores that are numerous 

and interlocked into the deeper soil will increase the 

rate of infiltration. Includes pore holes made by 

roots and soil fauna. 
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Fig. 1 Area Flooded at Gunung Pangilun, 

Downstream of Kuranji Watershed. 

 

The rate of infiltration decreases because of the 

changing of soil porosity which blocked by fine 

particles. The fine particles may come from spatter 

or from mud brought by flood. Dense soil surface 

becomes water resist [4, 7]. This study aims to 

examine the quality of soil absorption in the 

downstream Kuranji river basin. 

 

RESEARCH METHODOLOGY  

 

Location and Time of Research 

 

This research was conducted from March to 

April 2018 at the downstream Kuranji watershed in 

Padang City, West Sumatra, Indonesia. Based on the 

geographical position of the study sites are at 

00047'21 "to 00055'57" LS and 100020'31 "to 

100033'54" BT, with a height of 0 up to 1859 above 

sea level. Research location are at Aie Pacah 1, 

Kurao Pagang, Dadok Tunggul Hitam, Aie Pacah 2, 

Gunung Sariek, Ampang, Gunung Pangilun, and 

Korong Gadang (1-8 locations).  

 

Tools and Materials 

 

The tool used in this study is a set of computers 

with ArcView / ArcGIS program, Microsoft Excel, 

Global Positioning System (GPS), infiltrometer. 

Materials used in this study are Digital Elevation 

Model (DEM) data in the form of Triangulated 

Irregular Network (TIN), map of Kuranji watershed 

administration, land use map, soil type map, and 

monthly rainfall data. 

 

Data Collection 

 

The data collected were 1) soil parameters 

(texture, soil structure, soil permeability, and soil 

effectiveness), 2) infiltration capacity measured 

directly in the field using double ring infiltrometer. 

Soil sampling is done purposively (purposive 

sampling), which is based on the consideration of 

spatial distribution and areas that often get flooded 

during the rain at 8 locations. The examples of soil 

taken are examples of intact soils and disturbed soil 

samples. The soil samples were used for the analysis 

of soil physical characteristics (BD / bulk density, 

TRP/total pore space, organic C, permeability, 

texture, etc.), and soil samples were disturbed for 

soil organic C-analysis Infiltration measurements 

were performed at each location of the soil sampling 

point. 

 

Data Calculation and Analysis 

 

1. The soil texture parameters were analyzed by 

using triangle texture to determine the soil 

texture class. 

2. Hydraulic conductivity set by using the Deboodt 

method using Darcy's legal principle. 

3. Establish infiltration capacity using double ring 

infiltrometer, and data are analyzed using 

Horton formula ie F = fc + (fo-fc) e-kt. 

4. Analyze the result of soil physics characteristics 

from laboratory in statistical analysis with 

correlation analysis and Principal Component 

Analysis (PCA) or main component analysis 

with Minitab 17 software. So it can be selected 

main factor most determine infiltration capacity 

at Kuranji downstream basin. 

 

 
Fig. 2 Research Location in the Downstream 

Kuranji Watershed. 

 

RESULT AND DISCUSSION 

 

The main factors of soil physical characteristics that 

affect the infiltration capacity 

 

The results of principal of component analysis 

(PCA) [8] on soil physical characteristics, showed 

that eigenvalue is greater than one ie PC1 (principal 

component1) and PC2 (principal component2). On 

the PC most variable values affect the infiltration 

capacity is greater value on PC1 is bulk density 

(BD) 0.417, clay fraction 0.416. While on PC2 is 

0.445 dust fraction. Based on this selected variable 

hence can be made graph relation between variable 

and infiltration capacity. 
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Table 1 This is the example for table formatting 

 
Eigenvalue        3.9644           1.2777 
Proportion        0.566           0.183 
Cumulative        0.566           0.749 
Variabel PC1 PC2 

BD 0.417 -0.370 

TRP -0.417 0.370 

C Organik 0.056 -0.648 

Permeability -0.349 -0.238 

Sand -0.462 -0.227 

Dust 0.374 0.445 

Clay 0.416 -0.023 

 

Based on PCA result analysis, asimple regression 

relationship between infiltration capacity with soil 

physical characteristics variable and sampling point 

location was made. 

 

The correlation of infiltration capacity to the 

location of flood affected areas 

 

The infiltration capacity with some flood-

affected sites has an exponential relationship (Figure 

2). The closeness of the relationship between the 

infiltration capacity and the location of the flood is 

quite strong with the value of R2 equal to 0.9297. It 

means that flood affected locations affect infiltration 

capacity by 93 percent. This is because the locations 

affected by the flood caused a change in the 

characteristics of soil physical characteristic that 

affect the maximum ability of the soil in the water. 

Floods generally carry a lot of sediment loads of 

very fine sand fractions, dust and clay. The results of 

Huria [9] show that the Batang Kuranji river carries 

the sediment 194,08 mg / l. The sediment material 

comes from forest exploitation, mixed gardens, 

shrubs, and settlements. The sediment material 

carried to the floodplain will affect the physical 

characteristics of the soil, especially the composition 

of the fraction and the pores of the soil in the soil 

layer. 

 

 
Fig. 3 Correlation of infiltration capacity with 

research location in downstream Kuranji 

watershed of Padang. 

 

 
Fig. 4 Correlation of infiltration capacity with 

percentage of clay content in downstream 

Kuranji watershed in Padang. 

 

 
Fig. 5 Correlation of infiltration capacity with 

percentage of dust in downstream Kuranji 

watershed in Padang. 

 

 
Fig. 6 Correlation of cumulative infiltration with 

the research location in the downstream 

watershed in Padang. 

 

 

The correlation of infiltration capacity with clay 

fraction 

 

The highest percentage of clay fraction is found 

in Aie Pacah area, Gunung Sariek and Korong 

Gadang. The clay content of the soil will increase 

the soil micro pore from the micro pores. The 

percentage of this pore affects the movement that 

enters the soil. Based on the results of major 

component analysis (PCA) clay fraction is one of the 

variables that determine the infiltration capacity in 

the lower Kuranji river basin. Based on simple 
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regression analysis of clay correlation with 

infiltration capacity very closely with value R2 = 

0,8306 (Figure 4). This means that 83 percent 

infiltration capacity is influenced by clay fraction. It 

is also stated by Foth [10] that clay-textured soils 

will be dominated by micro pores and unlike sandy 

terraces will be dominated by micro pores. The 

infiltration capacity is not determined by the micro 

pores but is the macro pore. In macro pore the 

infiltration capacity will be greater than slow-

moving micro pores. Soil fraction or soil texture, 

also called soil grain, is one of the most important 

properties of the soil. This is because soil fractions 

are closely related to the movement of water and 

solutes, air, heat movement, weight of soil volume, 

specific surface area, compressibility, etc. [11]. 

 

Correlation of infiltration capacity with dust 

fraction 

 

The correlation between the fraction of dust and 

the infiltration capacity was strongly correlated, with 

the R2 value of 0.8318 (figure 5). This means that 

83% of the infiltration capacity is affected by dust 

fraction. When compared to the size of the dust with 

clay, then illite is smoother than dust so there is a 

difference in relationship between infiltration 

capacity between dust and clay. 

According to Hardjowigeno [12], soil texture 

shows the comparison of grains of sand (2mm-50 μ), 

dust (50-2 μ) and clay (< 2 μ) in the soil. The soil 

texture class is divided into 12 classes, namely: 

sand, sand, sandy clay, clay, dusty clay, dust, clay, 

sandy clay clay, dusty clay clay, sandy clay, dusty 

clay, clay. Based on its size, the soil solid material is 

classified into three particles of sand, dust, and clay. 

Sandy soils are sand > 70%, low porosity (< 40%), 

most of the pore space is large, resulting in good 

aeration of rapid water conductivity, but the ability 

to hold water and low nutrients. The soil is called 

textured clay if the clay content is  > 35%, the 

porosity is relatively high (60%), but most of it is 

small pore, water conductivity is very slow and air 

circulation is substandard [13]. In the sand soil 

texture, the percolation rate will be very fast, in the 

clay soil texture the percolation rate is moderate to 

fast and in the clay texture the rate of percolation 

will be slow [14]. 

 

Cumulative infiltration in frequently  flooded area 

 

Cumulative infiltration at various sampling sites 

showed that the largest cumulative infiltration was 

located at location 1, 5, and 6 (Fig. 6). It means that 

these locations have more ability to absorb water 

than other locations. Areas that have larger 

cumulative infiltration can be used as surface water 

absorption areas. 

The difference in infiltration capacity between 

the sample sites is due to the differences of soil 

physical properties of the soil. Based on the analysis 

of PCA has sort out the variable of soil physics 

properties that are very influential are BV, clay 

fraction and dust fraction. The different of soil 

properties on sampling locations caused by the 

influence of the material cumulative floods (fine 

fractions). This means that the location is often 

inundated gradually so the nature of the soil will 

experience changes, especially the bulk density 

nature of the increasing tendon and reduce the 

movement of water into the soil. According to 

research results Mukhtar et al. [9] and Aprisal et al. 

[15], finds the infiltration rate which tends to fall 

due to the surface which always hit the raindrops 

causing the soil to become slippery and smooth. 

 

CONCLUSIONS 

 

Based on the research, it can be concluded, that; 

1. The main factors affecting the capacity of 

infiltration capacity in flooded areas are bulk 

density, clay fraction, and dust. 

2. The magnitude of infiltration capacity is 

influenced by soil physical properties having 

the first high correlation with clay fraction 

(R2 = 0,83) and dust has negative correlation 

(R2 = - 0,83). 

3. Areas that have high water absorption or 

cumulative rate of infiltration capacity are 

Gunung Sariek, Aie Pacah, Ampang, Kurao 

Pagang, and Dadok Tunggul Hitam. 
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ABSTRACT 

 

Recycled concrete aggregates (RCA) are sourced from construction demolitions. Weaker concrete, however, 

often resulted when using RCA as partial or full replacement of coarse aggregates due to the presence of adhered 

(old) mortar.  Several treatment methods for RCA target this old mortar to completely remove it, or enhance its 

properties, to make RCA suitable for construction use. Three treatment methods were employed in this study: (1) 

sulfuric acid (SA), (2) silica fume impregnation (SF), and (3) the combination of both (SASF). Experimental 

results showed improvement in the physical properties of RCA compared to untreated RCA, however, statistical 

tests showed that these improvements are not significant. SA treatment was found to have a detrimental effect on 

the surface of RCA, which developed a weaker layer of adhered mortar on the RCA surface resulting to a reduction 

in the mechanical strength of the concrete thus, its strength is lower compared to SF-treated RCA concrete. SF 

treatment resulted in improved compressive strength in comparison to untreated RCA concrete, SA-treated RCA 

concrete, and SASF-treated RCA concrete. It was also observed that 50% RCA replacement in all concrete mixes 

with treated RCA resulted to highest obtained compressive strength. 

 

Keywords: Recycled concrete aggregates, RCA treatment, Sulfuric acid, Silica fume, RCA concrete 

 

 

INTRODUCTION 

 

Raw materials used in producing concrete are not 

renewable. Consumption of these raw materials, (e.g. 

sand, gravel, and crushed rock) is at the rate of 10 to 

11 billion tons per year [1]. Disposing of construction 

and demolition wastes brings another environmental 

issue as its disposal requires a lot of space. The total 

amount of waste generated by construction and 

demolition activities in the European Union in 2012 

was 821 million tons, and is expected to increase 

annually [2]. According to [3], 530 million tons of 

construction and demolition debris were generated in 

the United States in 2013. Since construction and 

demolition debris have no reusable components other 

than steel reinforcement, they are often hauled and 

shipped to landfill. 

Over the years, many studies were conducted on 

the use of demolition and construction debris for 

various purposes. Several studies have proposed the 

idea of recycled aggregate concrete (RAC) where 

construction debris and demolition wastes are used as 

full or partial replacement of coarse aggregates in 

concrete. However, the use of RCA in concrete often 

results to a weaker concrete due to high water 

absorption, lower concrete workability, and higher 

drying shrinkage [4]. The strength of RAC with 100% 

RCA results in a 20% to 25% reduction in strength 

compared to normal concrete and requires more 

cement to reach comparable strength [5]. Moreover, 

they showed that cement has to be increased by 6% 

of cement mass for 50% RCA replacement, and 8.3% 

increase for 100% RCA replacement to reach similar 

compressive strength compared to normal concrete. 

Also, the use of RCA brings about workability issue. 

Salesa [6] showed that the workability of RCA 

concrete is reduced due to adhered mortar and higher 

absorption capacity of RCA. 

The use of acid pre-soaking method has been 

aimed toward removing adhered mortars. The study 

[7] used three kinds of acid solution (i.e. hydrochloric 

acid, sulfuric acid and phosphoric acid) to treat RCA. 

Results showed that the properties of RCA improved 

in terms of water absorption, compression, and 

flexural strength. The rate of disintegration of 

adhered mortars depend on the concentration and 

molarity of the acid solution. Based on [8] & [9], the 

change in molarities of acid solution enhanced the 

density, water absorption, and mechanical strength of 

RCA. Akbarnezhad [7], employed various treatment 

methods for RCA like mechanical, heating, 

microwave, and acid-soaking treatment and showed 

that the quality of RCA depends on the quantity of the 

adhered mortars on its surface. Additionally, they 

showed that acid-soaking treatment method removed 

more adhered mortars than other treatment 

approaches. Furthermore, [7] showed that for RCA 

treated with weaker acid reduces water absorption 

significantly and improved mechanical properties. 

Kim [10] combined sulfuric (weak) acid treatment 
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with abrasion in treating RCA and demonstrated 

improved qualities. 

Concrete is prone to acid attack, and aggregates 

react negatively to silica, thus, researchers devised an 

alternative to treat RCA through silica impregnation. 

Katz [11] investigated the use of impregnation of 

silica fume by soaking RCA for 24 hours in silica 

fume solution. Results showed that silica fume 

treatment resulted in an increase of 23 to 33%, and 

15%, in the compressive strength at ages 7 and 28 

days, respectively. Cakir [12] showed that water 

absorption of concrete with RCA treated with silica 

fume decreased significantly especially at latter ages. 

This effect is more significant in concrete with RCA 

using higher amount of silica fume. However, 

compressive strength decreased with an increase in 

the silica fume content in RCA treatment. Huoth [13] 

used 100% RCA replacement treated with varying 

silica fume content of 5%, 10% and 15% and showed 

comparable compressive strength results of RAC to 

conventional concrete.  

This study explored three treatment methods for 

RCA, namely; weak acid (sulfuric acid) treatment, 

condensed silica fume impregnation, and the 

combination of both. Moreover, the study 

investigated the influence of these methods to 

physical properties, in terms of water absorption, bulk 

density, and abrasion resistance, and microstructure 

of RCA. Scanning electron microscopy (SEM) was 

employed to explore the microstructure. 

Additionally, the investigation was further extended 

to compressive strength of concrete with untreated 

and treated RCA, and varying amounts of treated 

RCA. 

 

MATERIALS AND METHODS 

 

Sourcing and Preparation of RCA 

 

RCA used in this study was obtained from 

demolished concrete pavements, which was mainly 

composed of cement mortar and aggregates. 

Demolished concrete pavement was then crushed to a 

maximum nominal size of 50 mm. The crushed 

recycled concrete was then graded using sieve in 

accordance to ASTM C136 [14]. Natural coarse and 

fine aggregates were used for the control concrete 

mix, while parts of coarse aggregates were replaced 

by RCA, by volume, in non-control concrete mixes.  

 

Treatment of RCA 

 

RCA were treated prior to testing of its physical 

and, strength properties after it has been incorporated 

in concrete. In this study, the three methods of 

treatment used were weak acid treatment using 

sulfuric acid (SA-treatment), condensed silica fume 

impregnation treatment (SF-treatment), and the 

combination of these two treatments (SA-SF 

treatment).  

 

Weak Acid Treatment using Sulfuric Acid (SA-

treatment) 

 

This method of acid treatment was adapted from 

[7]. The recycled concrete aggregates were soaked in 

0.5 molarity of sulfuric acid solution for 24 hours. 

The RCA in the acid bath was shaken occasionally to 

ensure efficient removal of bond between adhered 

mortar and aggregate. After soaking, RCA was 

washed to remove acidic solvents. A final soaking in 

water for 24 hours was done to ensure that no residue 

from acid solvents remains on the aggregates. 

 

Condensed Silica Fume Impregnation Treatment 

(SF-treatment) 

 

This method was adapted from [11], with little 

modification, as condensed silica fume was used 

instead of raw silica fume. To create a silica fume 

solution, 1 kg of condensed silica was mixed with 10 

liters of water. RCA was then soaked in this solution 

for 24 hours for silica fume impregnation to occur. 

After soaking, the treated RCA was air-dried. 

 

Combined Treatment Method (SA-SF treatment) 

 

Combined treatment involved repetition of 

procedure for acid-soaking sulfuric acid treatment 

followed by repetition of silica fume impregnation 

method. 

 

Physical and Microstructure Characterization of 

RCA 

 

Several tests were conducted enable to compare 

the physical properties and microstructure of treated 

and untreated RCA. These tests are relative density 

(specific gravity) and water absorption as per ASTM 

C127 [15], abrasion loss as per ASTM C131 [16], 

bulk density as per ASTM C29 [17], and surface 

microstructure using Scanning Electron Microscope 

as per ASTM C295 [18]. 

 

Concrete Mix Design and Proportions 

 

Mix design proportions are shown in Table 1. 

Due to scarcity of Portland cement locally, this study 

used Type 1P cement for all concrete samples. The 

proportions used in the design mix was based on ACI 

211.1 design mix procedure adopting a water to 

cement (w/c) ratio of 0.45 for all mixes. Concrete 

samples were made with 100%, 75%, 50% and 25% 

replacement of RCA by volume of coarse aggregates. 

 

Compression Tests of Concrete with RCA 
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All concrete specimens were made in accordance 

with ASTM C192 [19]. Concrete cylinder sample of 

size 100mm x 200mm was used. For each mix type, 

8 samples were prepared, and cured in water for 7 and 

28 days. Compressive strength tests were conducted 

as per ASTM C39 [20]. 

 

RESULTS AND DISCUSSIONS 

 

Physical Properties of Untreated and Treated 

RCA 

 

Bulk Density, Specific Gravity, Water Absorption and 

Abrasion Loss 

 

Table 2 summarizes the average values both 

untreated and treated RCA. Bulk density and specific 

gravity increased for all treated RCA. Water 

absorption and abrasion loss decreased for treated 

RCA. Combined treatment (SASF), however, 

exhibited an increase in water absorption compared to 

untreated RCAs. Except for bulk density, statistical t-

tests showed that changes in physical properties of 

treated RCA compared to untreated RCA were not 

significant. 

 

Surface Microstructure of RCA 

 

Scanning electron microscope (SEM) of 

untreated RCA (Fig. 2a) showed noticeable porous 

surface and covered with different impurities and 

loose crumbs of cement paste. This impurities and 

loose crumbs of cement paste can be observed better 

with higher magnification (x7500) in Figure 3a. 

These observations were consistent with the study of 

[8] & [7]. SEM of SA-treated RCA shown in Figure 

2b exhibited smaller pores and less jagged surface, 

represented by dark spots and craggy formations. 

Both SF-treated RCA and SASF treated RCA 

(Figures 2c and 2d) exhibited smoother, less porous 

and jagged surface. 

The surface of the SF-treated, and SASF-treated 

RCAs are shown in Figures 2c, and 2d, respectively. 

Images showed that the porosity of RCA was reduced 

significantly compared to untreated RCA and SA-

treated RCA. The surface of SF-treated RCA 

compared to SASF-treated RCA appeared with much 

larger irregular crags. Contrary to the effects of 

sulfuric acid, which alters the surface topography of 

RCA, silica fume coats the surface resulting to 

smoother and less cragged surface.  

SEM of treated and untreated RCAs with 7500x 

magnification are shown in Figure 3. Untreated RCA 

(Fig. 3a) displayed a rougher surface compared to that 

of SA-treated RCA (Fig. 3b) with smoother 

crystalline-like structure. However, the surface 

structure of the SA-treated RCA appeared more 

disconnected, with broken strand formations and 

particles around the sample. In Figures 3c and 3d, it 

can be observed that small particles were present 

which were not observed in Fig 3a and 3b. This can 

be attributed to the presence of micro silica that clings 

to micro-surfaces around the RCA, thus filling voids 

along the surface of the RCA. 

Figure 1 shows a cross-sectional image of SA-

treated RCA. It can be inferred from this image that 

acid treatment created a layer of weakened mortar on 

the RCA, implying that farther exposure to acid may 

result to complete removal of this layer. Incomplete 

removal, on the other hand, resulted to a weaker 

aggregate mortar interface which leads to weaker 

mechanical strength. 

 

Compressive Strength of Concrete with RCA 

 

Except for concrete with 100% of coarse 

aggregates replaced by treated RCA, all other RCA 

replacement have higher compressive strength than 

that of concrete with untreated RCA. This was 

observed in both 7-day and 28-day, as seen in Fig. 4 

and 5. 

 

Comparison between concrete with RCA under 

different treatment method 

  

For 7-day compressive strength, concrete 

samples with SA-treated RCA and SF-treated gained 

the higher strength for coarse aggregate replacement 

of 25% and 50% compared to concrete with SASF-

treated RCA. Coarse aggregate replacement higher 

than 50% (i.e. 75% and 100%) showed varying 

results but samples with SF-treated RCA consistently 

got the highest or next to highest compressive 

strength. 

Concrete with SF-treated RCA also gained the 

highest for 28-day compressive strength consistently 

for all. Concrete with SASF-treated RCA had the 

lowest strength except for mix with 75% RCA 

replacement. 

Comparison between concrete with SA-treated 

RCA and with SF-treated RCA revealed that SF-

treated RCA concrete had higher mechanical strength 

for both 7-day and 28-day strength. SASA-treated 

RCA concrete performed better than SA-treated RCA 

concrete in 7-day strength but not in 28-day strength. 

 
Fig. 1 Cross-sectional surface microstructure of SA-

treated RCA 
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Table 1. Mix Design for 1m3 concrete volume  

Type of Mix 
Cement 

(kg) 

Fine Aggregates 

(kg) 
Water (kg) 

Coarse 

aggregates (kg) 

RCA 

(kg) 

U-RCA 376 948 169 0 948 

25SF 376 870 169 1167 258 

50SF 376 870 169 779 515 

75SF 376 870 169 389 773 

100SF 376 870 169 0 1030 

25SA 376 880 169 1168 255 

50SA 376 880 169 779 510 

75SA 376 880 169 389 765 

100SA 376 880 169 0 1020 

25SASF 376 877 169 1171 256 

50SASF 376 877 169 781 512 

75SASF 376 877 169 390 767 

100SASF 376 877 169 0 1023 

 

 

Table 2. Average physical properties of untreated and treated RCAs 

RCA Physical Properties Untreated SF-treated SA-treated SASF-treated 

Bulk density (kg/m3) 1142 1223 1229 1234 

Specific gravity (SSD) 2.31 2.41 2.37 2.33 

Water absorption (%) 7.7 6.6 7.0 9.6 

Abrasion loss (%) 29 27 27 27 

  

Effects of varying amounts of RCA replacement  

 

For 7-day compressive strength, an increase was 

observed for SA-treated RCA concrete for 25% and 

50% replacement while SF-treated RCA concrete did 

not exhibit any strength increase until replacement 

reached 75%. Concrete with SASF-treated RCA 

exhibited rising strength pattern from 25% to 75% 

RCA replacement then drop at 100% replacement. 

SA-treated RCA concrete and SF-treated RCA 

concrete exhibited a decrease in strength for more 

than 50% RCA replacement. 

 

 
 

Fig. 2 Surface microstructure of treated and untreated 

RCA at 750x magnification (a: Untreated RCA, b: SA-

treated, c: SF-treated, d: SASF treated) 

 

Compressive strength for 28-day showed more 

consistency with respect to trend in strength gain and  

loss (Fig. 4 & 5) than 7-day. SA-treated RCA 

concrete, and SF-treated RCA concrete, both showed 

increasing strength from 25% to 50% RCA 

replacement then followed by decrease in strength for 

75% up to 100% RCA replacement. For SASF-

treated concrete, however, the strength increase was 

observed up to 75% RCA replacement then decrease 

thereafter. This observation was similar to that of 

SASF-treated concrete for 7-day strength. 

 

 

 
 

Fig. 3 Surface microstructure of treated and untreated 

RCA at 7500x magnification (a: Untreated RCA, b: 

SA-treated, c: SF-treated, d: SASF treated) 
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Fig. 4. 7-day compressive strength of concrete with 

treated and untreated RCA 

 

CONCLUSIONS  
 

There is a slight improvement on the physical 

properties, such as bulk density, water absorption, 

abrasion loss and specific gravity, of RCA treated by 

sulfuric acid (SA), silica fume impregnation (SF), and 

the combination of both (SASF). However, statistical 

t-test showed that these improvements were not 

significant. 

The microstructure surface of SA-treated RCA 

was cleaner and free from loose particles compared to 

the untreated RCA. However, the remaining adhered 

mortar on RCA that the sulfuric acid failed to 

penetrate became weak and affected the mechanical 

strength of concrete with SA-treated RCA. Thus, 

compared to SF-treated RCA concrete, SA-treated 

RCA concrete had lower mechanical strength. 

The microstructure surface of the SF-RCA tends 

to be smoother than the untreated RCA and SA-

treated RCA validating the claim that silica fume 

particles occupy void spaces of RCA resulting to 

smoothening of the rough microstructure surface of 

RCA. 

Treated RCA produced concrete with higher 

compressive strength compared to concrete with 

untreated RCA. Combination of SA and SF 

treatments do not result in better strength compared 

to concrete with RCA employing separate treatment. 

While increase in percentage replacement 

decreases compressive strength of RCA concrete, it 

was observed that with treated RCA, the decrease in 

strength occurred at replacements higher than 50%. 

Based on results, SF-treatment is the more effective 

method of treating RCA. 
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ABSTRACT 

 

The motorcycle is becoming popular in the present days because of their swiftness and conveniences in the 

crowded cities. It is considered the most popular choice in various aspects of transportation in the urban area. When 

starting and accelerating the engine, it has been found that there was a vibration throughout all parts of the 

motorcycle. If the driver perceives more vibration, he will feel more uncomfortable. Consequently, the researcher 

conducted a study of the vibration signal sent through four core points which are the contacts between driver or 

rider and the motorcycle body including motorcycle left hand, seat, left front footrest, and left rear footrest. The 

specimen motorcycle in this research is Honda Wave 100s model. The comparison results have been performed 

by using two parameters of averaged peak and averaged energy of the vibrational signal. The results reveal that 

the left front footrest has the highest vibration level in both parameters, while the seat has the lowest vibration 

level. All in all, it can be concluded that the mechanical structure of the motorcycle must be developed by 

considering the engine’s vibration sent through all parts especially the position of front footrest which has the 

highest impact in order to increase the driver’s comfort. 
 

Keywords: Engine vibration, Vibration signal, Averaged peak of vibration signal, Averaged energy of vibration 

signal             
 

 

INTRODUCTION 

 

Nowadays, motorcycles play an important role in 

the transportation in the modern and crowed towns 

especially in the capital cities. Their swiftness and 

economical cost make a number of people turn to use 

them more and more. One of the reasons to choose a 

motorcycle of motorcyclist and stackers is its 

convenience. The feelings of users to the motorcycle 

seat, hands, and footrests are significant factors that 

cannot be ignored. These interface positions are 

affected from the vibrations of its engine and adjacent 

environments [1, 2].  

Motorcycle vibration mainly occurs when the 

engine starts. The acceleration of the engine 

reinforces the additional vibration to the motorcycle 

body. The analysis of the vibration signal has been 

developed for years in many fields of studies. 

Distinguishing signal components and its major 

attributions can be accurately accomplished. 

Therefore, the concept of signal analysis technique is 

applied to analyze the vibration of motorcycle at 

various positions in this paper [3, 4]. 

In the experiments, the HONDA WAVE 100s is 

selected as an instance because of its popularity in 

Thailand. The positions of left hand, seat cushion, left 

front footrest, and left rear footrest are the four targets 

to measure the vibration transmitted from its engine. 

The engine is set to run at five different speeds of 

2,000 rpm, 2,500 rpm, 3,000 rpm, 3,500 rpm and 

4,000 rpm. The measurement of vibration signals has 

been using an accelerometer passing through its 

corresponding base station. Subsequently, the 

measured signals are analyzed using some selected 

signal processing techniques. Two main parameters 

of averaged peak and averaged energy of the 

vibrational signal are calculated and discussed 

afterward. 

 

BACKGROUND  
 

This section introduces some basic related 

information of engine vibration, and corresponding 

parameters used to indicate the condition of the 

machine. 

 

Engine Vibration 

 

Vibration is the phenomenon of moving back and 

forth of an object under force. The engine vibrations 

are an integral sum of every mechanically moving 

component on the motorcycle body [5-7]. These 

vibrations in motorcycle engines are a result of 

periodic and aperiodic oscillations caused about an 
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equilibrium point. These things are not wanted; 

however, it cannot be avoided. Therefore, the 

appropriate thing to do is to limit the size of these 

vibrations. The core amplitudes and frequencies of 

the vibration signals should be adequately and 

properly analyzed.  

 

Averaged Power of Vibration Signal 

 

The power of signal is defined as the amount of 

energy consumed per unit time. The signal attribute is 

very meaningful to present the energy of the signal in 

a period of time. The energy of the engine-running 

vibration signal often goes to infinity; in other words, 

it can be assumed to be not-squarely-summable as 

long as the engine does not stop running. The 

calculation of power of signal is defined by using the 

sum of square of the signal samples [8, 9]. 

Mathematically, the averaged power of an aperiodic 

sequence x[n] is defined as the following equation. 

 

𝑃𝑥 =  lim
𝐾→∞

1

2𝐾+1
∑ |𝑥[𝑛]|2𝐾

𝑛=−𝐾 ,                        (1) 

 

where K is the sequence half length which 

extends its limit of number of samples to infinity. 

 

Averaged Peak of Vibration Signal  

 

In addition to the power of engine vibration signal 

is described in the previous section. The averaged 

peak of signal is defined as the averaging amount 

calculated from a number of peak values of periodic 

or semi-periodic signals existing in a unit of time.   

Since the engine vibration is characterized as semi-

periodic signal as depicted in Fig.1, the averaged peak 

of signal is selected in this study. This attribute is 

calculated to compare with power of engine vibration 

signal for all experimental conditions. 

 

 

 

 

 

       
 

 

 

 

 

 

Fig. 1 An example of motorcycle engine vibration 

signal with semi-periodic waveform. 
 

 

EXPERIMENTAL PROCEDURE 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Experimental Procedure. 

 

The experimental procedure has been conducted 

as depicted in Fig.2. The database of motorcycle 

vibrations at various positions are implemented. 

Subsequently, the distinction of motorcycle 

vibrations at all four points is conducted. Thereafter, 

the extraction of vibration’s attributes of averaged 

power of vibration signal and averaged peak of 

vibration signal as mentioned in the previous section 

has been performed. An analysis of these vibration’s 

attributes has been done comparatively. Finally the 

conclusions has been summarized. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3 Experimental allocation of accelerometers 

over the specimen motorcycle; (1) left hand, 

(2) seat, (3) left front footrest, and (4) left 

rear footrest. 
The specimen motorcycle in the experiment is 
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Honda Wave 100s model. The accelerometers are 

attached at four core points which are the contact 

points between driver or rider and the motorcycle 

body including motorcycle left hand, seat, left front 

footrest, and left rear footrest as depicted in Fig.3. 

These engine vibration signals are measured in the 

form of acceleration by these accelerometers and 

recorded by the G-link microstrain serial base station 

through a host computer. The vibration signal is in the 

form of an approximate periodic sequence which is 

assumed to be a power signal with a finite average 

power [9-11]. Therefore, this equation has been 

adapted with a specific length recorded in 10 iteration 

samples for all five various levels of engine speeds of 

2,000, 2,500, 3,000, 3,500, and 4,000 rpm, 

respectively. The duration of each sample lasts 10 

seconds at the sampling rate of 2,048 Hz. 

From the measured values of vibration signals, the 

root sum square of the accelerations of all three 

directions is calculated. The equally-divided sections 

of the root sum square values are therefore provided 

for all experiments. Subsequently, the extraction of 

vibration’s attributes of averaged power of vibration 

signal and averaged peak of vibration signal as 

mentioned earlier has been performed. 

 

EXPERIMENTAL RESULTS 

 

In the preliminary stage, the experimental results 

of the values of vibration signals is obtained from the 

accelerometer measurement. A number of portions of 

motorcycle engine vibration signals at its left hand 

with the engine speed of 2,000 rpm are presented in 

Fig.4. All experimental graphs insist the semi-

periodicity which reflects from the working periodic 

cycle of ignition inside the engine and the 

corresponding effects of surrounding environments.  

From these values of vibration signals, the 

vibration’s attributes of averaged power of vibration 

signal and averaged peak of vibration signal are 

extracted and plotted in comparative way with 

different engine speeds as depicted in Figs. 5 and 6.  

It can be seen from Figs. 5 and 6 that when the 

engine speed is increased, the averaged power of 

vibration signal and averaged peak of vibration signal 

are in upward trends for nearly most of the positions 

of the accelerometers. When comparing among the 

positions, both of the vibration’s attributes of the seat 

are mostly lowest, meanwhile those of the left front 

footrest are at the highest levels. Moreover, at the 

high engine speeds from 3000-4000 rpm, the second 

highest is of that of left rear footrest, subsequently, 

the third highest is of that of left hand. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4 Some examples of motorcycle engine 

vibration signals at left hand with the engine 

speed of 2,000 rpm. 
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Fig. 5 Comparison of averaged peak of vibration 

signal for four core contacting points 

including motorcycle left hand, seat, left 

front footrest, and left rear footrest at five 

different engine speeds from 2000-4000 

rpm. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6 Comparison of averaged power of vibration 

signal for four core contacting points 

including motorcycle left hand, seat, left 

front footrest, and left rear footrest at five 

different engine speeds from 2000-4000 

rpm. 

 

As for at the lower engine speeds from 2000-2500 

rpm, the lowest is of that of left rear footrest, then the 

second lowest is of that of seat. It was obviously 

observed that both of the attributes of left front foot 

are at the highest levels. The core reason is that this 

position is closest to the motorcycle engine. The 

vibration is sent directly through the body structure of 

motorcycle with the shortest distance. On the other 

hand, the attributes of the seat position are mostly 

minimal. A concrete reason is that it is in furthest 

distance from the engine. Moreover, a supporting 

reason is that the sponge stuffed within the seat serves 

as a vibration absorber. 

 

CONCLUSIONS 

 

This paper has studied the vibration of a 

motorcycle at four different parts where the driver or 

rider exposes to the motorcycle. This vibration has 

been transferred from the working engine and all 

surrounding environments. In this experiment, a 

study of the vibration signal sent through four core 

points has been performed. These points are the 

contacts between driver or rider and the body of the 

specimen motorcycle body including motorcycle left 

hand, seat, left front footrest, and left rear footrest. 
The selected motorcycle which is used in this 

experiment is Honda Wave 100s model. Calculation 

of two parameters of averaged peak and averaged 

energy of the vibrational signal has been conducted in 

a comparison way. The experimental results showed 

that when the engine speed is increased, the averaged 

power of vibration signal and averaged peak of 

vibration signal are in upward trends for nearly most 

of the positions of the accelerometers. By comparing 

among all positions, both of the attributes of the seat 

are mostly in the lowest levels, meanwhile those of 

the left front footrest are at the highest levels. In 

conclusion, it is obviously summarized that the 

mechanical structure of the motorcycle should be 

developed by considering the engine’s vibration sent 

through all parts in order to improve the comfort for 

the driver and rider. 
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ABSTRACT 

 
In the present days, diesel engines are mainly used in the transportation and the logistic systems. Hydrogen is 

used as an alternative energy in diesel engine called hydrogen-diesel dual fuel for saving diesel fuel and protecting 
environment. Hydrogen adding affects diesel engine vibration and car seat vibration. This article presents the effect 
of hydrogen flow rate on the spectrum of the vibration of the engine support. The four stroke single cylinder diesel 
engine is tested with hydrogen-diesel dual fuel by varying hydrogen flow rate. The vibration of the engine support 
is measured at two constant speeds with three different loads. The fast Fourier transform of the engine support 
vibration are calculated to analyze the vibration signals at the resonance frequency of the car seat vibration. The 
fast Fourier transform spectrums in the experimental results show that the average peak acceleration of the first 
three engine frequencies around 0 to 70 Hz tend to decrease by adding the hydrogen flow rate. The engine support 
vibration and the car seat vibration at this frequency range can be reduced by adding the hydrogen flowrate.   
 
Keywords: Hydrogen-diesel dual fuel, Fast Fourier transform, Frequency analysis, Vibration 
 
 
INTRODUCTION 

 
Diesel engines are nowadays widely used in 

vehicles and stationary applications. Manny 
researchers study effect of hydrogen addition on 
diesel engine performance and pollution [1-5]. 
Hydrogen is sustainable, renewable, and carbon free 
and can be produced from various procedures such as 
water electrolysis, steam reforming, and 
dehydrogenation of organic chemical hydrides. 
Carbon and hydrocarbon emission can be reduced by 
adding hydrogen in a diesel engine. For the thermal 
efficiency, hydrogen-diesel dual fuel operation shows 
higher thermal efficiency than a conventional diesel 
operation at condition of relatively high engine load 
[6]. Adding of hydrogen affects cylinder pressure, 
noise, and also vibration of a diesel engine. Nguyen 
and Mikami [7] studied the effect of hydrogen 
addition to intake air on combustion noise. The results 
showed that the combustion noise at late diesel fuel 
injection greatly decreased by hydrogen addition of 
10 vol% while the mean effective pressure was 
almost the same with or without hydrogen addition. 
Uludamar et al. [8] reported that the Hydroxyl (the 
mixture of hydrogen and oxygen gases) addition with 
diesel-biodiesel blends decrease the engine vibration.    

Engine block vibration is produced by the 
cylinder pressure. Pressure force pushes a piston and 
transmits through connecting rod, crankshaft, engine 
support and other components. For four stroke diesel 
engine, diesel oil is injected and fires one time per two 
revolutions of the crankshaft. The first main harmonic 
frequency of an engine with i cylinders can be 

computed from  
 

N 120 /f i= ,            (1) 
 
where N is the engine speed in RPM and f is the 

first main harmonic frequency in Hz [9].  Frequency 
analysis are mainly used to analyze an engine 
vibration and acoustic emission such as root mean 
square value (RMS), fast Fourier transform (FFT), 
power spectrum density (PSD), and short-time 
Fourier transform (STFT) [10-13]. The FFT shows an 
amplitude of an engine vibration at any frequencies 
and PSD is the power of FFT. The STFT is used to 
analyze transient vibration signals such as valve 
impact, injector-pulses, and prompt initial knock 
detection. Taghizadeh-Alisaraei et al. [14-16] used 
FFT and STFT to analyze the vibration of the 
compression ignition engine (CI) with biodiesel-
diesel fuel blends and ethanol-diesel fuel blends.  For 
biodiesel-diesel fuel blends, the results showed that 
D100 and B80 had lowest vibration and STFT can be 
used for the real-time knock detection and injection 
control. In addition, the FFT, and STFT are used in 
engine noise and vibration analysis [17-19]. 

Engine support vibration can be separated into the 
responses of excitation force and torque. The force at 
the engine support has two components in 
longitudinal and lateral direction of the piston travel. 
The vibration at an engine support transmits 
throughout the other car components and finally reach 
to car seats. The vertical and horizontal vibration of 
the car seats causes of driver and passengers 
discomfort with low resonance frequencies [20-21].  
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Qiu and Griffin [22] reported that the resonance 
frequencies of the fore-aft vibration of the seat pan 
and the backrest are below 50 Hz. 

In this study, the engine support vibration of the 
hydrogen-diesel dual fuel engine with the variation of 
hydrogen flow rate injected into the engine intake 
port are investigated and discussed at two constant 
speeds with three different loads. The FFT is used to 
analyze the vibration signals. The obtained results 
will be beneficial for vibration diagnostics of 
hydrogen-diesel dual fuel engines. 

 
 

MATERIALS AND METHOD 
 

Test engine and vibration measurement 
 
The horizontal single cylinder Kubota RT100 

Plus direct injection diesel engine as shown in Fig.1 
is used in this study. The piston moves along x 
direction with the connecting rod and the crankshaft 
move on x-z plane. The engine is supported by four 
springs. The specifications of the engine are listed in 
Table 1.  
 
Table 1 Engine specification  

 
Model Kubota RT100 plus 
Number of 
cylinder 

1 

Bore × stroke 88 mm × 90 mm 
Cycle 4-stroke, water cooled 
Compression ratio 18:1 
Maximum power 7.4 kW at 2,400 rpm 
Maximum torque 33.4 Nm at 1,600 rpm 
Injection timing Variable; 20 to 45 degrees 

BTDC 
 

 

 
Fig. 1 Test engine and accelerometer installations 
at engine support (front view). 
 

Five G-Link wireless triaxial accelerometers are 
installed at the bottom of the engine support using hot 
glue as shown in Figs. 1 and 2. 

The engine support acceleration data are stored 
in on-board flash memory of G-Link accelerometer 
with sampling rate of 2,048 samples per second and 
are transferred to computer after the tests are 
completed. G-Link accelerometers are controlled by 
Node Commander software through WADA base 
station. The accelerometer specification are listed in 
Table 2. 

 

 
 
Fig. 2 Accelerometer installations at engine 
support (bottom view). 
 
Table 2 Accelerometer specification 

 
Instrumentation Characteristics 
G-Link Sample rate: 2,048 

samples per channel per 
second 
Measuring acceleration: 
X, Y and Z axes 
Range: ±2 g or ±10 g 
On-board flash memory: 
2 MB 

WADA base 
station 

Power: USB 
Frequency: 2.405 GHz 
to 2.480 GHz 

 
 Experimental test program 

 
The hydrogen-diesel dual fuel is use in this study. 

Hydrogen is injected through the flow meter and 
mixes with air at the manifold with pressure at 1 bar. 
Hydrogen-air mixture flow into the cylinder during 
the intake stroke and the main diesel fuel is injected 
before the piston reaching to TDC during the 
compression stroke. The hydrogen volume flow rate 
is varied at five levels of 0, 5, 10, 15 and 20 lpm with 
the engine speed (N) and the engine load (T) are 
shown in Table 3. The controlled engine loads are in 
percentages of the maximum engine torque as 
described in Table 1. The engine has been set to reach 
a steady state prior to collecting all data. The engine 
base accelerations are acquired 100,000 data with 
sampling rate 2,048 samples per second. 
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Fig. 3 0 to 70 Hz spectrum of the total acceleration at position 5; N = 1,600 rpm, T = 25%. 

 
Fig. 4 0 to 70 Hz spectrum of the total acceleration at position 5; N = 2,000 rpm, T = 25%. 
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Table 3 Engine parameter 
 

Test program N (rpm) T (%) 
1 1,600 15 
2 1,600 25 
3 2,000 25 
4 2,000 50 

 
All data are saved in cvs file format. After using 

FFT, the vibration signals in frequency domain can be 
analyzed in the frequency range from 0 to 1,024 Hz. 
However, for the engine support vibration, this 
frequency range can be used. 

 
RESULT AND DISCUSSION  

 
For four stroke single piston diesel engine, the 

engine vibration is generated by the combustion of 
the mixture vapor one time per two revolutions .The 
engine frequency f in Hz can be calculated from 

N / (120)f =  and the harmonic frequencies are 
n f×  where n are 1, 2, 3, 4, etc .The four stroke 
engine with speed of 1600 rpm has the engine 
frequencies of 13.33, 26.67, 53.33 Hz, etc .For the 
engine speed of 2,000 rpm, the engine frequencies are 
16.67, 33.33, 66.67 Hz, etc.  

Frequency analysis is used to analyze the 
vibration data from the accelerometers. Figures 3 to 4 
show the FFT of the total acceleration of the engine 
support at position 5 with the engine speed of 1,600 
and 2,000 rpm at 25% engine load. The total 
acceleration can be computed from  

 
2 2 2
x y za a a a= + +  ,           (2) 

 
where ax, ay, and az are the acceleration in x, y, 

and z axes. 
The first three dominant engine frequencies 

around 0 to 70 Hz affect resonance frequencies of the 
car seat and cause discomfort of driver and 
passengers. The average amplitude of the first three 
engine frequencies around 0 to 70 Hz is define as the 
average peak acceleration (APA) and can be 
computed from  

 
APA = (APAf1 + APAf2 + APAf3)/3,       (3) 
 
where APAf1, APAf2, and APAf3 are the 

amplitudes at the first, the second, and the third 
harmonic frequency of the engine vibration.  

Figs. 5 and 6 show that the APA tend to reduce by 
increasing the hydrogen flow rate. In addition, there 
are other frequencies generated by other components 
occur around 0 to 70 Hz. However, the present study 
interests to discuss only the effect of added hydrogen 
on the vibration amplitude at the engine frequencies 

because the engine is the vibration source and added 
hydrogen directly affects the engine vibration. For the 
APA at positions 1 to 4, the results similar to the APA 
at position 5. 

 

 
Fig. 5 Average peak of the total acceleration of the 
first three engine frequencies; N = 1,600 rpm. 
 
 

 
Fig. 6 Average peak of the total acceleration of the 
first three engine frequencies; N = 2,000 rpm. 
 
CONCLUSION  
 

This paper present a frequency analysis of engine 
support vibration, the hydrogen-diesel dual fuel 
engine is tested by varying hydrogen flow rate. The 
vibration of the engine support is measured at two 
different speeds and three different loads.  

The FFT is used to analyze the signals of the 
engine support vibration at the resonance frequencies 
of the car seat vibration. From the FFT spectrum, the 
added hydrogen flow rate reduces the average peak 
acceleration of the first three engine frequency around 
0 to 70 Hz. For this frequency range, the engine 
support vibration and the car seat vibration can be 
reduced by increasing the hydrogen flow rate.   
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ABSTRACT 

Typhoon Haiyan, in 2013, caused massive destruction central Visayan region in the Philippines. Failure 

(collapsed) of non-engineered masonry walls were the most common failure experienced by residential structures 

in the area. This exposed the high vulnerability of non-engineered masonry walls of residential structures in rural 

areas, against extreme events. Existing building codes for large reinforced concrete frame structures had performed 

well, however, the masonry walls of low-rise structures along coastal areas have high vulnerability to out-of-plane 

failures due to poor construction methodology and insufficient design considerations. On-site survey along the 

coastal barangays of Tacloban City was conducted to determine the method of construction and design 

consideration for masonry walls. The structural investigation utilized finite element modelling (elastic) and yield 

line method (plastic). The estimated maximum pressure capacity using yield line method for the non-engineered 

masonry walls and National Structural Code of the Philippines (NSCP 2015)/ACI 530-02 compliant design was 

found to be inadequate. Thus, improved design was proposed and assessed against similar loads with consideration 

about the cost and suitability for the local worker’s skills and techniques. Improvements in design includes 

modification in spacing and size of steel reinforcements, increased in concrete hollow block thickness, and 

modification on masonry wall dimensions. Based on the analytical results, it is concluded that the maximum 

pressure capacity of the improved masonry design increased significantly by 2 to 3 times compared to the current 

non-engineered masonry design. The new standard design could be used for new construction with potential 

disaster risk reduction against out-of-plane collapse. 

Keywords Storm surge, typhoon Haiyan, out-of-plane failure, masonry walls 

INTRODUCTION 

     Super Typhoon Haiyan made landfall on the 7th 

day of November, 2013 with estimated wind speeds 

up to 314km/hr. in the Philippines and then five other 

areas, including southern China and Vietnam. 

However, the Philippines was one of the worst 

affected. The typhoon caused excessive rainfall, 

landslides and flash floods throughout the region that 

caused casualties. The main cause of death is due to 

drowning, mainly caused by extreme storm surge. 

Storm surge is caused by irregular rise of ocean water 

caused by tropical cyclones.  Rise in sea water level 

is caused by high winds that push on the ocean’s 

surface and the low pressure at the center of a storm 

system [1].  

     The aftermath of the typhoon has recorded more 

than 6,300 deaths, 28,688 injured and 1,062 are still 

missing. [2]. Based on NDRRMC records, it is ranked 

No.1 among the top 10 worst typhoons in terms of 

damage to properties amounting to Php 93B 

(infrastructure, production, social and cross-sectoral) 

[2]. Several structures had been severely damaged in 

the path of Typhoon Haiyan more particularly to the 

non-engineered structures in coastal areas in 

Tacloban City, Leyte. Structures had collapsed due to 

strong winds, and extreme storm surge resulting to 

injuries and casualties. Most of this structures are not 

designed to resist lateral forces caused by storm 

surges. Non-engineered masonry walls are vulnerable 

to out-of-plane failure since they are not designed to 

carry lateral pressure. This type of structural failure 

can lead to major injuries and even death to the 

occupants. This natural catastrophic event motivated 

the researcher to investigate the safety of the masonry 

walls. An on-site survey was conducted to identified 

the current construction method of the masonry walls 

of low-rise residential/commercial structures along 

the coastal barangays. Tacloban City was chosen for 

several reasons. First, it has the most number of 

damaged houses and number of casualties after the 

typhoon. Second, there was a lack of measures for 

risk reduction for coastal structures in Tacloban City. 

Third, the strength of Typhoon Haiyan exceeded the 

scale of estimations of storm surge and hazard zones 

and left tremendous devastation behind. 

     The survey objectives were to identify the method 

of construction, material used, and the design process 
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Figure 1: (a) On-site survey areas in coastal barangays 

in Tacloban City, (b) Percentage of totally/partially 

damaged houses. 

Figure 2: (a)Percentage of houses per designer, (b) 

Percentage of totally/partially damaged houses after 

Typhoon Haiyan (2013). 

Figure 3: Number of houses within/beyond the No 

Build Zone in the coastal areas of Tacloban City. 

(survey conducted March, 2018) 

of the non-engineered masonry walls in order to 

understand the coastal damage condition and future 

risk assessments. Structural investigation was 

performed using finite element modelling and yield 

line method. A standard design for masonry walls was 

established. 

INTERVIEW SURVEY 

      Based on the damage assessment of Tacloban 

City after the Typhoon Haiyan, barangays along the 

coastal areas were identified. On-site interview 

survey was conducted on these areas to determine the 

necessary information needed to assess the OOP 

failure of masonry walls.  

      

 

 

     A total of 380 low-rise residential/commercial 

houses were interviewed. This houses are located 

mostly at Brgy. 36, 37, 66, 67, 68, 69 and 70 in 

Anibong, at Brgy. 30, 48-B, 52, 54, 58 and 60-A 

along Esperas Avenue and Real St., at Brgy. 83 and 

85 at San Jose (see Fig. 1).  

     Almost 84% of the 380 houses were built without 

the proper supervision of a licensed civil engineer or 

professional architect (see Fig. 2). Since coastal areas 

are the most vulnerable to high storm surges, around 

79% of the houses surveyed were categorized as 

totally damaged after Typhoon Haiyan (see Fig. 2). 

The number of houses that were considered as totally 

damaged is directly proportional to the number of 

houses that are totally flooded (see Fig. 1).  

     Around 58% out of the 380 houses surveyed are 

within the 40meter No Build Zone implemented by 

the local government of Tacloban City. Almost 69% 

of the houses within the No Build Zone areas are 

single storey houses and the remaining 31% has the 

capabilities to move on higher grounds since their 

houses were two storey structures.  On the other hand, 

65% of the total houses within 40-100metermeter 

from shoreline are considered as single storey 

structures and the remaining 35% are two storey 

structures. 

 

 

 

CURRENT CONSTRUCTION METHOD AND 

STRUCTURAL DETAILS 

      Based on the survey of the housing structures in 

the coastal area, a typical house, named House E 

shown in Fig. 4, is selected for investigating the 

current construction method and structural details of 

masonry walls. House E is a 2 stories non-engineered 

RC framed with masonry wall structure and is 

constructed 2 years ago.  The non-engineered design 

for masonry walls was 10cm thick CHB, 10mmØ 

(horizontal) every 4th CHB layer, 10mmØ (vertical) 

every 80cm OC and partially grouted. These design 

was based on the on-site survey conducted.   

Figure 4: Actual photos of House E in Tacloban City. 

ESTIMATION OF STORM SURGE PRESSURE 

      To estimate the pressure load imposed by the 

storm surge during Typhoon Haiyan, different flood 

loads were calculated. Different flood loads include 

hydrostatic load, breaking wave load, hydrodynamic 

load and debris impact load.  A typical time series of 

the complex combination of storm surge pressure 

loads is illustrated in Fig. 5. In this figure, a dashed 

line represents the actual capacity of the structure. 

There is a decrease in capacity that can be attributed 
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Figure 5: Typical time series of the complex 

combination of storm surge pressure loads. 

to the buoyancy force reducing the resistance of the 

structure to global failure. In this research, it was 

difficult to calculate the exact pressure load on the 

masonry walls as a function of time, thus, the 

researcher determined the estimated pressure ranges 

or the possible minimum and maximum values of 

pressure load.  

 

       

     The hydrostatic pressure is a force under static 

condition. Lateral hydrostatic loads are given by Eq. 

(1). Note that 𝒇𝒔𝒕𝒂𝒕𝒊𝒄 is equivalent to the area of the

pressure triangle and acts at a point equal to 2/3 𝒅𝒔

below the water surface. 

𝑷𝒔𝒕𝒂𝒕𝒊𝒄 = 𝜸𝒘𝒅𝒔 (1) 

where 𝜸𝒘 is the specific weight of floodwater, 𝒅𝒔 is

the floodwater depth. Considering a flood depth 

ranges from 2 to 3 meters high, the estimated 

hydrostatic pressure on masonry wall was 9.81 to 

14.72 kPa. 

     The impulsive force is caused by the impingement 

of a leading edge of initial surging floodwater onto 

the structure. The impulsive force acts only on the 

front side of the structure. Presently, there is no 

established and rational method available to predict 

the force. Based on laboratory studies, the upper limit 

of the impulsive force is approximately 150% of the 

subsequent maximum hydrodynamic force in a quasi-

steady flow, see Eq. (2).   

𝑭𝒊𝒎𝒑 = 𝟏. 𝟓𝑭𝒅𝒚𝒏 (2) 

     The hydrodynamic pressure exists when the 

floodwater under dynamic conditions. In the Coastal 

Construction Manual of FEMA [3], the velocity of 

floodwater is assumed to be constant or steady-state 

flow. Hydrodynamic loads can be calculated using 

Eq. (3).   

𝑭𝒅𝒚𝒏 =
𝟏

𝟐
𝑪𝒅𝝆𝑽𝟐𝑨 (3) 

where 𝑪𝒅 is the drag coefficient, 𝝆 is mass density of

floodwater, V is velocity of floodwater, and A is the 

surface area of obstruction normal to flow. Based on 

the observed maximum velocity of floodwater in 

Tacloban City, flow velocity ranges from 0.60 to 0.80 

m/s [4]. When the floodwater is in motion around the 

structure, the hydrostatic condition no longer exists. 

However, the deviation caused by the initial flow of 

floodwaters is mainly small in comparison with the 

hydrostatic state. Considering the range of observed 

flow velocity, the estimated hydrodynamic pressure 

ranges from 16.19 to 19.49 kPa. 

     Theoretically, debris impact forces can be 

evaluated with impulse-momentum principle. The 

impact force when waterborne debris can be a cause 

of building damage.  This can be estimated using Eq. 

(4).  

𝑭𝒊 = 𝟏. 𝟑 𝒖𝒎𝒂𝒙√𝒌𝒎𝒅(𝟏 + 𝒄) (4) 

where 𝑭𝒊  is the impact force, 1.3 is the importance

coefficient for Risk Category IV structures that is 

specified by ASCE 7 Chapter 5 for debris impact, 

𝒖𝒎𝒂𝒙  is the maximum flow velocity carrying the

debris at the site ( the debris is conservatively 

assumed to be moving at the same speed as the flow), 

c  is the hydrodynamic mass coefficient which 

represents the effect of fluid in motion with the 

debris, k is the effective net combined stiffness of the 

impacting debris and the impacted structural elements 

deformed by the impact, 𝒎𝒅 is the mass of the debris.

Based on the local condition of Tacloban City, debris 

may include woods, garbage, stone, etc.  

      The debris damming forces are due to the 

jamming effect of debris on a structure, which 

increases the hydrodynamic forces by increasing the 

surface area exposed to the flow. This force follows 

after the initial impact force of the debris. This can be 

calculated by replacing the width of the structure with 

the width of the jammed debris, thus increasing the 

force. The damming forces can be estimated using 

Eq. 5. 

𝑭𝒅𝒎 =
𝟏

𝟐
𝝆𝒔𝑪𝒅𝑩𝒅(𝒉𝒖𝟐)𝒎𝒂𝒙 (5) 

where 𝝆𝒔 is the fluid density including sediments, 𝑪𝒅

is the drag coefficient, 𝑩𝒅 is the breadth of the debris

dam, 𝒉 is the flow depth, and u  is the flow velocity 

at the location of the structure. It is recommended that 

the drag coefficient be taken as 𝑪𝒅 = 𝟐. 𝟎

ESTIMATION OF LATERAL PRESSURE 

CAPACITY OF MASONRY WALL 

     Masonry walls subject to lateral forces can suffer 

from instability and collapse laterally. For walls 

which carry light gravity loads, out-of-plane loading 

typically induces a stability failure where a wall 

bursts outward or topples over.   

     The OOP behavior of masonry walls has not been 

studied as well as the corresponding in-plane 
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Figure 6: Most common yield line pattern for 

masonry OOP failure (Wang, Salmon, & 

Pincheira, 2007.) 

Table 1: Category per design of masonry wall. 
P1  P2  P3 

behavior, however, some research has been carried 

out on the OOP behavior. For example, Rivera, 

Rivera, Macias, Baqueirro, & Moreno [5] constructed 

six full scaled masonry walls tested against OOP 

loading. Crack patterns are similar to those predicted 

by the yield line theory adapted from that for 

reinforced concrete slabs. Steel reinforcements are 

the main component that resist the tensile stresses in 

masonry walls. 

     Yield line method is a well-established and a 

highly effective method used in determining the load 

bearing capacity of concrete slabs and plates. Yield 

line method is considered as economical, simple and 

versatile design method. It is economical because it 

considers features at the ultimate limit state [6]. The 

similarity of the failure pattern in masonry walls and 

reinforced concrete slabs has been driven to apply 

Johansen’s yield line method to laterally loaded 

masonry walls. Yield line method requires the 

technical knowledge on how the masonry panels will 

fail. Several crack patters have been observed based 

on experimental studies conducted and based on 

historical records for masonry failures. With these, all 

possible failure mechanisms for any masonry wall 

must be investigated to confirm the correct solution 

that will give the lowest failure load [7]. Some of the 

most common yield patterns was shown in Fig. 6. 

      

     The analysis using virtual work method can be 

used to determine the relationship between the 

applied loads and the resisting moments. Moments 

and loads are in equilibrium when the yield line 

pattern has formed, an infinitesimal increase in load 

will cause the structure to deflect further. The external 

work done by the loads to cause a small arbitrary 

virtual deflection must equal the internal work done 

as the masonry wall rotates at the yield lines to 

accommodate this deflection.  The maximum 

pressure for the most common yield pattern can be 

estimated using Eq. 7a, 7b, and 7c [8] where 𝒘𝒖 is the

maximum pressure capacity, ∅  is reduction factor, 

𝑴𝒏𝒙 and 𝑴𝒏𝒚 are the nominal moment strength in x

and y direction respectively, a and b are the width and 

height of the masonry walls.  Nominal moment 

capacity of the masonry walls, 𝑴𝒏𝒙  and 𝑴𝒏𝒚  was

calculated in accordance with the design procedure 

stated in the Building Code Requirements for 

Masonry Structures [9]. The design strength for out-

of-plane wall loading was calculated in accordance 

with Eq. (8). 

𝑴𝒏 = (𝑨𝒔𝒇𝒚 + 𝑷𝒖) (𝒅 −
𝒂

𝟐
) (8) 

where 𝑨𝒔 is the area of steel reinforcement, 𝒇𝒚 is the

specified yield strength of steel reinforcement, 𝑷𝒖 is

the factored axial load, 𝒅 is the distance from extreme 

compression fiber to centroid of tension 

reinforcement,  𝒂  is the depth of an equivalent 

compression zone at nominal strength, 𝒇′𝒎  is the

specified compressive strength of masonry, and 𝒃 is 

the width of section. The width of section, 𝒃 in Eq. 

(9) is the least value of the following: (1) center to 

center bar spacing, (2) six times the wall thickness, 

and (3) 72 inches or 1829mm.  

𝒂 =
(𝑨𝒔𝒇𝒚 + 𝑷𝒖) 

𝟎. 𝟖𝟎𝒇′𝒎𝒃
(9) 

     In order to organize the difference between each 

masonry wall design. Design specifications were 

categorized as: S-Category, C-Category, B-Category, 

and D-Category as shown in the Table 1.  

 

Spacing 

of Rebar 

S-

Category 

CHB 

Thickness 

C-

Category 

Rebar 

Diameter 

B-

Category 

Wall 

Dimension 

D-Category 

S1(80cm) C1(10cm) B1(8mm) D1(3x3m) 

S2(60cm) C2(15cm) B2(10mm) D2(3x4m) 

S3(40cm) C3(20cm) B3(12mm) D3(3x2.5m) 

    Based on the survey, most of the non-engineered 

masonry walls are under S1 Category. This are 

masonry walls whose horizontal reinforcement are 

spaced every 4th CHB layer and whose vertical 

reinforcements are spaced at 80cm O.C.  It is also 

worth-mentioning that some masonry walls do not 

have steel reinforcements mainly because of financial 

incapability of the occupants. Some houses also used 

40 x 20x 10cm thick CHB even if the desired 

designed CHB thickness for exterior walls are 40 x 20 

x 15cm CHB. This has been verified during the 

survey since around 65% of the 380 houses confirmed 

that their house is not made of 6” CHB (40 x 20 x 

15cm). According to some construction hardware, 

P1 
𝑀𝑛𝑥

𝑀𝑛𝑦
=

𝑎2

𝑏2

𝑤𝑢

∅
= 12 (

 𝑀𝑛𝑥

𝑎2
+

 𝑀𝑛𝑦

𝑏2
) (7a) 

P2 

𝑀𝑛𝑥

𝑀𝑛𝑦
<

𝑎2

𝑏2

𝑤𝑢

∅
=

24𝑎(𝑀𝑛𝑥 + 𝑀𝑛𝑦)

2𝑏2𝑥 + 3𝑏2(𝑎 − 2𝑥)
(7b) 

P3 
𝑀𝑛𝑥

𝑀𝑛𝑦
>

𝑎2

𝑏2

𝑤𝑢

∅
=

24𝑏(𝑀𝑛𝑥 + 𝑀𝑛𝑦)

2𝑎2𝑦 + 3𝑎2(𝑏 − 2𝑦)
(7c) 
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Figure 7: Estimated lateral pressure capacity of different masonry walls per pattern using yield line analysis 

Table 2: List of Improvements 

majority of the locals purchased/used 10mmØ for the 

construction of their houses. Based on House E, the 

distance of the lateral supports or columns ranges 

from 2.5m to 4m apart. In this research, non-

engineered masonry walls are categorized as S1-C1-

B2. Using yield line analysis, the maximum pressure 

capacity for S1-C1-B2 was 10.32 kPa, 7.97 kPa, and 

12.53 kPa for wall dimensions of 3 x 3m (pattern 1), 

3 x 4m (pattern 2), and 2.5 x 3m (pattern 3) 

respectively.  For S1-C2-B2, the maximum pressure 

capacity was 11.80 kPa, 9.12 kPa, and 14.34 kPa for 

wall dimensions of 3 x 3m (pattern 1), 3 x 4m (pattern 

2), and 2.5 x 3m (pattern 3) respectively.  Maximum 

pressure capacity of different masonry wall design 

consideration is graphically represented as shown in 

the Fig. 7. 

DEVELOPMENT OF IMPROVEMENT 

.             Considering the estimated maximum pressure 

capacity of the non-engineered masonry walls, it is 

evident that the current non-engineered masonry wall 

design has experienced difficulty in sustaining lateral 

pressure due to floodwater induced by storm surges.   

  The researcher conducted several attempts to 

improve the lateral pressure capacity of the masonry 

walls by: (1) Minimizing the on-center distance of the 

steel reinforcements, (2) Increasing the CHB wall 

thickness from 4” to 6” and 8” thick, (3) Providing a 

larger steel rebar diameter. 

    The lateral pressure capacity of the different 

masonry walls with steel reinforcements under S2 and 

S3 category and CHB thickness under C2 and C3 

category are also included in Fig. 7. Comparing all 

the estimated lateral pressure capacity of each 

masonry wall design, the recommended design is S2-

C2-B3. The S2-C2-B3 is masonry design whose 

vertical and horizontal reinforcements are 12mmØ 

spaced @ 40cm, CHB thickness of 150mm or 6” and 

the column distance is from 2.5 to 3meters.  The S2-

C2-B3 has the estimated lateral pressure capacity that 

is sufficient enough to resist impulsive forces. The 

S3-C2-B3 can be upgraded to C3 category to improve 

resistance to severe debris impact. The concept of 

improvement is to reinforce the strength of the 

masonry walls with minimum cost increase. The 

proposed improvements are listed in Table 2. 

 

 

 

Part 
Non-engineered 

design 
NSCP 2015 ACI 530-02 

Recommended 

design 

Horizontal 

Reinforcement 
80cm O.C Max. of 1.2meter Max. of 1.2meter 40cm O.C. 

Vert. 

Reinforcement 
 80cm O.C. Max. of 1.2meter Max. of 1.2meter 40cm O.C. 

Thickness of 

CHB 
10 cm 

10 cm Thick CHB 

(Table 411.3.1.1) 

Minimum of  6" or 152mm 

( Sec. 5.6.2 ) 
15 cm-20cm 

Bar Size Max. of 10mmØ Min. of 10mmØ Min. of 10mmØ Min. of 12mmØ 

Spacing of 

Support 

(Column) 

Min of 3 m. 

l/t or h/t is 18 to 

20 or 2.7 to 

3meters 

l/t or h/t is 18 to 20 or 2.7 

to 3meters 
2.5 to 3 meters 
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Figure 8: Pressure-displacement curves for different 

masonry wall design. 

To estimate the cracking pressure and of masonry 

walls, finite element analysis using Staad Pro V8. 

Four models of 3 x 3m masonry walls were 

developed, one for each design considerations as 

shown in Fig. 8. The masonry walls were modelled as 

isotropic linear elastic using a structures mesh with 

square shell elements of 4 nodes and 6 degrees of 

freedom per node, corresponding CHB thickness per 

design consideration. Modulus of elasticity of 

masonry wall was 𝟓𝟓𝟎𝒇′𝒎 , where 𝒇′𝒎 was 6.89Mpa

based on the minimum compressive strength of 

masonry required. Modulus of elasticity and yield 

strength of steel reinforcement was 200 GPa and 275 

Mpa, respectively.  Poisson’s ratio was assumed 

equal to 0.20. Hinge supports were located along the 

confining elements to simulate the presence of 

columns and ring beams. The endpoints of the 

reinforcements were considered fixed to consider the 

effects of embedment to the supports, increasing 

uniform lateral pressure was applied perpendicular to 

the face of the masonry walls and the corresponding 

maximum lateral displacement was determined (see 

Fig. 8).   

 

 

     The results were graphically represented in Fig. 8. 

Increasing the CHB wall thickness and reducing the 

spacing of reinforcement significantly improves the 

lateral pressure capacity and reduce the lateral 

displacement of the masonry walls. The 

recommended design can sustain lateral pressure 2 to 

3 times of the non-engineered masonry walls 

considering a 10mm lateral displacement. 

  CONCLUSION 

     Based on the field surveys and the corresponding 

analytical results, the following conclusions and 

recommendations are presented. Existing codes for 

large RC frame structures had performed well during 

Typhoon Haiyan, however, the current construction 

method for masonry walls for coastal structures was 

high vulnerability to OOP failures due to poor 

construction methodology and used of poor quality 

materials. No Build Zone Policy along coastal 

barangays was not totally implemented due to 

economic and social considerations. A standard 

design for masonry walls was established. Additional 

improvements must be considered for structures with 

high exposure to heavy debris.  

RECOMMENDATION 

     To achieve a much lower fatality count, there is a 

need to strengthen the structures against natural 

hazards. Building codes and hazard zoning may be 

enough for large structures, however additional safety 

measures must be implemented at the barangay level 

and develop a culture of preparedness. Although this 

is already embodied in our laws, its actual 

implementation leaves must be desired. 
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BRIGNOLE STATION 
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ABSTRACT 

This paper discusses the walkability around railway stations along the Rhine-Alpine Corridor, which is one of 
the nine Core Network Corridors under the Trans-European Transport Network (TEN-T) Regulations. Research 
draws upon an EU funded project, RAISE-IT (Rhine-Alpine Interregional Seamless and Integrated Travel Chain) 
which consists of nine partners from the Netherlands, Germany and Italy. The project explores seamless rail 
networks and intermodal connections at stations, and aims to improve passengers’ experience at six urban nodes 
along the Rhine-Alpine Corridor connecting Rotterdam and Genoa through six European countries. The 
accessibility of a rail node (i.e. station) has been examined at three levels of spatial contexts: 1) accessibility within 
a node; 2) walkability of a node and its surrounding area within a radius of 800m from the node; and 3) accessibility 
to and from a node at urban scale within the boundaries of the city. Research reported in this paper focuses on the 
second spatial level: the walkability around stations. With reference to existing benchmark indicators and urban 
design parameters to assess the walkability (e.g. urban structure, design of the street, obstacles and traffic safety, 
and personal impression), a tailor made methodology has been developed including field observation and map 
analysis. Results from Genoa Brignole Station, one of the six case studies, have revealed the fact that the 
walkability has been influenced by various factors, not only the quality of physical infrastructure, but also other 
subjective aspects such as fear of crime and traffic safety, which are caused by structural constraints of the streets 
and the maintenance and quality of public spaces. 

Keywords: walkability, Tran-European Transport Network (TEN-T), accessibility, urban node 

INTRODUCTION 

Background: RAISE-IT project 

Railway stations have increasingly been expected 
to play multifunctional roles beyond their traditional 
transportation functions. Their roles have extended 
ranging from facilitating interchanges for multimodal 
transport networks, to the creation of public space 
since various amenities (e.g. cafes, restaurants, and 
shops, etc.) are accommodated within the station 
premise. Interchanges represent places where public 
transport modes, and private or alternative forms of 
travelling (e.g. walking, cycling, private car use, car 
sharing, and carpooling) all come together [1]. 
Furthermore, in the post-industrial era the role of 
railway has been rediscovered in providing a better 
pedestrian access to the city centre and in acting as a 
catalyst for ‘urban renaissance’. The regeneration of 
station and its surrounding area has been intensively 
carried out in Europe that has contributed to the shift 
from car-dependent lifestyle and the change of image 
in urban centres [2].  

This paper presents preliminary results of an EU 
project, RAISE-IT (Rhine-Alpine Integrated and 

Seamless Travel Chain), which is funded by the 
Connecting Europe Facility (CEF) programme. This 
project focuses on the assessment of railway node 
accessibility along the Rhine-Alpine Corridor that is 
one of the nine Core Network Corridors (CNCs) 
under the TEN-T Regulations [3]. This project 
involved nine partners from the Netherlands, 
Germany and Italy, and the consortium consists of 
regional and local authorities within Interregional 
Alliance for the Rhine-Alpine Corridor European 
Grouping of Territorial Corporation (EGTC), and 
also three research institutions. To optimise access 
and travel time within and to/from a railway station, 
it is necessary to address a range of infrastructure and 
operational aspects such as station facilities, 
wayfinding for transferring passengers and 
information provision. Furthermore, the design and 
management of station should be analysed in terms of 
the integration of all the urban travel modes, 
including walking, cycling, private car and public 
transport as well as the spatial relationship with its 
surrounding areas. In order to facilitate complex 
intermodal connections, the urban node accessibility 
should be discussed in a holistic way with reference 
to different urban scales. 



SEE - Nagoya, Japan, Nov.12-14, 2018 

335 

Objectives of this paper 

Within the framework of the RAISE-IT project, a 
new methodology for assessing the urban node 
accessibility has been developed with reference to six 
railway stations along the Rhine-Alpine Corridor 
(Arnhem, Nijmegen, Düsseldorf, Frankfurt am Main, 
Karlsruhe and Genoa). For this project, the term 
‘urban node’ refers to an ‘urban area’ where the 
railway station is located, while ‘node’ means railway 
station. ‘Urban area’ is concerned with area within the 
municipality’s boundary of the studied city. The 
following three levels of spatial contexts are 
examined during the analysis: 1) accessibility within 
a node; 2) walkability of a node and its surrounding 
area within a radius of 800m from the node; and 3) 
accessibility to and from a node at urban scale within 
the boundaries of the city. In this paper, the second 
spatial level (walkability) is focused. The rest of the 
paper explains the methodology for the walkability 
study and results from Genoa since it has illustrated 
useful findings such as the importance of pedestrian 
friendly streets and subjective aspects related to the 
street structure and environment. 

METHODOLOGY 

Target area and indicators for walkability study 

The target area of the walkability study is 
concerned with a node and its surrounding area, and 
therefore we started with defining physical proximity 
meant by ‘surrounding area’. The concept of Transit 
Oriented Development (TOD) is used as a basis of our 
definition since it refers to station area development 
in terms of ‘a mixed use place, with a certain urban 
density and high-quality walking environment 
located within half-mile (800 m), i.e. 10 minutes’ 
walk of a transit stop [4]’. Previous research has 
acknowledged the prominent role of TOD in 
integrating mixed land use planning with multimodal 
accessibility around a transit node which leads the 
creation of pedestrian oriented urban environment 
[4[5][6]. This concept stemmed from the ‘node-place 
model’ which emphaises the strong link between the 
transportation node and its urban surroundings by 
considering the node as the place of human activities 
[7]. This project considers an area within a radius of 
800 m of a station (i.e. 10 minutes’ walk) as a basis 
of assessing physical proximity for pedestrians in the 
walkability study (Fig 1). 

In general, the walkability is examined in terms of 
the objective capacity and subjective quality of the 
built environment characteristics to support walking 
for different purposes. In particular, the access to the 
train and the public transport system is regarded as 
the central component. A wealth of previous literature 
introduced numerous indicators for the walkability 
study. For example, Geurs and van Wee maintained 

that accessibility should be based on a structure of 
effects whose components consist of land use, the 
transport system, the time resources and the 
individual resources of a particular person [8]. Recent 
work published by ITDP (2018), Pedestrians First, 
discussed the framework for measuring the 
walkability ranging from the most basic requirements 
for walking to be possible (e.g passable, accessible 
and safe), to factors adding extra benefits for pleasant 
walking (e.g. convenient, comfortable and enjoyable) 
[9].  

Fig. 1: Target area of the walkability study in Genoa, 
Source: Map by Commune di Genova (2017) and other 
added infomration by Otsuka 

Methodology for the RAISE-IT walkability study 

The walkability study in the present research has 
addressed both the objective environmental 
characteristics and subjective aspects, which are 
grouped into four key criteria: urban structure; design 
of the street; obstacles and traffic safety; and personal 
impression, together with some background 
information. A walkability checklist has been 
developed using 21 indicators (Table 1).  

A Likert scale (1 to 5) was used to assess each 
indicator under the four criteria using the checklist. 
Annotations were made on an OpenStreetMap (OSM), 
and photographs have been taken for collecting visual 
evidence. Within the target area of a radius 800 m 
around a railway station two or three zones were 
generally defined in collaboration with local project 
partners of each node (Fig 1). Subsequently, the 
respective local partner suggested two or three major 
walking routes per zone which are most frequently 
used when people are walking to and from the station. 
The authors and local partners walked all the selected 
routes between the ending point of the 800 m’s circle 
line and the information centre of train operator 
normally located in the middle of station building.  

Firstly, the walking was carried out starting from 
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the information centre towards the ending point of the 
800 m circle, while filling in the checklist and taking 
photographs. Then we walked straight back from the 
ending point towards the information centre while 
time required for walking was measured.  

Table 1. Selected indicators for the walkability study, 
Source: ILS, 2017. 

Criteria Indicators 

BACKGROUND 

Condition of observation 
(date/time/ weather) 
Name of streets along each route 
Distance to travel (Measuring 
time for walking the route)
Key characteristics of the street 

URBAN 
STRUCTURE 

Land use 
Building type 

DESIGN OF 
STREET 

Pedestrian walkway 
Width of the streets 
Streetscape 
Street furniture 
Tree and vegetation 
Shelter 
Pavement material 
Arts 

OBSTACLE AND 
TRAFFIC 
SAFETY 

Barrier free 
Safe crossing roads and streets 
Speed of cars and traffic calming 
Waiting time for traffic light 
Street parking 
Street connectivity 
Access for bikes 

PERSONAL 
IMPRESSION 

Comfortable in walking 
Fear of crime 
Cleanliness of streets 
Pedestrian flow 

The following sections explain results from the 
Genoa node including background information of the 
city and the walkability analysis.  

CASE STUDY ON GENOA 

General Information of the city of Genoa 

The city of Genoa is situated in the region of 
Liguria on the Mediterranean coast. It is the sixth 
largest city in terms of the population of Italy 
(583.601) with an area of ca. 240 square kilometer 
[10]. The node of Genoa is located at the south end of 
the Rhine-Alpine Corridor (Fig. 2) and plays a key 
role in transferring from/to land and to/from the sea.  

The Genoa node is served by two main stations: 
Piazza Principe and Brignole. The both station 
buildings were constructed during the second half of 
the 19th century and the two transport hubs are located 
between the historic centre and the 18th century part 
of the city centre. Due to Genova’s geographical 
characteristics constrained by hills and the 
Mediterranean Sea, it is difficult to apply major 
infrastructure redevelopment in the city centre. 
Furthermore, the protection of historic station 
buildings takes a priority and thus only small-scale 

interventions are possible when upgrading the 
stations for meeting modern standard of interchange 
and multifunctional facilities. The two stations have 
gone through major refurbishment works over the last 
15 years which have improved the both internal and 
external parts of the building and intermodal 
connections. More than 60,000 passengers use each 
of these stations per day.   

The modal split of Genoa for daily trips (Fig.3) 
indicates that there is a similar distribution in terms of 
the use of sustainable modes of transport: 25% by 
walking and 27% by public transport, while bicycle is 
not used due to the difficult in cycling on steep hills. 
Private means of transport represent 37% for car 
drivers and 11% for others which consists of 9% for 
motorbikes and 2% for other vehicles such as light 
duty vehicles. The share of private car is the highest 
among the different transport modes (37%). 

Fig. 2: The location of Genoa on Rhine-Alpine Corridor, 
Source: http://blog.interreg.de [3] 

Fig. 3: Genoa Modal Split (2016), Source: CDG - Città di 
Genoa. 
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Results from the Walkability study 

The local partners in Genoa: the municipality of 
Genoa (CDG) and a local research institution (IIC), 
have decided to conduct the walkability analysis in 
the Brignole station since more people are walking 
around there because of its central location in the 
heart of business and retail districts. Three zones have 
been identified within the 800 m circle (Fig 1), and 
two or three walking routes have been selected per 
zone. The fieldwork was conducted on the 25th of 
October 2017 and the weather was sunny and dry. 
The study results were presented in walkability maps 
which include a variety of quantitative and qualitative 
data: walking routes, measured time per route, 
position of public transport stops and traffic lights, the 
number of car sharing and bike sharing, points of 
interests such as public squares and museums, spatial 
and social problems due to empty buildings, graffiti 
and steep stairs (Fig.4). 

Generally speaking, more people were walking in 
the southern area of Brignole, and thus walking routes 
appeared to be more visible being informed by the 
constant flow of pedestrians (Zone 2 and 3), 
compared to the area in the north (Zone 1). In this 
paper the walkability map of Zone 3 (San Vicenzo 
and Carignano) is presented since it has revealed a 

striking difference in the environmental quality 
between three studied streets (Fig.4).  

Two of the three routes in Zone 3 go through 
major shopping districts of the Genoa node, and offer 
comfortable pedestrianised streets (Fig. 5 and Fig. 6) 
with a variety of shops, cafes and restaurants. In 
particular, Via San Vincenzo was still lively even 
during the lunchtime (around 14:00 in Italy where 
many people go home for lunch) when the study was 
conducted (Fig, 6). Via Galata also offers a pedestrian 
friendly and further wider street which allows the 
placement of much street furniture such as benches 
and plant boxes as well as tables and chairs by cafes 
and restaurants (Fig.5). However, the end of the 800 
m circle on Via Galata (hospital, Mura delle 
Capuccine) is situated at much higher level from the 
city centre, and it is inevitable for pedestrians to walk 
up and down many stairs if they choose this short cut 
to the city centre. 

A striking difference from the two routes was a 
poor environmental quality found in Via Serra. 
Despite the fact that this route recorded the shortest 
walking time, narrow pedestrian walkway continues 
along lengthy stone made walls without windows on 
a long downhill (Fig.7). Furthermore, closer to the 
Brignole station, it was not pleasant to walk next to 
concrete wall of multi-storey car parking.    

Fig. 4: Walkability map, Zone 3:  San Vicenzo and Carignano, Source: CDG and ILS, 2017 
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Using Likert scale scored by the researcher and 
the local partners, radar graphs of the studied routes 
have been created in respect of the four walkability 
criteria (Fig. 5-7). Results from the radar graphs have 
echoed to remarks from the walkability map analysis. 
Via Galata and Via San Vincenzo presents the higher 
scores owing to pedestrianised streets and mixed land 

use along the main shopping streets. Only drawback 
is many steep stairs because of the difference in the 
land level on the Via Galata route, which resulted in 
the low score of ‘obstacles and traffic safety’ (Fig. 5). 
This is a typical example caused by geographical 
constraint of Genoa.  

Fig. 5: Zone 3 Walkability results on Via Galata and pedestrianised street, Source: Otsuka, ILS, 2017 

Fig, 6: Zone 3 Walkability results on Via San Vincenzo and pedestrianised shopping street, Source: Otsuka, ILS, 2017 

Fig. 7: Zone 3 Walkability results on Via Serra and narrow downhill pedestrian walkway, Source: Otsuka, ILS, 2017 

 Via Serra has got the poorest scores due to narrow 
pedestrian walkways along the long stone made walls 
and the multi-storey car parking (Fig. 7). The score of 
‘design of the street’ is the worst among the seven 
streets selected for the Genoa case study. Since Via 
Serra has always been considered by the Genoese as 
a service road from Corvetto to Brignole, the design 
of the streets is rather road traffic oriented, while 
pedestrians’ needs seem to be set aside. Although 

there are a few historic palaces located along Via 
Serra, their internal courtyards are not visible from 
the street and the massive stone walls and narrow 
sidewalk are main physical obstacles when 
considering the future improvement of the walking 
route to and from the station.  

In Zone 3 ‘traffic safety’ has scored relatively low 
in all the three routes (Fig. 7) since the access to and 
from the station square has to go through two traffic 
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lights crossing the busy main access road to the 
station. Although there is an official multi-storey car 
parking right next to the station, people tend to use an 
unofficial space for short-term parking and Kiss & 
Ride, and the entrance to that space clashes with the 
pedestrian flow.   

Finally, there is a tunnel walkway connecting two 
sides of the city between Zone 1 and Zone 3 (Fig, 4), 
which was covered with a full of graffiti at the time 
of the fieldwork. Local people know it is safe to walk 
through the tunnel, however, untidy graffiti and less 
maintained floor pavement tend to generate a 
negative image and make visitors feel uncomfortable 
and even a fear of crime.  

CONCLUSIONS 

This paper presented the methodology for 
assessing the walkability around railway stations with 
reference to the six urban nodes along the Rhine-
Alpine Corridor. Results from the Genoa node 
highlighted that the walkability has been affected by 
both the objective environmental characteristics and 
subjective aspects (e.g. traffic safety and fear of 
crime). These are caused by structural constraints of 
the streets and the maintenance and quality of public 
spaces.   

Data collection of the walkability study is based 
on the field observation using a tailor made checklist, 
and results can be influenced by subjective views of 
the researchers and local partners. To overcome this 
issue, findings from the fieldwork and the analysis of 
the walkability maps and radar graphs have been 
crosschecked by information gained through semi-
structured interview with the station manager and a 
series of discussions with respective local partners. 
The idea of methodological triangulation [11] has 
been carefully integrated when the methodology was 
designed.  

Findings from each urban node have been used for 
a roundtable discussion by various stakeholders (e.g. 
station manager, local authority planning officers, 
transport operations, user groups, etc.) who play a key 
role in developing, managing and using the station in 
the respective case study location. The walkability 
study aims to develop a tool for capturing and 
visualising the current state of pedestrian accessibility 
from and to the station building in order to present 
tangible evidence to practitioners. The next step is to 
explore the transferability of the methodologies to 
other urban nodes along CNCs beyond the Rhine-
Alpine Corridor. 
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TRIAXIAL TEST 
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ABSTRACT 

 
 This study was conducted to compare the drained shear strength of compacted Khon Kaen loess between 
the single stage method and the multistage method by a consolidated drained triaxial test. The single stage 
method is a conventional method of triaxial and direct shear test. At least three samples are used to determine the 
shear strength of soil. Meanwhile, only one sample is used to determine the shear strength of soil for a multistage 
method. Therefore the multistage is a safe time for testing than the single method. The investigation of this two 
method of this study will be checked the accuracy of the multistage method. A result of this study will help to 
make a decision to choose between the single stage method and the multistage method for the studied of the 
drained shear strength of compacted Khon Kaen loess. The result from the consolidated drained triaxial test by 
the multistage method showed a quite well compared to single stage test results. 
 

Keywords: single stage, multistage, drained shear strength, Khon Kaen Loess, Compacted soil 
 
 
INTRODUCTION 

 
 There are many reports of devastated buildings 

at Khon Kaen University. The foundation of these 
building is a shallow foundation, which seats on  
Khon Kaen loess. The structure of Khon Kaen loess 
is honeycomb which is instability. When the soil 
moisture content is increased, the shear strength of 
Khon Kaen loess is decreased and then suddenly 
subsidence. Udomchoke [1] found that Khon Kaen 
Loess is collapsible soil with a very server degree. 
Moreover, [1] found that the shear strength 
parameters (c and φ) are decreased with increasing 
of soil moisture content as shown in Figure 1and 2. 

 
The objective of this project is to determine the 

effect of matric suction on the shear strength 
parameters. However, the conventional method of 
triaxial test consumes the time for testing. Therefore, 
this project is carried out using a multistage method 
to reduce the time of testing. However, the test 
results between the single stage and multistage have 
to compare prior to the study. The scope of this 
paper is to compare the test result from the 
consolidated drained triaxial test of saturated and 
compacted soil.  
 

For the multistage method, one specimen is 
subjected to several confining pressures. Each 
pressure, the specimen is not tested reach to the 
shear failure. The shear strength of Khon Kaen loess 
by the direct shear tests was carried out using the 
multistage technique and the results are quite well 
compared to those of traditional shear tests [2]. 

 
METHOLOGY 
 
Preparation of Specimens 

In this study, the size of soil specimen for 
consolidation drained triaxial test is 50 mm in 
diameter 100 mm in height. The specimen was 
statically compacted to achieve 90% wet side of 
maximum dry density by modified compaction. 
Three confining pressure of 100, 250 and 450 kPa 
were used for a single method. Moreover, three 
confining pressure of 60, 210 and 510 kPa were used 
for the multistage. 
 
Single Stage Testing 
 

The shear strength testing of saturated soil by 
the consolidated drained triaxial test can be divided 
into 3 steps.  

Step 1: Saturation, the specimen compacted 
then set up a soil specimen into triaxial compression 
apparatus and apply water pressure into specimen 
until soil specimen saturated with a B value of 95% 
by an equation for B value shown in Eq. (1). 
 
      (1) 
    
Where; 
 
       ∆u  = pore pressure change in the chamber      
                 pressure when drainage valves closed     

 ∆σ3 = isotropic change in the chamber      
                Pressure 
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c tanτ = + σ φ
c ' ' tan 'τ = + σ φ

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1  Variation of the cohesion of Khon Kaen    
loess with moisture content (Udomchoke 1991)
  

 
 
Fig. 2  Variation of the friction angle of Khon Kaen 
loess with moisture content (Udomchoke 1991) 
  

Step 2: Consolidation, consolidation by 
increasing the confining pressure, according defined 
in this study and let the soil specimen drain until it 
was equilibrium.  
     Step 3: Shearing, the shear rate or strain rate was 
derived from the relationship of the graph between 
volume change and square root time by using Eq. (2) 
as present in Table 1. The shear rate from Eq (2) was 
used to shear the specimen until it reaches the 
failure. Repeat step 1 to step 3 at least 3 specimens 
to find out shear strength parameter from Mohr-
Coulomb shown in Eq. (3), (4). 
 

 
                                        (2) 

 
Where; 
 

   t90 = square root time derived from x- 
    intercept in the relationship of graph 
    between volume change and square root 
    time 

 
             (3)                      

(4) 
 

Where; 
τ   =  shear stress 
σ  =  total compressive stress 
c   =  apparent cohesion 
φ   =  angle of internal friction 
σ'  =  effective stress = σ − uw 
c'  =  effective cohesion intercept 

φ́́' =  effective internal friction angle 
 

Table 1. Shear rate of single stage method 
 

Sample 
No. 

cσ  
(kPa) 

t90 

(min) 
ε  

(mm/min) 
1 100 0.036 0.069 
2 250 0.058 0.043 
3 450 0.160 0.015 

 
Table 2. Shear rate of multistage method 
 

Sample 
No. 

cσ  
(kPa) 

t90 

(min) 
ε  

(mm/min) 
1 60 0.040 0.062 
2 210 0.073 0.034 
3 510 0.160 0.016 

 
Multistage Testing 
 

The multistage method is used only one 
specimen to subject several confining pressures. The 
specimen is not tested to reach the shear failure.  

The steps are as follows: first, the specimen is 
saturated identical a single stage method when the 
soil is saturated at B value of 95%. Second, the 
specimen is consolidated at confining pressures as 
determined (100 kPa). Third, the shearing stage, the 
specimen is sheared at the shear rated as determining 
from Eq (2) as shown in Table 2.  The deviator 
stress is applied until reaching a yield value and then 
release load back to zero.  Afterward, the second 
confining pressure of 210 kPa was applied to 
consolidate and then shear (repeat step 2 and 3). The 
third confining pressure of 510 kPa is repeated step2 
and 3. However, this confining pressure the 
specimen had to shear until the specimen was failed 
and can found strength parameter from Mohr-
Coulomb shown in (3), (4). 

A multistage method can found strength 
parameter from one specimen which different from 
single stage method that to use at least 3 specimens. 
So, a multistage method it is a test the shear strength 
of soil rapid than single stage method. However, [3] 
found multistage method testing affect structure of 
soil specimen and causing the loose shear strength 
during the testing. 

 
RESULTS AND DISCUSSION 

4%ε =
16t90
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Khon Kaen loess sample was collected as a 

disturbed sample at a depth of 2 m. The index 
properties and compaction characteristics are shown 
in Table.3. 

 
Table 3 Properties of soil 
 

Properties  

Liquid limit (LL), % 16.5 
Plastic limit (PL), % NP 
Plasticity index (PI), % - 
Specific gravity 2.65 
Optimum moisture content (OMC), % 9 
Maximum dry density (ρd), t/m3 2.0 
Sand (% ) 55 
Silt (%) 30 
Clay (%) 15 
USCS  classification SM 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
Fig.3 The testing results in single stage CD test at   
confining pressure of 100 kPa. 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.4 The testing results in single stage CD test at 
confining pressure of 250 kPa. 
 

Compacted and saturated Khon Kaen loess was 
tested for consolidated drained triaxial. Three 
confining pressures of 100, 250 and 450 kPa was 
used for single stage testing and pore water of 20 
kPa was applied to samples. The testing results of 
the relationship between deviator stress and the axial 
strain were shown in Figures 3, 4 and 5. The 

relationship indicated that the maximum deviator 
stress from the single stage was 215, 556 and 970 
kPa, respectively. Moreover, the relationship 
between deviator stress and axial strain from the 
single stage testing showed a strain hardening 
behavior, which is the behavior of dense sand. The 
relationship between the volumetric strain and axial 
strain showed the dilation behavior of three 
specimens as illustrated in Figures 6, 7 and 8, 
respectively. The dilation behavior is also the 
characteristic of dense soil. 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
Fig.5 The testing result in single stage CD test at    
confining pressure of 450 kPa. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.6 The relationship between volumetric strain and 
axial strain in single stage testing at confining 
pressure of 100 kPa 
 

The multistage testing results at confining 
pressure of 60, 210 and 510 kPa and a  pore water of 
20 kPa were applied to the specimen. The testing 
results showed the relationship between deviator 
stress and axial strain as shown in Figures 9, 10 and 
11. The relationship indicated that the maximum 
deviator stress from the multistage were 115, 389 
and 1,037 kPa, respectively. In addition, the 
relationship between deviator stress and axial strain 
from the multistage testing also showed a strain 
hardening behavior at confining pressure of 60 and 
510 kPa. However, the relationship between deviator 
stress and axial strain at confining pressure of 210 
kPa showed a strain softening behavior. The stress-
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strain curve was derived from various ensembles in 
multistage testing shown in Figure 12. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.7 The relationship between volumetric strain and 
axial strain in single stage testing at confining 
pressure of 250 kPa 
 

 
 
Fig.8 The relationship between volumetric strain and 
axial strain in single stage testing at confining 
pressure of 450 kPa 
 
 

 
 
 
 
 
 
 
 
 
 
 
Fig.9 Testing results in multistage CD test at     
confining pressure of 60 kPa 
 

The maximum stress value derived from the 
relationship between deviator stress and the axial 
strain was drawn to the Mohr circle. The Mohr circle 
of total stress showed that φ = 31๐ and c = 0 kPa in a 

single stage method and φ = 29.7๐ and c = 0 kPa in a 

multistage method as shown in Figures 13 and 14, 
respectively.  Table 4 showed the comparison of 
total strength parameter between a single stage and 
multi-stage. The Mohr circle of effective stress 
showed that φ' = 31๐  and c' = 25 kPa in a single 

stage method and φ' = 29.7๐  and c' = 20 kPa in a 
multistage method as shown in Figures 15 and 16, 
respectively. Table 5 showed the comparison of 
effective strength parameter between a single stage 
and multi-stage. 
 
 
 

 
 
 
 
 

 
 
 

 
 
 
Fig.10 Testing results in multistage CD test at 
confining pressure of 210 kPa 
 
Table 4. The comparison of total shear strength 
parameters between a single stage and a multistage  
 

 c 
  (kPa) 

φ  
(Degree) 

Single stage 0 31 
Multistage 0 27.9 
Differential 0% 4.2% 

 
 

CONCLUSION 
 

The stress-strain behavior of saturated and 
compacted Khon Kaen loess showed a strain 
hardening except to multistage testing at confining 
pressure of 210 kPa, which showed a strain 
softening. The relationship between the volumetric 
strain and axial strain from single stage testing 
results showed the dilation behavior. The 
comparison of shear strength parameters between a 
single stage and a multistage as shown in Table 4 
and 5 indicated a small change. So, Khon Kaen loess 
can be found shear strength by multistage method. 
The multistage method is more simple and rapid 
than single stage. The results showed that the 
strength parameter of the test consolidated drained 
triaxial test of Khon Kaen loess by multistage less 
valuable than single stage. Therefore, the shear 
strength parameters from the multistage test result 
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are appropriate for conservative designs in 
geotechnical engineer. 

 
Table 5 The comparison of effective shear strength 
parameters between a single stage and a multistage 
 

 c '  
  (kPa) 

'φ  
(Degree) 

Single stage 25 31 
Multistage 20 27.9 
Differential 20% 4.2% 

 
 

 
 
 
 
 
     
 
 
Fig.11 Testing results in multistage CD test at   
confining pressure of 510 kPa 
 
 
 

 
 

 
 
 
 
 
 
 
Fig.12 The stress– strain curve derived from various  
ensemble in multistage testing 

 
 
 
 
 
 
 
 
 

 
 
 
 
Fig.13 The Mohr circle of total stress from a single 
stage method 
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Fig.14 The Mohr circle of total stress from a 
multistage method 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.15 The Mohr circle of effective stress from a 
single stage method 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.16 The Mohr circle of effective stress from a 
multistage method 
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ABSTRACT 

 
The purpose of this study is to determine bearing capacity and settlement of Khon Kaen loess by plate bearing test. 
Khon Kaen loess is classified as a collapsible soil, which is an unstable structure. According to USCS, Khon Kaen 
loess is classified as silty sand (SM). The structure of Khon Kaen loess is a honeycomb structure, which consists 
of fine sand and silt. Moreover, clay particles and iron oxide is the binder. If the soil is wetting, the binder will be 
washing. Therefore, the volume of soil decrease suddenly and the shear strength also decreases. In this study, the 
bearing capacity and the settlement of Khon Kaen loess will be compared between wet and dry condition. The 
plate size 0.3x0.3 m will be seated at a depth of 0.4 m from the ground surface. The ultimate bearing capacity of 
Khon Kaen loess at the moisture content of 9.76% is 12 t/m2. Moreover, the ultimate bearing of Khon Kaen loess 
after soaked for 4 days (moisture content of 30%) is 8 t/m2. 
 
Keywords: Khon Kaen loess, settlement, plate bearing, 
 
 
INTRODUCTION 
 
 Collapsible soil behavior is typical in Khon Kaen 
province, in deposits of yellow or red Aeolian (wind-
blown) silty sand (according to the Unified Soil 
Classification System or USCS). The structure of 
Khon Kaen loess is a honeycomb structure, which is 
an unstable structure. The majority of Khon Kaen 
loess consists of fine sand and silt. Whereas, clay 
particles and iron oxide is the binder. If the soil is 
wetting, the binder will be washing. Therefore, the 
volume of soil decrease suddenly and the shear 
strength also decreases. The decreasing strength of 
undisturbed Khon Kaen collapsing loess with 
increasing moisture content was investigated by 
unconsolidated undrained (UU) triaxial testing as 
shown in Figures 1 and 2 [1]. The apparent friction 
angle decreased linearly with increasing moisture 
content, but the dropping of apparent cohesion with 
increasing moisture content was not linear. Moreover, 
the collapse index of Khon Kaen loess showed the 
severe degree [1].  
 In the past, the engineering designed the spread 
footings, which seat on loess, for the building in Khon 
Kaen University. Due to the strength of Khon Kaen 
loess is high on the dry season. Therefore, the 
structure of these old buildings severe suffered 
damage when the leaking of water to the foundation. 
To determine the bearing capacity of spread footing 
in  the filed, therefore a plate bearing test was used to 
study in this project. 
 Plate bearing test was used to studied the 
behavior of collapsible many projects. For example 
collapsible soil at the United Arab Emirates was 
studied to develop a laboratory method of simulating 

the loaded behavior of collapsible soils and to 
measure its deformation at constant surcharge and 
ground water infiltration rates [2]. Moreover, the 
plate bearing tests was used to studied the stabilized 
collapsing soil by sand blended with coarse aggregate 
of various sizes and proportions [3], compacted, 
partial replacement by compacted sand/crushed stone 
layers over the collapsible soil [4].  
 

 
Fig. 1 Variation of the undrained friction angle of 

Khon Kaen loess with moisture content [1] 

Fig. 2 Variation of the undrained cohesion of Khon 

Kaen loess with moisture content [1] 
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 However this project was also study the bearing 
capacity of Khon Kaen loess in filed by plate bearing 
and then compare with the calculation from the 
standard penetration test (N-value) and the unconfine 
compression test. 
  
 

SCOPE  
 
The soil profile of investigated site showed that 

Khon Kaen loess is 0 to 1.5 m depth from the ground 
surface and seat on the laterite. So that the plate size 
of  0.3x0.3 m was seated at a depth of 0.4 m from the 
ground surface. The maximum pressure was 
computed from the load column of CB building, 
which is nearby the investigated site. The maximum 
pressure of this project is 36 t/m2. Therefore the 
interval load for the dry condition was 2 t/m2. The test 
was determinate after the settlement rate of more than 
0.2 mm/min or total settlement of more than 25 mm 
[5]. After testing at the dry condition, the maximum 
pressure of wet condition was estimated at 50% of the 
maximum pressure at the dry condition. Therefore the 
interval load for the wet condition was 0.5 t/m2. 

The testing pit between wet and dry condition was 
farther of 5 times of plate size, which was 1.5 m [5]. 
Both sites were measured the matric suction and 
moisture content during the testing. 

 
METHOD  
 
Plate Bearing 

 
According to the design pressure of 36 ton/m2 and 

plate size of 0.3x0.3 m, hence the allowable load was 
4 tons. However, the factor of safety of 2 was 
applying therefor the ultimate load was 8 ton. 
Therefore a nine piles was used as a dead load for this 
project. The capacity of hydraulic jack was 50 tons 
with 10 ton of proving ring. Four dial gauges were 
used to measure the settlement at the corner of the 
plate by attached with the reference beam. The 
installation of apparatus was present in Fig 3.  

The dry condition, the matric suction was measure 
via KU-tensiometer as shown in Fig. 4 before 
installation. The load was applied after the 
installation was completed.  

Water was applied in the testing pit for four days 
as shown in Fig.4 for the wet condition. Then a water 
was drained out from the testing pit before the 
apparatus was installed as shown in Fig. 6. The 
moisture content of wet pit was 31%, which was 
measured after testing. Both conditions wet and dry, 
were tested during the weather 25 to 35oc.  

As a design load of 36 t/m2, therefore the 
increment of loading was 2 t/m2  for the dry condition. 

A design load for wet testing was a half of the 
maximum load of dry testing. The maximum load of 
dry testing was 12 t/m2. Therefore, the design load of 
wet testing was 6 t/m2. Moreover,  the increment of 
loading was 0.5 t/m2  for the wet condition.  

After loading, the settlement was recorded at 1, 
2, 4, 8, 15, 30 and 60 min. The failure was defined as 
the total settlement of 25 mm, or the rate of settlement 
was over 0.2 mm/min. 

 
 

 
 

Fig. 3 The installation of plate bearing test in a dry 
pit 

 
 

 
 

Fig. 4 Measurement matric suction by using KU 
tensiometer 
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Fig. 5 Wetting pit (soaking for 4 days) 
 

 

 
 
Fig. 6 The installation of plate bearing test in the wet 

pit 
 
Unconfined Compressive Strength 
 
 The undisturbed soil sample was taken as a block 
sample from the open pit as shown in Fig. 7. Then the 
block sample was frozen before trim as shown in Fig. 
8. The size of the sample was 50 mm diameter and 
100 mm height as shown in Fig. 9. The proving ring 
of 3 kN and dial gauge was set up for testing. Three 

samples were used to determine the unconfined 
compressive strength. The shearing rate was 1 
mm/min. 
 

 
 
Fig. 7 Sampling block sample 
 
Soil Water Characteristic Curve 
 
The drying soil water characteristics curve (SWCC) 
for the compacted Khon Kaen loess was determined 
by pressure plate. According to [6], the pressure plate 
method was used to establish SWCC for a suction 
values between 1 to 1,500 kPa. 
 
TEST RESULT 

 
The properties of soil sample were shown in Table 

1.   Soil sample consisted of 60% sand and 40% silt-
clay with PI of 0.92%. Therefore the soil sample of 
this study was classified as silty sand (SM) according 
to [7]. 

 

 
 

Fig. 8 Frozen undisturbed sample 
 

Plate Bearing 
 
 The relationship between settlement and pressure 
of dry and wet condition as shown in Fig. 10 and 11, 
respectively found that the ultimate pressure of dry 
and wet condition was 12 and 8 t/m2, respectively. 
The yield point of dry and wet condition was  4 and 
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1.5 t/m2, respectively. Moreover, the young modulus 
of a dry condition is higher than the wet condition 
about 12 times. The young modulus of dry and wet 
condition was 20,000 and 1,730 kPa, respectively. 
Fig. 10, 11 and 12 also presented the failure mode of 
local shear failure, which is the characteristic of 
medium dense sand. All test result represented in 
Table 2. 

The differential settlement between wet and dry 
condition was shown in Fig 13. The different 
settlement at the applied pressure of 8 t/m2 showed a 
severe collapsing about 20% (Loess thickness of 1.1 
m). 

 

 
 

Fig. 9 Specimen after trimming 
 
 
Table 1 Basic Properties of Khon Kaen loess 
 

Properties  
Liquid limit (LL), % 14.3 
Plastic limit (PL), % 13.21 
Plasticity index (PI), % 0.92 
Specific gravity 2.65 
Natural moisture content, % 10 
Dry density (ρd), t/m3 1.6 
Sand (% ) 60 
Silt – Clay (%) 40 
USCS  classification SM 

 
  

 
 
Fig. 10 The relationship between pressure and 
settlement of dry condition 
 

 
 
Fig. 11 The relationship between pressure and 
settlement of wet condition 
 

 
 
Fig. 12  Failure surface at field 
Table 2 Plate bearing results 
 

 Wet Dry 
Yield Point (kPa) 1.5 4 
Young Modulus (kPa) 1,730 20,000 
Ultimate pressure (kPa) 8 12 

 
  
 

 
  
 Moreover, the standard penetration test presented 
the N-value of 2, which is also classified as very loose 
sand. However, the dry density is 1.6 t/m3. The 
tensiometer showed the matric suction was 28 kPa for 
the dry condition, which is on the residual regime 
according to SWCC as illustrated in Fig. 14. 
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Fig. 14 Soil water characteristic curve of 
undisturbed Khon Kaen loess 
 
Unconfined Compressive Strength 
 
 Three sample was studied. The initial moisture 
content and the dry density was 7% and 1.6 t/m2, 
respectively. The relationship between axial strain 
and deviator stress was present in Fig. 15. The 
average unconfined compressive strength is 2.5 t/m2. 
 

 
 
Fig. 14 The stress-strain relationship of unconfined 
compression test 
 

DISCUSSION 
 

The test result showed that the bearing capacity 
of dry condition was 1.5 times higher than the wet 
condition. However, the young modulus of Khon 
Kaen loess at dry condition is much higher than a wet 
condition. The failure mode of bearing capacity was 
a local shear failure, which is the characteristic of 
medium dense soil. According to the matric suction 
of dry condition, Khon Kaen loess was in the residual 
regime.  

According to Terzaghi’s equation for local shear 
failure mode of square foundation as present in Eq. 
(1). Also, the unconfined compressive strength of 
undisturbed Khon Kaen loess of 2.5 t/m2 or the 
undrained shear strength of 1.25 t/m2 at a dry 
condition. The ultimate bearing capacity of Khon 
Kaen loess at a dry condition was 7 t/m2, which was 
underestimated almost 2 times.  

According to SPT result, the friction angle was  
26 deg [8]. The ultimate bearing capacity was 5.32 

t/m2, which was also underestimated. 
 

' ' '
u c qq 0.867c ' N qN 0.4 BNγ= + + γ         (1) 

 
Where 
qu   = ultimate bearing capacity 
c′  = cohesion 
N′c, N′q, N′γ = codified bearing capacity factor 
q  = γ.Df 

Df  = depth of foundation 

B  = width of foundation 
 
CONCLUSION 
 

The bearing capacity of Khon Kaen loess of a wet 
condition was a slightly lower than a dry condition. 
However Khon Kaen loess showed at a severe 
collapsing at pressure of 8 t/m2. Moreover, 
unconfined compressive strength and N-value from 
SPT give a lower the ultimate bearing capacity, which 
was derived from Terzaghi’s equation for local shear 
failure, from plate bearing test. 
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ABSTRACT 

 
 This study aims to determine the relationship between drained shear strength and matric suction of 

compacted Khon Kaen loess soil. This soil samples were investigated shear strength parameters of compacted 
Khon Kaen loess from CD method. A direct shear test determined these shear strength parameters. The initial dry 
density of CD samples was 1.95 t/m3, which was 90% of maximum dry density by a modified method. The shear 
rates of CD method was determined by consolidation. However, soil samples were tested for CD method under 
saturated and unsaturated conditions. Unsaturated soil samples had been divided into three states by dry soil 
samples in the air. 30, 60 and 90 minutes are times of dry soil samples in the air. The shear rate was 0.005 mm/min. 
The results of a saturated consolidated drained direct shear test (CD Test) presented that a friction angle (φ´) and 
a cohesion (c) was 32.6 degree and 4 kPa, respectively. Moreover, the relationship between drained shear strength 
and matric suction is linear. However, the slope of the graph or the φb value is not constant. It is varied with the 
vertical stress. The friction angle is constant with matric suction, but the cohesion increased with matric suction. 
 
 

Keywords: Direct Shear, Saturated, Unsaturated, Consolidated Drained, Khon Kaen Loess, Compacted soil 
 
 
INTRODUCTION 

 
In the present, there are many constructions in 

Khon Kaen province. Moreover, Khon Kaen soil was 
used as construction material for landfill. Therefore 
the engineering should know the shear strength 
parameters for design the foundation. The shear 
strength parameters can be evaluated by consolidated 
drained method (CD). This method can test by triaxial 
and direct shear test. This study used a direct shear 
test to determine shear strength parameters of this 
method as mention previously.  

In this study, Khon Kaen loess had been 
investigated at compacted and saturated condition. 
Soil samples for CD method were compacted at 90% 
of maximum dry density by a modified method. The 
unsaturated soil has three phases which are solid, 
liquid and air. Therefore, the Terzaghi’s effective 
stress law for saturated soil is not appropriate for 
unsaturated soil. Fredlund and Rahardjo [1] 
formulated the shear strength equation for an 
unsaturated soil as given in Eq (1).   

 
b

ff n a a wc ' ( u ) tan ' (u u ) tanτ = + σ − φ + − φ               (1) 
 
     Where τff is a shear stress at failure. c' is an 
effective apparent cohesion, which is the shear 
strength intercept when the effective stress is equal to 
zero. σf is total normal stress at failure. uaf is pore-air 
pressure at failure. uwf is pore-water pressure at 
failure. φ' is an effective angle of internal friction. 

And φb is an angle indicating the rate of increase in 
shear strength relative to the soil suction at failure.
  
BASIC PROPERTIES  

 
Khon Kaen loess, which was used in this study, 

was classified as silty sand (SM) according to [2]. The 
results of sieve and hydrometer analysis showed that 
Khon Kaen loess consists of  55% sand, 30% silt, and 
15% clay [2]. The majority of Khon Kaen sand size 
was a fine grain as illustrated in Fig. 1. The natural 
density of Khon Kaen loess was 1.65 t/m3, which is 
the loosed sand. Atterberg’s limit results also 
presented a liquid limit was 16.5% and a non-plastic 
limit. The specific gravity was 2.65.  The basic 
properties of Khon Kaen loess were present in Table1.  

 

 
 
Fig. 1 Grain Size Distribution 

Also, the modified compaction was decided to use 
in this project because Khon Kaen loess was used in 
pavement construction rather than another 
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construction. The maximum dry density was 2 t/m3, 
and the optimum moisture content was 9%. 

 
Table 1 Basic Properties of Khon Kaen loess 

 

Properties  

Liquid limit (LL), % 16.5 
Plastic limit (PL), % NP 
Plasticity index (PI), % - 
Specific gravity 2.65 
Optimum moisture content (OMC), % 9 
Maximum dry density (ρd), t/m3 2.0 
Sand (% ) 55 
Silt (%) 30 
Clay (%) 15 
USCS  classification SM 
Pre-consolidation pressure (Pc) 56 

 
DIRECT SHEAR 

 
Soil samples were compacted at 90% of maximum 

dry density at the wet side (moisture content of 
11.85%) by a modified method. Soil samples were 
trimmed by cutting ring and taken into direct shear 
apparatus as shown in Fig 2 and 3, respectively. 
 

 
 
Fig.2 Preparation specimen 
 

 
 
Fig. 3 Direct shear setup 
Consolidated Drained Method 
 

    The saturated specimen had to be soaked for 24 

hours before being consolidated for 24 hours. But the 
unsaturated specimen was air dry before 
consolidating. Three series of air dry sample, which 
are 30, 60 and 90 minutes, was studied in this project. 

The shear rate of this method has to determine from 
consolidation stage as shown in Table 2. Three 
vertical stress of 200, 400 and 800 kPa was used to 
study. The failure time of 200, 400, 800 kPa vertical 
load as shown in Table 2, 3, 4, 5, respectively. 
However, the consolidation results found that that 
pre-consolidation pressure (Pc) was 56 kPa and OCR 
was 1.74, which was less than 2. Therefore the failure 
time has to determine t50 or t90 as shown in Eq. [2] 
and 3, respectively. The shear rate was calculated 
from the maximum value of the failure time as shown 
in Eq. [3]. The failure time, which was derived from 
t50 was higher than t90.  The shear rate of this study 
equaled to 0.005 mm/min. 

 
50f t50t =     (2) 

9050 t6.11t =      (3) 

f

f
d t

dR =      (4) 

Where df equal to 0.2 inches according [3] because 
Khon Kaen loess was coarse grain soil. Moreover, tf 
is a failure time, which equaled to 60 min. 
 
Table 2 Failure time of CD saturated 

Vertical 
Stress 
(kPa) 

t50(min) tf 
(min) 

t90(min) tf 
(min) 

200 7.5 375 5.9 68.44 

400 7.8 390 6.9 80.04 

800 8 400 4.6 53.36 
 

Table 3 Failure time of CD Unsaturated of air dry for 
30 minutes 

Vertical 
Stress 
(kPa) 

t50(min) tf 
(min) 

t90(min) tf 
(min) 

200 1.5 75 5.8 67.28 

400 6.5 325 3.3 38.28 

800 0.45 22.5 16 185.6 
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Table 4 Failure time of CD Unsaturated dry 60 
minutes 

Vertical 
Stress 
(kPa) 

t50(min) tf 
(min) 

t90(min) tf 
(min) 

200 1.357 67.5 3.5 40.6 

400 0.857 42.85 8.5 98.6 

800 0.55 27.5 9 104.4 
 

 Table 5 Failure time of CD Unsaturated dry 90 
minutes 

Vertical 
Stress 
(kPa) 

t50(min) tf 
(min) 

t90(min) tf 
(min) 

200 1.07 83.5 3.5 40.6 

400 0.85 42.5 2.5 29 

800 1.71 85.5 8.6 99.76 

 

TEST RESULT 
 

 The test result was shown in Figure 4 to 7 for 
saturated, air dry for 30, 60 and 90, respectively. The 
summary test result present in Table 6. 
 The effective friction angle and cohesion of 
saturated soil was 32.6 degree and 4 kPa, respectively, 
as shown in Fig. 4.  
 

 
Fig. 4 Drained shear strength of saturated soil sample 

  
 Table 6. The summaries of test result 

Sample φ' c' 
Saturated 32.6 3.6 

Air dry for 30 min 34.8 13.3 
Air dry for 60 min 35.2 22.9 
Air dry for 90 min 34.7 25.6 

 

 The effective friction angle of saturated condition 
was 2 degrees lower than an unsaturated condition. 
The effective cohesion of unsaturated is 35 degree.  
However, the cohesion was increased with decreasing 
of soil moisture dramatically. 
 

 
Fig. 5 Drained shear strength of unsaturated sample 
for 30 mins air dry 

 
Fig. 6 Drained shear strength of unsaturated sample 
for 60 mins air dry 

 
Fig. 7 Drained shear strength of unsaturated sample 
for 90 mins air dry  

 The relationship between horizontal displacement 
and shear stress of saturated sample and unsaturated 
sample for 30 and 60 mins air dry showed the strain 
hardening as shown in Fig. 8, 9 and 10, respectively. 
But the relationship between horizontal displacement 
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and shear stress of unsaturated sample for 90 min air 
dry showed the strain softening as shown in Fig. 11. 
 Besides, the relationship between vertical 
displacement and horizontal displacement of both 
conditions as present in Fig. 12 to 15 showed a 
compression behavior. 
 
DISCUSSION 
 

 The relationship between matric suction and 
shear stress at initial state showed a quite linear 
relationship. However, the slope of the graph or the 
fb angles were not constant, but the φb angles were 
linearly decreased with a vertical pressured from 200 
to 800 kPa, as shown in Fig.16 and Table 7.  

    The relationship between matric suction and 
shear stress at a failure state as shown in Fig.16 
showed a linear relationship with R2 of 0.87. 
Moreover, the slope of the graph or the φb angles were 
not also constant same as the initial state, but the φb 
angles were linearly increased with a vertical 
pressured as shown in Fig.17 and Table 7.  

    Finally, the relationship between matric suction 
and shear stress at residual state showed that φb angles 
were constant at a lower vertical pressured. 
Nevertheless, that showed a quite linear at highest 
vertical pressured, as shown in Fig.18 and Table 9. 

 

 
 

Fig. 8 The relationship between horizontal 
displacement and shear stress of saturated sample 

 

Fig. 9 The relationship between horizontal 
displacement and shear stress of unsaturated sample 
for 30 mins air dry 

 

Fig. 10 The relationship between horizontal 
displacement and shear stress of unsaturated sample 
for 60 mins air dry 

 

Fig. 11 The relationship between horizontal 
displacement and shear stress of unsaturated sample 
for 90 mins air dry 

 

Fig. 12 The relationship between vertical 
displacement and horizontal displacement of 
saturated sample 

 

Fig. 13 The relationship between vertical 
displacement and horizontal displacement of 
unsaturated sample for 30 mins air dry 
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Fig. 14 The relationship between vertical 
displacement and horizontal displacement of 
unsaturated sample for 60 mins air dry 

 Table 7. The φb angle at initial state 
Vertical 

load 
Shear 
stress 

matric 
suction y- 

intercept 
φb 

kPa kPa kPa (deg) 
200 98.00 0.55 2.99 71.5 

  103.83 14.75     
  118.03 16.83     
  135.92 19.72     

400 182.78 0.55 2.04 63.9 
  225.75 14.75     
  234.50 16.83     
  207.67 19.72     

800 370.42 0.55 1.58 57.7 
  405.61 14.75     
  423.50 16.83     
  427.00 19.72     

 
 

 

Fig. 15 The relationship between vertical 
displacement and horizontal displacement of 
unsaturated sample for 90 mins air dry 

 

Fig. 16 the relationship between matric suction 
and shear stress of direct shear at initial state 

 
Fig. 17 the relationship between matric suction 
and shear stress of direct shear at failure state 

 
Fig. 18 the relationship between matric suction 
and shear stress of direct shear at residual state 
 
 
Table 8. The φb angle at failure state 

Vertical 
load 

Shear 
stress 

matric 
suction 

y- 
intercept 

 

φb 

kPa kPa kPa (deg) 
200 98.00 0.55 5.66 80.0 

  103.83 3.89     
  118.03 3.89     
  135.92 7.25     

400 182.78 0.55 7.73 82.6 
  225.75 6.63     
  234.50 5.42     
  207.67 4.96     

800 370.42 0.55 11.08 84.8 
  405.61 4.51     
  423.50 5.27     
  427.00 5.42     
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Table 9. The φb angle at residual state 
Vertical 

load 
Shear 
stress 

matric 
suction y- 

intercept 
φb 

kPa kPa kPa (deg) 
200 97.22 0.55 1.93 62.7 

  97.22 8.16     
  107.33 8.16     
  131.25 8.16     

400 178.89 0.55 0.29 16.5 
  200.08 3.44     
  194.44 8.46     
  179.28 8.46     

800 331.72 0.55 13.44 85.7 
  405.61 4.51     
  412.61 6.03     
  392.00 5.88     

 
 
CONCLUSION 
 

All test results were present in Table 6. The 
different of the effective friction angle between 
saturated and unsaturated are slight. However, the 
cohesion was increased dramatically with matric 
suction. Moreover, the direct shear test showed a 
linear relationship between drained shear strength and 
matric suction. However, the φb is not constant with 
the vertical stress. 
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ABSTRACT 

Clay is the main material used to absorb contaminants and heavy metals in treated ponds. It has a very large 
specific surface area and its negative charge in the surface structure can bond well with heavy metals. Bentonite 
mainly consists of montmorillonite, which is a type of clay mineral. This laboratory-based study experimented 
with using sodium bentonite to adsorb Ni, Cu, and Zn. Bentonite was used and mixed with various pozzolanic 
materials, including (1) cement, (2) bottom ash, and (3) fly ash. Batch sorption tests were selected as the method 
to evaluate sorption capacity. Factors controlled in this study were mixing time, temperature, and pH. The findings 
from this experiment can be the capacity to describe adsorption potential and to find the best ratio of adsorbent to 
be used in construction sites. In this study, sodium bentonite showed a very high Cu adsorption performance. 
Mixing bentonite with cement resulted in a more effective performance relative to using pure bentonite. 

Keywords: Adsorption, Bentonite clay, Pozzolanic materials, Batch adsorption test, Cement, Isotherm 

INTRODUCTION 

        Thailand State of Pollution Report 2016 
discovered that various water sources have 
contaminated with heavy metals [1]. The main causes 
were the waste water discharged from factories and 
densely industrial estates [2]. Heavy metals cannot be 
decomposed in natural processes and then 
accumulated in soil, water and organism [3]. In the 
remove of heavy metals from waste water, it can be 
done by various methods such as ion exchange, foam 
flotation, coagulation and chemical coagulation etc. 
In these methods, adsorption with soil is an effective 
and inexpensive solution. Therefore, the objective of 
this study mainly focuses on the adsorption of heavy 
metals including Ni, Cu and Zn on bentonite clay 
mixed with cement, bottom ash and fly ash by batch 
sorption test. The findings from this experiment can 
be used to describe adsorption potential and to find 
the best ratio of adsorbent to be used in construction 
site. 

MATERIALS USED 

        The adsorbent in this study is bentonite clay 
(Fig.1) [4]. The Pozzolanic materials used to mix with 
the bentonite for improve the adsorption capacity 
consist of (1) cement (Fig.2), (2) bottom ash (Fig.3) 
and (3) fly ash (Fig.4). All of the Pozzolanic materials 
were dry and were then sieved through sieve No. 16. 
Most of Pozzolanic materials are by products and 
easy to find. The composition of the mineralogical 
and chemical of bentonite clay, bottom ash, fly ash 
and cement determined by X-Ray Fluorescence 

(XRF) are tabulated in Tables 1 to 2 [5]. Figures. 5 to 
8 display the SEM photographs of samples with 
expansion rate of 500 times.   

Table 1 Chemical analysis of bentonite clay, bottom 
ash and fly ash by XRF 

Bentonite 
Clay 

Bottom 
Ash 

Fly 
Ash 

Constituent Wt.% Wt.% Wt.% 
SiO2 56.80 47.45 41.16 
Al2O3 15.10 20.32 22.30 
Fe2O3 9.79 10.92 1151 
MgO 4.61 2.60 2.70 
Na2O 2.01 1.03 1.66 
CaO 2.81 13.16 15.27 
SO3 - 1.16 1.43 
K2O - - 2.93 
LOI - - 0.20 

Table 2 Chemical analysis of cement by XRF 

Constituent Wt.% 
SiO2 20 

Al2O3 5 
Fe2O3 3 
MgO 1.1 
CaO 60 
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SO3 2.4 

 
Fig. 1 Bentonite clay 

 
Fig. 2 Cement 

 
Fig. 3 Bottom ash 

 
Fig. 4 Fly ash 

 
 

 

 
Fig. 5 SEM photograph of bentonite clay 

 
Fig. 6 SEM photograph of cement 

 
Fig. 7 SEM photograph of bottom ash 

 
Fig. 8 SEM photograph of fly ash 
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Copper (Cu), nickel (Ni), and zinc (Zn) were selected 
to represent the range of the common heavy metals 
and prepared in the form of the solution to be the 
adsorbates. The stock solutions of Cu (NO3)2, Ni 
(NO3)2, and Zn (NO3)2 were dissolved in the 
deionized water to obtain the preferred initial 
concentration of solution [6]. The chosen initial 
concentration of the heavy metal solutions was 
10,000 mg/L. The properties of heavy metal solutions 
are presented in Table 3.  
 
Table 3 Properties of heavy materials solution 

 
Property Nickel 

(II) 
Nitrate 

 Copper 
(II) Nitrate 

Zinc (II) 
Nitrate 

Formula Ni(NO3)2  Cu(NO3)2 Zn(NO3)2 
Molecular 
(g/mal) 

290.80  241.60 297.50 

Density 
(g/cm3) 

2.05  2.32 2.06 

Solubility 
(g/100cm3) 

94.20  137.80 184.30 

 
 
EXPERIMENTAL WORK 
 
        The bentonite clay was replaced with the bottom 
ash, fly ash and cement at the amount of 0, 10, 20, 30, 
40 and 50% by weight. In this study, batch adsorption 
test was carried out to investigate the heavy metal 
adsorption. The test processes can be performed by 
mixing a 2.5 g of sample with the Cu, Ni and Zn 
solutions [6]. The initial concentration of Ni(NO3)2, 
Cu(NO3)2, and Zn(NO3)2 was 10,000 mg/L and put it 
in 120 mL plastic bottle. Then the mixture was shaken 
by the horizontal shaker with a speed of 150 cycles 
per minute for 1, 3, 6, 12, 24, 36, 48, 72, 96 and 120 
hours [7]. After reaching equilibrium time, the soil 
was separated from the heavy metal solution by using 
a 0.45µm filter and diluted it into the solution [6]. 
Finally, concentration of the residual solution was 
analyzed by using Atomic Adsorption Spectrometer 
(Fig.9) which repeat three samples in one experiment 
set in order to find an average value [8]. Finally, the 
results can then be evaluated the adsorption capacity, 
equilibrium times and adsorption isotherm. Factors 
controlled in this study were mixing time, 
temperature, and pH. 
 
 
RESULT AND DISCUSSION 

 
Equilibrium Time Determination 
 
        The equilibrium time is time from start 
adsorption until being to equilibrium state. Samples 
were determining equilibrium time by batch test at  

1, 3, 6, 12, 24, 36, 48, 72, 96 and 120 hours. The 
bentonite clay replaced with the bottom ash, fly ash 
and cement at the amount of only 10% by weight was 
selected to find the equilibrium time. The amount 
adsorbed of Ni, Cu and Zn at any time (qt) was 
illustrated in Figs. 10 to 12 for bentonite mixed with 
cement, bottom ash and fly ash, respectively. It can 
be seen in Fig.9 that the adsorption took place rapidly 
at the beginning of the reaction which the 
concentration rapidly decreased at the period of  
48 hours. Thereafter, the amount adsorbed was almost 
constant for all Ni, Cu and Zn. This was due to the 
adsorption sites which interaced with the metal 
decreased. Thus, the adsorption of Ni Cu and Zn by 
bentonite mixed with cement reached to equilibrium 
within 48 hours. Unlike the others soils, the 
equilibrium occurs approximately only within 3 hours. 
The same trend of results was also found when 
performing the tests with bottom ash and fly ash. 
 

 
Fig.9 Atomic Adsorption Spectrometer (AAS) 

 

 
 
Fig. 10 Effect of contact time of Ni, Cu and Zn 

adsorption on bentonite clay mixed with 
cement at 10% by weight. 
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Fig. 11 Effect of contact time of Ni, Cu and Zn 
adsorption on bentonite clay mixed with 
bottom ash at 10% by weight. 

 

 
 

Fig. 12 Effect of contact time of Ni, Cu and Zn 
adsorption on bentonite clay mixed with fly 
ash at 10% by weight.  

 
 
The Best Ratio of Adsorbent Determination 
 
          Because the bentonite has very high adsorption 
capacity, this soil was chosen as a representative of 
all soils to find the method of improvement of the 
adsorption capacity. The bentonite clay was replaced 
with the cement, bottom ash and fly ash at the amount 

of 0, 10, 20, 30, 40 and 50% by weight. The effects of 
the three additional Pozzolanic materials on the 
adsorption capacity of Cu, Ni and Zn are presented in 
Figs.13 to 15. As presented in Figs.13 to 15,   
additional material especially cement can 
dramatically improve the adsorption capacity of 
heavy metals.  The adsorption capacity increased with 
increasing amount of cement content. While using 
20% of cement in the replacement, the results showed 
the maximum adsorption capacity of Ni, Cu and Zn. 
It was possible to conclude that the proper amount of 
cement which should be used to replace the bentonite 
clay was 20% for increasing the adsorption capacity 
of Ni, Cu and Zn. In Fig.15, the results show that the 
adsorption capacity of Ni and Cu increased linearly 
with amount of fly ash. No change in adsorption 
capacity was found in the case of Zn. Unlike cement 
and bottom ash, the results of bottom ash was shown 
in Fig. 14. Increasing the amount of bottom ash can 
reduce the sorption capacity for all Ni, Cu and Zn. It 
can be concluded that bottom ash is not recommended 
to replace in the bentonite. 
 

 
 
Fig. 13 Effect of ratio between bentonite with 

cement 
 
 
       The material surface characteristic is an 
important factor affecting on the adsorption capacity.  
Figures. 5 to 8 display the SEM photographs of 
material samples with expansion rate of 500 times. It 
can be seen that bentonite clay and cement show high 
roughness of their surfaces, while Bottom ash and fly 
ash show the lower roughness. High surface of 
roughness results in high surface area, and vice versa. 
Thus, adsorption capacity of bentonite with cement 
were higher than that of bottom ash and fly ash. The 
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bentonite with bottom ash provided the lowest 
adsorption capacity because the specific surface area 
and roughness were the important factors which 
affected on the adsorption. 
 

 
 

Fig. 14 Effect of ratio between bentonite with 
bottom ash 

 

 
 

Fig. 15 Effect of ratio between bentonite with fly ash 
 
 
 
 

CONCLUSIONS 
 
           In this study, the adsorption capacities of Cu, 
Ni and Zn by bentonite clay was investigated. 
Further, the new method was introduced to improve 
the adsorption capacity of the bentonite clay by 
mixing the soil with cement, bottom ash and fly ash. 
The results indicated that the adsorptions of these 
materials reache the equilibrium time within 
approximately 48 hours and higher than that of 
normal soils.  The adsorption capacity of samples was 
in the order of cement>fly ash>bottom ash.  The 
bentonite with bottom ash provided the lowest 
adsorption capacity because the specific surface area 
and roughness were the important factors which 
affected on the adsorption. From the improvement of 
the adsorption capacity only cement and fly ash can 
increase the adsorption capacity of the bentonite clay. 
Cement showed the highest performance for 
improvement of Cu, Zn and Ni adsorption. The 
recommended contents of cement was 20% by weight 
of bentonite clay.  
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ABSTRACT 

This research mainly focuses on the adsorption of zinc on bentonite clay when mixing with various Pozzolanic 
materials by column leaching test. The Pozzolanic materials in this study consist of 1) fly ash, 2) bottom ash, 3) 
rice husk ash, 4) blast furnace slag, 5) silica fume, 6) metakaolin, and 7) cement. Only zinc was selected as an 
important heavy metal that was found around the vicinity area of industry. Cycles of loop in column leaching test 
were systematically done.  The main cycles consist of releasing heavy metal solution to the example model and 
then releasing distilled water to the model with continuous flow. This two steps can simulate the actual condition 
of the discharge of zinc in waste water into the soil and washed it by rain. Cycle 3 was then carried out to verify 
the adsorption capability after the desorption process. The adsorption behavior in this study can be illustrated in 
the breakthrough curves. The breakthrough curve is a relationship between the rates of absorption versus service 
time. In this study, bentonite mixed with cement shows the highest zinc adsorption performance.  

Keywords: Bentonite clay, Adsorption, Column leaching test, Pozzolanic materials, Breakthrough curve 

INTRODUCTION 

Rapid growth of industries has led to increase the 
environmental problem. Every years, large amount of 
waste water has been discharged into river without 
treatment. The waste water often contaminated with 
heavy metals.  These heavy metals may cause damage 
to mankind and animals. There are many methods for 
remove the heavy metals from the waste water such 
as a reduction process, magnetic ferrites treatment, 
ion exchange, reverse osmosis, chemical oxidation, 
membrane separation, coagulation, flotation, 
filtration, adsorption and evaporation [1], [2], [3]. 
Adsorption is one of the most common methods for 
heavy metal removal. It offers benefits in terms of 
availability, simplicity of operation. Soils, especially 
clay, have been widely used as the adsorbents for the 
wastewater treatment. Because high efficiency and 
inexpensive, it motivates many researchers to do 
research with soils in the adsorption study [4], [5]. 
Several soils were previously selected as the 
adsorbent of batch and column adsorption tests. The 
adsorption capacity of bentonite, one type of clay, 
were primarily studied by the batch technique. In 
batch sorption test, the results show the beneficial 
evidence on adsorption capacity of the heavy metals 
on the bentonite. To understand details of 
contaminate flow, column leaching test could provide 
the most practical way  and can simulate closer to the 
circumstances than the batch adsorption experiment. 
The objective of this study is to investigate the 
adsorption capability of bentonite clay mixed with 
various Pozzolanic materials by the small-scale 
column test. The purpose of adding the Pozzolanic 
materials into the bentonite is to relatively evaluate 
the enhancement of sorption capacity.  

MATERIALS USED 

        Bentonite clay was selected as an adsorbent in 
this study. The Pozzolanic materials used to mix with 
the bentonite consist of 1) bottom ash (BA), 2) rice 
husk ash (RHA), 3) blast furnace slag (BFS), 4) silica 
fume (SF), 5) metakaolin (MK), 6) cement (CE) and 
7) fly ash (FA). The bentonite was replaced with the
Pozzolanic materials at the only amount of 50% by 
weight. The chemical contents of the bentonite clay 
and the Pozzolanic materials were verified by X-ray 
fluorescence (XRF) and then summarized in Table 1. 
Figures 1 to 8 display the SEM photographs of all 
samples with a magnification rate of 3,000 times. 
Heavy metals chosen as adsorbate in this research 
was zinc (Zn). The properties of Zn solutions are 
shown in Table 2. The chosen initial concentration of 
the zinc was 10,000 mg/L and this concentration is 
higher than that of the use in other soils before due to 
its high sorption capacity of the bentonite. 

Table 1 Chemical analysis of bentonite clay and the 
Pozzolanic materials by XRF 

Constituent 
% by weight 

1 2 3 4 5 6 7 
SiO2 56.8 20 48 37 92 90 55 

Al2O3 15.1 5 26 11 0.7 0.5 40 
Fe2O3 9.8 3 10 0.3 1.2 2 0.5 
CaO 2.8 60 5 40 0.5 0.5 - 
MgO 4.6 1.1 2 7 0.2 0.2 - 
SO3 - 2.4 0.7 0.3 - 1.5 - 
Lol. - 2 3 - - 4.7 - 

Where: 1 = Bentonite, 2 = Cement, 3 = Fly and bottom ash, 
4 = Blast furnace slag, 5 = Silica fume, 6 = Rice husk ash, 
7 = Metakaolin. 
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Fig.1 SEM photograph of bentonite 

 

  
Fig.2 SEM photograph of bottom ash 

 

 
 

Fig.3 SEM photograph of rice husk ash 
 

 
 

Fig.4 SEM photograph of blast furnace slag 

 
 

Fig.5 SEM photograph of silica fume 
 

 
 

Fig.6 SEM photograph of metakaolin 
 

 
 

Fig.7 SEM photograph of cement 
 

 
 

Fig.8 SEM photograph of fly ash 



SEE - Nagoya, Japan, Nov.12-14, 2018 

365 
 

Table 2 Properties of zinc solution 
 

Property Zinc (II) Nitrate 
Formula Zn(NO3)2 
Molecular (g/mal) 297.50 
Density (g/cm3) 2.06 
Solubility (g/100cm3) 184.30 

 
EXPERIMENTAL WORK 
 

The components of the column adsorption 
apparatus are schematically shown in Fig. 9. PVC 
tube with an internal diameter and height of 2.54 cm 
was used as a fixed-bed column. The adsorbent with 
the mass of 20g were compacted in the column before 
conducting the flowing process. Three cycles of loop 
in column leaching test were systematically done.  
Cycles 1 and 2 consist of releasing heavy metal 
solution to the example model and then releasing 
distilled water to the model with continuous flow. 
This two steps can simulate the actual condition of the 
discharge of zinc in waste water into the soil and 
washed it by rain. The main purpose of cycle 2 was to 
evaluate the desorption behavior. Cycle 3 was then 
carried out to verify the adsorption capability after the 
desorption process. The procedure of the column 
adsorption is described in Fig.10. 

 

 
 

Fig. 9 Schematic drawing of column leaching test 
 

The flowing processes of each cycle were at 
least finalized until the exhaustion period of the 
adsorbent. The flow rate of the influent was 
designated to be equal to 1.0 mL/min. The pressure 
pump was used to drive the pressure into the PVC 
tube and to set at a constant flow rate. A chronometer 
was employed to measure the service time (t) at 
different collections of effluent. The effluent was 
diluted with 1% of nitric acid (HNO3). Atomic 
Absorption Spectrometer was used to measure the 
concentration of the effluent. The concentration of the 
effluents (Ct) could finally be identified. 

 
 

Fig. 10 Procedure of column adsorption test 
 
RESULTS AND DISCUSSIONS 
  

     The breakthrough time and the shape of the 
breakthrough curve were significant features to 
define the operation response of an adsorption 
column [1], [3]. The typical breakthrough curve is 

Influent 

Effluent 

Pressure pump 

Compaction of adsorbent m=20g 

Cycle 1: 
Flow of influent in soil column 

C0 = 10,000 mg/L 
Q = 1 mL/min 

Cycle 2: 
Flow of R.O.water 

C0 = 0.00 mg/L 
Q = 1  mL/min 

Cycle 3: 
Flow of influent in soil column 

C0 = 10,000 mg/L 
Q = 1 mL/min 

The soils were satuarated by R.O. 
water 

Simulate the condition of the 
discharge of zinc in waste water 

into the soil 

Simulate the condition of washed 
by it by rain 

Adsorption capability after the 
discharge process. 

All of collected effluents were 
taken to find  

the concentration analysis by AAS 

Soil column 
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represented by plotting between the service time (t) 
and the ratio of Ceffluent to Cinfluent (C/C0). The 
breakthrough point and the point of the exhaustion of 
column of the breakthrough curve was 
correspondingly selected to be the point at which 
C/C0 =5% and the point at which C/C0 =95%, 
respectively. Figures 11 to 17 demonstrate the s-
curves (t -C/C0) representing the adsorption process 
of zinc on bentonite (B) when mixing with bottom ash 
(BA), rice husk ash (RHA), blast furnace slag (BFS), 
silica fume (SF), metakaolin (MK), cement (CE) and 
fly ash (FA), respectively. Three consecutive cycles 
of adsorption, desorption, and adsorption were 
continuously illustrated.  

 
 

Fig. 11 Breakthrough curve of Zn on B+BA 

 
 

Fig. 12 Breakthrough curve of Zn on B+RHA 

 
 

Fig. 13 Breakthrough curve of Zn on B+BFS 

 
 

Fig. 14 Breakthrough curve of Zn on B+SF
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Fig. 15 Breakthrough curve of Zn on B+MK

 
 

Fig. 16 Breakthrough curve of Zn on B+CE 

 
 

Fig. 17 Breakthrough curve of Zn on B+FA 
 
          The breakthrough curves were found in the 
cycle I for all samples. The results showed that the 
concentration of the effluent in cycle I of rice husk 
ash, silica fume and fly ash increased sharply after the 
starting point and then reached the point of the 
exhaustion of column or it implies that bentonite 
mixed with these three materials reached the saturated 
point of adsorption or its highest sorption capacity. 
The adsorption occurred with high volume in the 
Cycle 1. For other cases, especially cement, the 
adsorption continues to increase with service times 
but not reached the saturated point of adsorption. It 
was observed that the S-shaped curves of adsorption 
by using bottom ash and cement show the beneficial 
effect of adding them into the bentonite. This two 
curves demonstrate that the bottom ash and cement 

have a higher volume of adsorption than that of other 
Pozzolanic materials. 

    The concentration of the effluent samples in 
cycle II at the beginning of the flowing period was 
found positive. The zinc solutions were observed in 
the effluents in the cases of bottom ash, rich husk ash 
and metakaolin.  It means that zinc ions were 
removed by water in cycle 2. This could be due to the 
reversible process or desorption process of the ions 
on the adsorbent surface during the flow of the water. 
Comparing the results of materials than can sustain 
the leaching by water, it can be ranked as follows: rice 
husk ash < silica fume < bottom ash < fly ash < 
metakaolin < blast furnace slag. For cement, no 
detection of zinc is in the effluent. The progression of 
the concentrations of the effluents in cycle III was 
similar to the cycle I. In cycle 3 of fig. 16, the value 
of concentration of zinc shows the continuous in 
sorption of zinc. Mixing bentonite with cement 
resulted in a more effective performance relative to 
using other materials. 

 
 
CONCLUSIONS 
 

     The results in this research study show the 
adsorption capability of bentonite clay mixed with 
seven Pozzolanic materials by using a small-scale 
column leaching apparatus. The purpose of adding 
the Pozzolanic materials into the bentonite is to 
enhance the capacity of the bentonite. The results 
from column test can be illustrated by the 
breakthrough curves. High adsorption occurred in the 
beginning of Cycle 1 was observed for some samples. 
Thereafter, the adsorption decreased until it reached 
to the saturated point. The leaching of zinc by water 
occurred with a fractional volume. The breakthrough 
curves representing the adsorption process ultimately 
identified the adsorption behaviors. The desorption 
process in cycle II could not fully remove the zinc 
ions from the surface of the adsorption. Cement 
depicted great adsorption capacity comparing to other 
Pozzolanic materials.  
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ABSTRACT 

       This research study examined the influence of initial concentration of heavy metals that affect the 
adsorption capacity of nickel (Ni), copper (Cu) and zinc (Zn) on bentonite clay. The bentonite clay was widely 
used as a waterproofing material in hazardous waste landfill. An idea of mixing between bentonite clay and 
Portland cement can increase the adsorption capacity was adopted in this study. The laboratory results can be 
clearly proofed from a series of batch sorption test. A varieties of initial concentration of Ni, Cu and Zn were 
prepared in the study. The results showed that increasing in the initial concentration of heavy metals can reduce 
the adsorption efficiency of the soil. The Langmuir Isotherm model was able to efficiently explain the adsorption 
behavior of the bentonite clay. Adsorption capacities were ranked as follows: Cu > Ni > Zn. 

Keywords: Heavy metals, Adsorption, Isotherm, Bentonite clay, Cement, Batch test 

INTRODUCTION 

        Rapid growth of industries during many decades 
has led to increase the environmental problems. It was 
found that a large amount of waste waters, especially 
heavy metals, has been directly discharged from 
industrial factories into river without carefully 
treatment. There are various methods for remove the 
heavy metals from the waste water [1, 2, 3]. 
Adsorption is one of the most common methods for 
heavy metal removal.  It was proven that adsorption 
by soils is an effective and economical technique [4]. 
The objective of this study is to investigate the effect 
of initial concentration of heavy metals on the 
adsorption capacity of bentonite clay mixed with 
Portland Cement Type1. Cement used is easy to find 
and cheap. An idea of mixing between bentonite clay 
and cement can increase the adsorption capacity was 
also adopted in this study. The adsorptions were done 
at very high initial concentrations ranging from 7,000 
to 10,000 ppm.   

MATERIALS USED 

       Because clay has the highest adsorption capacity 
relative to other soils, bentonite clay was then chosen 
and used as an absorbent in this study. To increase the 
adsorption capability, Portland cement type I was 
added into the bentonite clay with the amount of 5% 
by weight. Chemical analysis of the bentonite clay 
and cement by XRF was shown in Table1. Figures 1 
and 2 graphically show the SEM photographs with 
magnification rates of 50, 500, 1,000 and 3,000 times 
of bentonite clay and cement, respectively. Three 
heavy metals chosen as the adsorbed materials in this 
study were copper (Cu), nickel (Ni) and zinc (Zn). 
They were prepared by dissolving Copper Nitrate 

(Cu(No3)2), Nickel Nitrate (Ni(No3)2) and Zinc 
Nitrate (Zn(No3)2) in distilled water. The solutions 
were varied with initial concentrations. Table 2 
summarized properties of Cu, Ni and Zn. Selection 
were based on heavy metals that commonly found in 
industrial wastes. 

Table 1 Chemical analysis of the bentonite clay and 
Portland cement by XRF technique 

Constituent 
Bentonite Clay Cement 

Wt% Wt% 
SiO2          56.8 20 

Al2O3 15.1 5 
Fe2O3 9.79 3 
MgO 4.61 60 
Na2O 2.01 1.1 
CaO 2.81 2.4 

Table 2 Properties of heavy metal solutions 

Property 
Copper 

(II) Nitrate 
Nickel (II) 

Nitrate 

Zinc 
 (II) 

Nitrate 
Formula Cu(NO3)2 Ni(NO3)2 Zn(NO3)2

Molecular 
(g/mal) 

241.60 290.80 297.50 

Density 
(g/cm3 ) 

2.32 2.05 2.06 

Solubility 
(g/100 cm3) 

137.8 94.20 184.30 
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Fig.1 SEM photograph of bentonite  

 
 
 

 
 
 

 
 
 

 
 

Fig.2 SEM photograph of cement 
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EXPERIMENTAL WORK 
 
Batch Sorption Test 
  
          In this study, batch tests were carried out to 
evaluate the adsorption capacity of three heavy 
metals. The batch test processes can be performed by 
mixing the bentonite clay with heavy metals. The 
initial concentrations used in the pilot test were 
ranged from 500 to 6,000 ppm and put it in 120 mL 
plastic bottle. Then the mixture was shaken by the 
horizontal shaker with a speed of 150 cycles per 
minute for 48 hours. After a particular period of the 
time, the soil was separated from the heavy metal 
solution by using a 0.45µm filter and diluted it into 
the solution. Finally, concentration of the residual 
solution was analyzed by using Atomic Adsorption 
Spectrometer (Fig.3). From the step above, it can be 
measured the percentage of adsorption. The suitable 
initial concentration of heavy metals for main test can 
be evaluated. 
 To find an appropriate initial concentration to use 
with bentonite mixed with cement, the next series of 
batch sorption test was then carried out.  The 
bentonite weight of g2.375  is mixed with 0.125 g of 
cement. After that, a 5 0 ml of heavy metal solution 
was then added to the soil sample. The samples were 
diluted with nitric acid after shaking. The initial 
concentrations of heavy metals chosen were 7,000, 
8,000, 9,000 and 10,000 ppm.  
 

 
Fig.3   Atomic Absorption Spectrometer 

 
Equilibrium Time Determination 
 
 The equilibrium time is the time adsorption takes 
to reach an equilibrium state. To determine the 
equilibrium time, the batch method was performed at 
various lengths of time, i.e. 0.5, 1, 3, 6, 12, 24, 36, 48, 
and 72 hours, with a concentration of heavy metal 
solutions at 7,000 ppm. By employing this method, 
the concentrations of solutions at any time were 
known, and so the adsorption equilibrium time could 
be established. 

Adsorption Isotherm Determination 
 
 The adsorption isotherm is the relationship 
between the concentrations of heavy metal solutions, 
at equilibrium Ceq, and the amounts of heavy metals 
adsorbed by the soil (q). The value of q can be 
calculated as follows: 

 
( )0 eq sol

s

C C V
q

M
−

=    (1) 

Where: q is the amount of adsorption of heavy metals 
per unit weight within soil (mg/g), C0 is the initial 
concentration of heavy metal solution (mg/l), Ceq is 
the equilibrium concentration of the solutions (mg/l), 
Vsol is the volume of solution (cm3) and Ms is the mass 
of soil (g).  
 
       Percentage of adsorption can be calculated by 
this equation. 

0(C C )
% 100eq

eq

adsorption x
C
−

=  (2) 

       The adsorption isotherm is relationship between 
concentration of heavy metal solution (Ceq) and the 
amount of heavy metals adsorbed by adsorbent (q). 
Langmuir's adsorption isotherm (eq.3). 

1
eq

eq

C
q

C
αβ
α

=
+

     (3) 

Where: q is the amount of adsorbent absorbed at 1 g  
(mg/g), Ceq is the concentration of the absorbent in 
liquid at equilibrium (mg/g), β  is the maximum 
amount of metal solution adsorbed on the amount of 
absorbable soil. (mg/g) and α  is the adsorption 
constant of Langmuir (l/mg). Figure 4 shows the 
relationship between all Langmuir adsorption 
isotherm parameters. 
 

 
Fig.4 Langmuir isotherm parameters 

 
RESULTS AND DISCUSSIONS 
 
Suitable initial concentration 
       The results of percentage of adsorption of Cu, Ni 
and Zn at a concentration of 500 ppm on sand, clay 
and bentonite clay were illustrated in Fig.5. It was 
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shown that bentonite has the highest capacity 
compared to sand and clay. The 100% of adsorption 
demonstrates that an initial concentration of 500 ppm 
of heavy metals is not enough to use. The next series 
of pilot test was then carried out with various initial 
concentrations ranging from 500 to 6,000 ppm. This 
series only pure bentonite was selected to identify the 
suitable initial concentrations. It was shown in Fig. 6 
that pure bentonite can adsorb 100% of Cu up to an 
initial concentration of 3,500 ppm. The suggestion 
from these results is that for bentonite mixed with 
cement, the suitable initial concentration higher than 
6,000 ppm is recommended. 
 

 
Fig.5 The comparison on performance of sand, clay 

and bentonite in the adsorption capability at 500 
ppm of heavy metals 

 
Equilibrium time for bentonite mixed with cement 
 
       To find the effects of contact times, the 
adsorptions in bentonite mixed with cement samples 
were investigated at different times. Figure 7 shows 
the remaining concentrations, Ct of Cu, Ni, and Zn 
solutions at any elapsed time. It can be seen that the 
concentrations of solutions decrease rapidly, 
especially during the first periods of 0-3 hours. After 
that, they decline slowly, until they reach a constant 
within 48-120 hours. After that, the samples were 
saturated, as a result of the accumulation of the metals 
on the bentonite and cement surface. It can be 
concluded that the equilibrium times of Cu, Ni, and 
Zn adsorption, by all their samples, occurred within 
48-120 hours.  
 
Effect of initial concentrations and adsorption 
isotherm 
 
     The results of adsorption capacity with different 
initial concentrations of heavy metals were plotted 
and shown in Fig.8. The sorption capacities of Cu by 
bentonite mixed with cement were found that the 
percentage of adsorption staring from 91.0 and reduce 

to 85.7% at the initial concentrations of 7,000 and 
10,000 ppm, respectively. The same tends of results 
were found in cases of zinc and nickel. It means that   
increasing the initial concentration of heavy metals 
can reduce the adsorption efficiency of the bentonite 
mixed with clay. Adsorption capacities were ranked 
as follows: Cu > Ni > Zn. 
 

 
Fig.6 Percentage of adsorption with different initial 

concentration of pure bentonite 

 
Fig.7 Effect of contact time on Cu, Ni and Zn 
adsorption by bentonite mixed with cement 

 
       Figure 9 shows the adsorption isotherm of Cu, Ni 
and Zn. As shown in 9, the amount of adsorption (q) 
increased linearly with increasing equilibrium 
concentration (Ceq). The adsorption isotherm can be 
represented by Langmuir adsorption isotherm as 
shown in Figs 10 and 12. The Langmuir isotherm 
parameters can be calculated from the relationship 
between concentration at equilibrium (Ceq) and the 
ratio of Ceq/q by referring Fig.4. The consistency of 
the isotherm describes well that the surface of 
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samples was covered with monolayer of the heavy 
metal particles. Langmuir parameters (β and α) and 
the coefficient of correlation (R2) were then 
calculated and summarized in Table 3. Very high 
coefficient of correlation (R2) from this model 
indicated that the adsorption of Cu, Ni and Zn by 
bentonite-cement sample favorable fit to Langmuir 
adsorption isotherm. The maximum value of the 
adsorbed metal solution on the amount of absorbable 
soil is represented by β-value.  This value indicates 
the maximum amount of bentonite mixed with 
cement can absorb heavy metals. β=181.8 means that 
1g of bentonite mixed with cement (19: 1 ratio) can 
absorb copper as much as 181.8 mg. Comparing β-
values in Table 3, it can be concluded that adsorption 
capacities of bentonite clay when mixing with cement 
were ranked as follows: Cu > Ni > Zn. 
 

 
Fig.8   The effect of initial concentration on the 

adsorption capacity 
 

  
 

Fig.9    Adsorption isotherm of Cu, Ni and Zn 

 
Fig.10   Langmuir's adsorption isotherm of Cu 

 

Fig.11   Langmuir's adsorption isotherm of Ni 
 

Fig.12   Langmuir's adsorption isotherm of Zn 
 
 
 
 
 

y = 0.0055x + 1.3408
R² = 0.814

0

2

4

6

8

10

12

600 1100 1600

C
eq

/q

Ceq

91.0
83.0

88.4 85.7

71.7
66.2 61.7 63.4

79.1

66.4 68.2 67.2

0

20

40

60

80

100

7000 8000 9000 10000

%
A

ds
or

pt
io

n

Concentretion (ppm)

Ca
Ni
Zn

80

100

120

140

160

180

0 1000 2000 3000 4000

q

Ceq

Cu
Ni
Zn

y = 0.0062x + 8.0588
R² = 0.9175

15

20

25

30

35

1800 2300 2800 3300 3800

C
eq

/q

Ceq

y = 0.007x + 3.787
R² = 0.9292

10

15

20

25

30

35

1200 1700 2200 2700 3200 3700

C
eq

/q

Ceq



SEE - Nagoya, Japan, Nov.12-14, 2018 

374 
 

Table 3 Parameters of Langmuir adsorption isotherm 
 

 α  β  R2 
Copper 0.0041 181.80 0.8140 
Nickel 0.0007 162.29 0.9175 
Zinc    0.0018 142.86 0.9292 

 
 
CONCLUSIONS 
 
           In this study, the adsorption capacity of Cu, Ni 
and Zn on bentonite clay mixed with cement was 
investigated by performing batch sorption test. The 
results from batch test indicated that the equilibrium 
times of Cu, Ni, and Zn adsorption occurred within 
48-120 hours. The suitable initial concentration 
higher than 6,000 ppm is recommended in the batch 
test for bentonite-clay sample. The adsorption 
capacity slightly decreased with increasing initial 
concentration of heavy metals. Langmuir isotherm 
model can favorable and well describe the adsorption 
of this sample. It can be concluded from β-values that 
adsorption capacities of bentonite clay when mixing 
with cement were ranked as follows: Cu > Ni > Zn. 
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ABSTRACT 

      This study investigated and compared the adsorption efficiency of the various types of clay by adsorb 
heavy metals. Three types of adsorbents were used are kaolinite clay, illite clay and montmorillonite clay. The 
heavy metals used are adsorbed is copper (Cu). The equilibrium times of Cu by montmorillonite clay is occurred 
within 70 hours. The method that used to test the adsorption efficiency is batch sorption test. The initial 
concentrations of copper solution used were 500, 1,000, 2,000, 4,000 and 6,000 ppm. The results of this study 
demonstrate that montmorillonite clay have the best adsorption efficiency, followed by illite clay and kaolinite 
clay. Langmuir and Freundlich isotherm models can favourable describe the adsorption behaviour of clays. The 
montmorillonite provided the highest adsorption capacity because of large specific surface area and roughness 
which affected on the adsorption. 

Keywords: Illite clay, Kaolinite clay, Montmorillonite cay, Batch test, Copper, Adsorption efficiency 

INTRODUCTION 

      Nowadays, industrial factories are expanding. 
As a result, the amount of pollution generated from 
the production process is increasing. Most of the 
pollution from the factory is usually heavy metals. 
The factory have to treat those wastes by putting in 
the wastewater treatment pond before releasing to 
environment. The all ponds have to construct with 
materials that have adsorption efficiency such as 
clay to prevent contamination of environment. This 
research mainly focuses on investigate the 
adsorption capacity of copper on clays. Copper 
(Cu) will greatly affect the organism [1] whether it 
is human beings, animals or plant. Direct impact, 
such as human contact with copper directly, it can 
get into the body and get sick or maybe to death. 
Indirect impacts such as human consumption of fish 
containing copper residue may make sick or maybe 
to death. This research investigated the adsorption 
efficiency of the various types of clay which have 
different clay mineral compositions. Three types of 
adsorbents are kaolinite, illite and montmorillonite 
clays [2][3]. The heavy metal used in this study is 
only copper. The batch sorption technique was used 
as a method to evaluate the adsorption capacity. 

MATERIALS USED 

        Three types of adsorbents are kaolinite (Fig.1), 
illite (Fig.2) and montmorillonite (Fig.3) clays. 
Table 1 summarizes the chemical analysis of these 
clays by XRF technique. Kaolin clay consists of 
layers of silica arranged alternately with layers of 
alumina. The chemical composition is 
Al2Si2O5(OH)4. The specific gravity is 2.42 and the 
chemical analysis is given in Table 1. Illite clay 

consists of a two layers of silica floor with alumina 
layer and in each unit there is an ion of potassium 
inserted. The chemical composition is 
(KH3O)(AlMgFe)2(SiAl)4O10[(OH)2(H2O)].  The 
specific gravity is 2.60. Montmorillonite clay, its 
structure like an illite group, but in the structural 
layer there is a water molecule inserted. Most of the 
cations are found to be calcium, magnesium, iron 
and sodium. This clay has the ability to swell in 
water well [4]. Figures. 4 to 6 display the SEM 
photographs of clays with expansion rate of 1,000 
times. The chemical composition is 
(Na,Ca)(Al,Mg)6(Si4O10)3(OH)6·nH2O.The specific 
gravity is 2.0. In this research, copper (Cu) was 
selected to represent the range of the common 
heavy metal and prepared in the form of the 
solution to be the adsorbates. The stock solutions of 
Cu (NO3)2 were dissolved in the deionized water to 
obtain the preferred initial concentration of 
solution. The chosen initial concentrations of the 
heavy metal solutions were 500, 1,000, 2,000, 
4,000 and 6,000 ppm. The properties of the 
solutions are presented in Table 2.  

Table 1 Chemical Analysis by XRF Technique 

 Type  Kaolinite Illite Montmorillonite 
SiO2 58.0 79.5 56.80 
Al2O3 31.0 14.5 15.10 
TiO2 <0.10 <0.10 - 
Fe2O3 <0.5 0.6 9.79 
Na2O 2.0 0.65 2.01 
K2O 0.5 5.0 - 
CaO 0.3 0.1 2.81 
MgO 0.5 <0.02 4.61 
LOI 11.0 3.5 - 
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Table 2 Properties of copper solution 

Property Copper (II) Nitrate 
Formula Cu(NO3)2 
Molecular (g/mal) 241.60 
Density (g/cm3) 2.32 
Solubility (g/100cm3) 137.80 

Fig. 1 Illite clay. 

Fig. 2 Kaolinite clay.

Fig. 3 Montmorillonite clay. 

Fig. 4 SEM photograph of illite clay. 

Fig. 5 SEM photograph of kaolinite clay. 

Fig. 6 SEM photograph of montmorillonite clay. 

EXPERIMENTAL WORK 

Batch Sorption Test 

The procedures of the batch testing begin by 
mixing 2.5g of each clay with 50cm3 of copper 
solution in bottles. Next, the mixtures were shaken 
at a velocity rate of 130 cycles per minute using a 
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horizontal shaker. After a defined time, soils were 
percolated from the copper solution using a 0.45µm 
filter. The solutions were then diluted by mixing 
them with 1% nitric acid. These steps were 
performed at a room temperature of 30oC. The 
diluted solution concentrations were finally 
determined using an Atomic Absorption 
Spectrometer (Fig.7). Batch tests were repeated 
three times in each experiment for high accuracy of 
the results. The purposes of doing batch test are to 
to identify an equilibrium time and to evaluate the 
adsorption isotherm. 

Fig 7. Atomic Adsorption Spectrometer. 

Determine the Adsorption Equilibrium Time 

     The equilibrium time is the time adsorption 
takes to reach an equilibrium state. To determine 
the equilibrium time, the batch method was 
performed with only montmorillonite clay various 
lengths of time, i.e. 3, 6, 12, 24, 48, 72 and 120 
hours, with a concentrations of copper solution at 
6,000 ppm. By employing this method, the 
concentrations of solutions at any time were 
known, and so the adsorption equilibrium time 
could be established.  

Adsorption Capacity 

      The percentage of adsorption was calculated by 
using equation (1). 

   0(C )
% 100eq

eq

C
adsorption x

C
−

=        (1) 

Where: C0 and Ceq are the equilibrium 
concentration of adsorbate in copper solution 
before and after adsorption. The amount of copper 
solution that adsorbed by the adsorbent was 
calculated by equation (2). 
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q
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−
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Where: q is amount of copper solution that 
adsorbed by the adsorbent, C0 and Ceq are the 
equilibrium concentration of adsorbate in copper 
solution before and after adsorption, V is the 
volume of copper solution and M is the volume of 
clay. 

Adsorption Isotherm 

      When the data between Ceq and q are plotted, 
one can obtain what is called the adsorption 
isotherm. The most commonly used models are the 
Langmuir and Freundlich isotherms.  The Langmuir 
adsorption isotherm has been widely applied to 
many adsorption processes, specifically those 
assuming monolayer adsorption on the adsorption 
surface. The Langmuir isotherm is defined as: 

 
eq

eq

C
C

q
α

αβ
+

=
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    (3) 

Where: α  is the Langmuir constant, related to the 
bonding energy between the adsorbed ion and the 
adsorbent (L/mg) and β  is the maximum
adsorption capacity (mg/g). Figure 8 shows the 
relationship between Ceq and Ceq/q values of the 
Langmuir isotherm.  
        The Freundlich isotherm is the most common 
isotherm model, used to describe physical 
adsorption in a solid-liquids system and is defined 
as follows: 

    n
eqe CKq /1)(=     (4) 

Where: qe is the amount of adsorbed heavy metal 
per unit weight of soil at equilibrium (mg/g), K is 
Freundlich constant (mg/g) and 1/n is the 
adsorption intensity (dimensionless). Figure 9 
shows the relationship between Log Ceq and Log q 
values. 

Fig 8. The relationship between Ceq and Ceq/q 
values of the Langmuir isotherm. 

RESULTS AND DISCUSSIONS 

Equilibrium Time 

To find the effect of contact times, the copper 
adsorptions in montmorillonite clay were 
investigated at different times. Figure 10 shows the 
percentage of the adsorption of Cu solutions at any 
elapsed time. It can be seen that the percentage of 
adsorption increases rapidly, especially during the 
first periods of 20 hours. After that, it increases 

Ceq/q

1/αβ

y = mx + c

1/β

1

Ceq
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slowly, until reaching a constant within 70 hours. 
After that, the montmorillonite clay were saturated, 
as a result of the accumulation of the copper on the 
surface. It can be concluded that the equilibrium 
times of Cu by montmorillonite clay, occurred at 70 
hours.  

Fig 9. The relationship between Log Ceq and Log q 
values of Freundlich isotherm. 

Fig 10. Adsorption of copper solution with 
montmorillonite clay at various times. 

Adsorption Capacity 

          The batch sorption test with illite, kaolinite 
and montmorillonite clays were performed at 
various initial concentrations of 500, 1,000, 2,000, 
2,000, 4,000 and 6,000 ppm. The relationship 
between percentage of adsorption and initial 
concentrations of are presented in Figs.11 and 12. 
Montmorillonite clay shows the beneficial trend in 
the adsorption capacity of heavy. At a particular 
initial concentration, the adsorption capacity of 
montmorillonite is higher than illite and kaolinite 
approximately 10 and 15 time, respectively. The 
adsorption capacity of clays was in the order of 
montmorillonite> illite> kaolinite.   

Fig 11. Adsorption of copper solution with 
kaolinite and illite clays. 

Fig 12. Adsorption of copper solution with 
montmorillonite clay. 

Adsorption Isotherm 

     The amounts of adsorbed copper, q and the 
equilibrium concentrations, Ceq are plotted in Figs. 
13 and 14. These called the adsorption isotherm. It 
can be seen that the amount of adsorption increased 
with equilibrium concentrations. The increasing 
rate of the amount adsorbed tends to gradually 
decrease, and converge to the maximum value. The 
Langmuir and Freundlich adsorption isotherms 
were adopted to describe the isotherm. Figures 15 
to 17 show the Langmuir isotherm and figs. 18 to 
20 show the Freundlich isotherm of all clays. 
Adapted from Figs. 8 and 9, the important 
parameters of both models can be calculated. 
Tables 3 and 4 show the parameters of the 
Langmuir and Freundlich isotherms. Higher values 
of R2 (almost all higher than 0.95) indicate that 
both models can accurately describe the adsorption 
isotherm. The β-parameters of the Langmuir 
isotherm represent the maximum adsorption 
capacity of clays. It can clearly be seen in Table 3 
that the montmorillonite displayed the highest 
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adsorption capacity, while kaolinite provided the 
lowest adsorption capacity. The important factor 
affecting the value of  β was specific surface area of 
illite, kaolinite and montmorillonite, which can be 
evaluated using SEM picture. Figures 4 to 6 display 
photographs of samples using SEM at 1,000x 
magnification. As shown in Fig. 6, the surfaces of 
the montmorillonite are rougher and larger than 
illite and kaolinite.  

Fig 13. Isotherm graph of kaolinite and illite clays. 

Fig 14. Isotherm graph of montmorillonite clay. 

   Fig 15. Langmuir isotherm of kaolinite clay. 

Fig 16. Langmuir isotherm of illite clay. 

 Fig 17. Langmuir isotherm of montmorillonite 
clay. 

Table 3 Parameters of Langmuir adsorption 
isotherm 

Clay α β R2

Kaolinite 1.69x10-2 3.06 0.999 
Illite 0.69x10-2 4.75 0.992 

Montmorillonite 0.47x10-2 116.28 0.951 

Fig 18. Freundlich isotherm of kaolinite clay. 
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 Fig 19. Freundlich isotherm of illite clay. 

      Fig 20. Freundlich isotherm of montmorillonite 
clay. 

Table 4 Parameters of Freundlich adsorption 
isotherm 

Clay k 1/n R2 
Kaolinite 1.32 0.11 0.951 

Illite 1.30 0.16 0.933 
Montmorillonite 2.99 0.51 0.998 

CONCLUSIONS 

        In this study, the adsorption capacity of Cu on 
three types of clay were investigated. Three types 
of adsorbent were used are kaolinite clay, illite clay 
and montmorillonite clay. The results indicated that 
the adsorption reaches the equilibrium time within 
70 hours. The adsorption capacity increased with 
increasing equilibrium concentration. Langmuir 
and Freundlich isotherm models can favorable 
describe the adsorption.  Montmorillonite clays 
have the best adsorption efficiency, followed by 
illite clay and kaolinite clay, respectively. The 
kaolinite provided the lowest adsorption capacity 
because the specific surface area and roughness 

were the important factors which affected on the 
adsorption. Montmorillonite clay can adsorb all of 
copper solution at 500, 1,000 and 2,000 ppm. But it 
can adsorb 94.96% and 84.17% at 4,000 and 6,000 
ppm. 
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ADSORPTION CAPACITIES OF HEAVY METALS TO SAND MIXED 
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ABSTRACT 

Heavy metals are some of the most dangerous materials. A method to reduce the occurrence of heavy metals 
involves the adsorption of materials by using absorbents. This research focused on the adsorption of copper, nickel, 
and zinc to sand when mixed with different ratios of sodium bentonite. Batch sorption tests were performed to 
investigate adsorption behavior. The purpose of using batch tests was to find the adsorption capacities of the sand 
mixed with bentonite. The test results show that the adsorption of heavy metals to sand increases with the amount 
of sodium bentonite. Sand benefited from the bentonite. Adsorption capacities were ranked as follows: copper > 
nickel > zinc.  

Keywords: Heavy metals, Sodium bentonite, Batch sorption test 

INTRODUCTION 

Today's society is competitive and progressive in 
many sides, both technology and economic growth. 
As a result, the expansion and establishment of 
industrial plants are increased. The establishment of 
more factories. These plants are the main cause of 
pollution in various forms such as air, water, and soil, 
especially waste water. When someone consumes a 
contaminated water source, a heavy metal solution 
consequently centers into the body that may cause a 
health problem. Therefore, the plant needs to protect 
these heavy metals [1, 2]. One method to reduce the 
occurrence of heavy metals is to use septic pond. In 
the septic pond construction, absorbent materials are 
needed to absorb heavy metals in the bottom of the 
pond. One needs to prevent the toxins moving out 
from the wastewater into the groundwater below. 
There are many recent research works [4] on the 
adsorption capacity of heavy metals by various soils. 
It was shown that clay was the most efficient 
adsorption material. In this research, sodium 
bentonite, one type of clay, is then selected and used 
to mix with sand with various mixing ratios. The 
main objective of this study is to evaluate the 
beneficial effect of bentonite in the improvement of 
the adsorption capacity to the sand.  

MATERIALS USED 

Adsorbent 
         The material used as an adsorbent was local 
sand collected from Khon Kaen Province that is 
located in the upper part of Northeastern region of 
Thailand. It was excavated at a depth of 50 cm from 
the soil surface. The sand was dried at a temperature 

of 110o C for 48 hours and were sieved through sieve 
No.16. It can be classified by the Unified Soil 
Classification System (USCS) as Clayey Sand (SC). 
Basic and engineering properties of the sand sample 
are tabulated and shown in Table 1.  

Additional Materials 
     Because clay has the highest adsorption of heavy 
metals, the additional material used to mix with the 
sand for improve the adsorption capacity in this 
study was sodium bentonite, a one kind of clay. The 
sodium bentonite was replaced with the sand at the 
amount of 0, 10, 20, 30 and 40% by weight. The 
composition of the mineralogical and chemical of 
sand and sodium bentonite determined by X-Ray 
Fluorescence (XRF) are tabulated in Table 2. 
Figures. 1 and 2 display the SEM photographs of 
sand and the bentonite with expansion rate of 500 
times, respectively.   

Table 1 Properties of sand 
Properties Sand 

Soil classification (USCS) SC 
Specific gravity 2.62 
Natural dry unit weight (kN/m3) 16.30 
Natural water content (%) 5-12 
Optimum moisture content (%) 10.0 
Maximum dry unit weight (kN/m3) 19.1 
Coefficient of Permeability (cm/s) 1.46 x 10 -5 
Specific surface area (SBET), m2/g 54 
Micropore volume (VDR), cm3/g 0.021 
Total pore volume (VT), cm3/g 0.11 
Average pore diameter (DP), nm 8 
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Table 2 Compound composition (% by weight) 
 

Items Sand Bentonite 
Silica 99.80 56.80 

Magnesia 0.10 4.61 
Alumina 0.04 15.10 

Iron Oxide 0.02 9.79 
Lime 0.02 2.81 

Sodium - 2.01 
 

 
Fig. 1 SEM photograph of sand 

 
Fig. 2 SEM photograph of bentonite 

 
Heavy metal solutions 
        Heavy metals chosen as the adsorbed materials 
in this study were Cu, Ni and Zn. Selection of heavy 
metals was based on its low toxicity, easily found in 
all areas and commonly discharged from various 
industries. They were prepared by dissolving Copper 
Nitrate (Cu(No3)2), Nickel Nitrate (Ni(No3)2) and 
Zinc Nitrate (Zn(No3)2) in distilled water. In pilot 
tests, the solutions were varied with concentrations 
of 500, 1,000, 1,500, 2,500, 3,500, 4,500 and 6,000 

ppm. The purpose of varying the initial 
concentrations is to obtain a suitable concentration 
for sand and bentonite in the next series. Finally, the 
chosen initial concentration of the heavy metal 
solutions in this study was 6,000 ppm. Table 3 
summarized properties of heavy metals.  
 
Table 3 Properties of heavy metal solutions 

 
Property Nickel 

(II) 
Nitrate 

Copper 
(II) Nitrate 

Zinc (II) 
Nitrate 

Formula Ni(NO3)2 Cu(NO3)2 Zn(NO3)2 
Molecular 
(g/mal) 

290.80 241.60 297.50 

Density 
(g/cm3) 

2.05 2.32 2.06 

Solubility 
(g/100cm3) 

94.20 137.80 184.30 

 
EXPERIMENTAL PROCEDURE 
  
Batch sorption test 
         The procedures of the batch sorption testing 
began by mixing 2.5 g of mixed sample with 50 cm3 
of heavy metal solutions in bottles. Next, the 
mixtures were shaken at a velocity rate of 150 cycles 
per minute using a horizontal shaker (Fig.3). After a 
defined time, solid particles were percolated from 
the heavy metal solutions by using a 0.45 μm filter. 
Then the solutions were diluted by mixing them with 
1% nitric acid (HNO3). These steps were performed 
at a room temperature of 25 oC. Finally, the diluted 
solution concentrations were determined using an 
Atomic Absorption Spectrometer (AAS) with the 
flame method. Figure 4 shows the AAS machine. 
 
Equilibrium time of adsorption determination 
          The equilibrium time of adsorption is the time 
adsorption takes to reach an equilibrium state. To 
determine the equilibrium time, the batch sorption 
method was performed at various lengths of time, i.e. 
1, 3, 5, 12, 24, 48, 72, and 120 hours, with 
concentrations of heavy metal solutions at 6,000 
ppm. By employing this method, the concentrations 
of solutions at any time were known, and then the 
adsorption equilibrium time could be established.  
 
Volume adsorption determination. 
           Determination of adsorption capacity of 
heavy metals is based on the amount of heavy metals 
remaining in the solution. The remaining 
concentration is then used to convert the percentage 
of adsorption by using eq.(1).  
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( )C - Cr0% adsorption = x100
C0

  (1) 

Where: C0 is an initial concentration and Cr is the 
remaining concentration in the solution. 
 

 
 

Fig. 3 shaker 
 

 
 

Fig. 4 Atomic Absorption Spectrophotometer 
(AAS) 

 
Effect of bentonite content on the adsorption 
capacity of sand 
 
        The sodium bentonite was mixed with sand 
with different contents. The bentonite contents were 
starting from 10% up to 40% by weight. Heavy 
metals used in the experiment were the same as in 
the previous section. A constant mass of oven soil 
powder of 2.5g, percentage of bentonite by weight of 
sand and 50 mg/L of metal solution were added into 
a set of 120 ml plastic bottles. The soil solution ratios 

were then shaken at 130 rpm for 48 hours by using a 
horizontal shaking machine. After that, the 
experiment was the same as batch adsorption test.  
 
RESULT AND DISCUSSION 

 
Suitable initial concentration of heavy metals 
        Varieties of initial concentration of heavy metal 
solutions were well prepared in laboratory. The 
chosen initial concentrations of 500, 1,000, 1,500, 
2,500, 3,500, 4,500 and 6,000 ppm were then tested. 
The percentage of adsorption for all Cu, Ni and Zn 
are summarized and shown in Table 4 and Fig.5. The 
results show that the initial concentrations up to 
3,500 ppm, Cu can completely adsorb by mixed 
sample. An initial concentration of 6,000 ppm was 
then chosen for the next series of batch sorption test.   
 
 
Table 4 the adsorption capacity at different initial 
concentrations 
 

Initial 
Concentration 

(ppm) 

% Adsorption 

Cu Ni Zn 

500 100.00 71.17 85.23 
1,000 100.00 82.55 98.45 
1,500 100.00 78.49 100.00 
2,500 100.00 76.09 100.00 
3,500 100.00 78.33 90.66 
4,500 92.53 73.44 91.38 
6,000 85.10 68.95 86.03 

 

 
Fig. 5 The comparison of adsorption capacity for 

heavy metals at different initial concentrations 
 
Equilibrium time of adsorption 
          To find equilibrium time of adsorption, a 
series of batch adsorption test in sand with sodium 
bentonite were investigated at different times. 
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Figures 6 to 8 show the volume adsorption of Cu, Ni, 
and Zn solutions at any elapsed time. It can be seen 
that the volume adsorption increase rapidly, 
especially during the first periods of time (0-5 
hours). After that, they increase slowly. The 
adsorption of Cu, Ni and Zn by sand mixed with 
bentonite finally reached to equilibrium at about 48 
hours. Unlike the others soils, the equilibrium occurs 
approximately only within 3 hours [4]. 

 

 
Fig. 6 the equilibrium time for Cu. 

 
 

 
 

Fig. 7 the equilibrium time for Ni. 
 
Effect of bentonite content on the adsorption 
capacity 
 
     The effect of the bentonite content on the 
adsorption capacity of Cu, Ni and Zn are presented 
in Figs. 9 to 11, respectively. As presented in Figs.9 
to 11,    bentonite can dramatically improve the 
adsorption capacity of sand.  The adsorption capacity 
increased linearly with increasing amount of 
bentonite content. While using 10% of sodium 

bentonite in the replacement, the results in Table 5 
showed that the adsorption capacity of Cu, Ni and Zn 
are 16%, 19% and 17%, respectively. In case of Cu, 
the adsorption capacity of sand reached 46% of 
adsorption when 40% of bentonite was used in the 
replacement. The same tends of results were also 
found with Ni and Zn. Table 6 summarizes the 
calculated percentage of adsorption improvement 
when adding the sodium bentonite to sand. It can be 
seen that all the heavy metals especially Zn and Cu 
the adsorption capacity can improve up to 700% 
compared to pure sand by only adding 40% of 
bentonite to the sand. From Table 6 it can be 
concluded that the percentage of adsorption 
improvement when adding the bentonite to sand 
were ranked as follows: zinc> copper > nickel.  
 
  

 
 

Fig. 8 the equilibrium time for Zn. 
 
 

 
 

Fig. 9 Percentage of adsorption for Cu. 
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Fig. 10 Percentage of adsorption for Ni. 
 

 
 

Fig. 11 Percentage of adsorption for Zn. 
 
 
CONCLUSIONS 
 
     This research presents the adsorption capacity of 
heavy metals on sand which can be found in common 
everywhere. A possible method of improving the 
adsorption to sand is proposed by adding and mixing 
the sodium bentonite content into the original sand. 
From batch sorption test, it was found that the 
adsorption reaches the equilibrium time at about 48 
hours for the initial concentration of Cu, Ni and Zn 
of 6,000 ppm. Unlike the others soils, the 
equilibrium occurs approximately only within 3 
hours. The adsorption capacity increased linearly 
with increasing bentonite content. The adsorption 
capacity of sand reached 46%, 34% and 32% of 
adsorption when 40% of bentonite was used in the 

replacement in cases of Cu, Ni and Zn, respectively. 
Adsorption capacities were ranked as follows: 
copper> nickel> zinc but the percentage of 
adsorption improvement when adding the bentonite 
to sand were ranked as follows: zinc> copper > 
nickel.  
 
 
Table 5 Percentage of adsorption for Cu, Ni and Zn 
 

Sand-
bentonite 

ratio 

% Adsorption 

Cu Ni Zn 

0 7 11 4 
10 16 19 17 
20 27 28 25 
30 32 29 28 
40 46 34 32 

 
Table 6 The percentage of adsorption improvement 

when adding the bentonite to sand 
 

Sand-
bentonite 

ratio 

Percentage of improvement 

Cu Ni Zn 

10 128.57 72.27 325.00 
20 285.71 154.54 325.00 
30 357.14 163.63 525.00 
40 557.14 209.09 700.00 
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ABSTRACT 

InGaAs is known as a material system with high electron mobility derived from InAs and can be formed by metal 
organic chemical vapor deposition. The base material substrate is InP and is formed by controlling the composition 
ratio of In and Ga to lattice match with this InP. The bandgap energy Eg of InGaAs is 0.87 eV, and photoelectric 
conversion of 1550-nm light, which is a communication wavelength band, can be executed. Therefore, it is now 
used as a detector material in optical communication technology. In this study, we investigated the photoresponsive 
properties of InGaAs high-electron-mobility transistors (HEMTs) with simultaneous utilization of photoresponse 
characteristics and high-frequency response characteristics of this InGaAs crystal. A 1550-nm wavelength 
femtosecond pulse laser (with a pulse width of 100 fs and a period of 50 MHz) was coupled with DC light with a 
wavelength of 1480 nm and irradiated from the InGaAs HEMT metal electrode surface. Laser light transmitted 
through the side of the gate metal electrode into the device structure generates electron–hole pairs via the 
photoelectric effect in the InGaAs layer, and it was confirmed that the maximum drain current of 0.4 mA was 
reduced. A current response is detected inside the semiconductor by transporting electrons to the drain electrode 
side and holes to the source electrode side. Because the laser used is pulsed light, the process of generation and 
disappearance of electron–hole pairs was confirmed as photoresponsive properties. These results suggest that 
InGaAs HEMTs may function not only as electronic response devices but also as photoresponsive devices. 

Keywords: InGaAs HEMT, Photoresponsive property, Photoelectric effect, Hole accumulation effect 

INTRODUCTION 

GaAs is an indispensable material in our current 
advanced information society [1]. It is used as a base 
material of key devices for transmitting and receiving 
packet communications in mobile terminals. Because 
GaAs is used for transmitting and receiving devices, 
the operating frequency has been dramatically 
expanded [2]. However, because of the demand for 
increasing amounts of information, further increases 
in transmission and reception speeds are required, and 
situations where it is difficult to use GaAs are 
approaching [3]. It is essential to develop new 
material systems. InGaAs, a ternary material, has 
been a subject of focus for a long time [4]. InGaAs is 
known as a material system with high electron 
mobility derived from InAs and can be to be formed 
by metal organic chemical vapor deposition [5]. The 
base material substrate is InP and is formed by 
controlling the composition ratio of In and Ga to 
lattice match with this InP. The bandgap energy Eg of 
InGaAs is 0.87 eV, and photoelectric conversion of 
1550 nm light, which is a communication wavelength 
band, can be executed [6]. Therefore, it is now used 
as a detector material in optical communication 
technology [7]. 

In this study, we investigated the photoresponsive 
properties of InGaAs high-electron-mobility  

transistors (HEMTs) with simultaneous utilization of 
photoresponse characteristics and high-frequency 
response characteristics of this InGaAs crystal. A 
1550-nm wavelength femtosecond pulse laser (with a 
pulse width of 100 fs and a period of 50 MHz) was 
coupled with a DC light with a wavelength of 1480 
nm and irradiated from the InGaAs HEMT metal 
electrode surface. Laser light transmitted through the 
side of the gate metal electrode into the device 
structure generates electron–hole pairs by the 
photoelectric effect in the InGaAs layer. The 
significance of this research is the possibility of 
HEMT which is an active device to be passive device. 

Fig. 1 Schematic cross section of a HEMT. 
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A current response is detected inside the 
semiconductor by transporting electrons to the drain 
electrode side and holes to the source electrode side. 
Because the laser used is pulsed light, the process of 
generation and disappearance of electron–hole pairs 
was confirmed as photoresponsive properties. These 
results suggest that InGaAs HEMTs may function not 
only as electronic response devices but also as 
photoresponsive devices. 

EXPERIMENTAL METHOD 

Figure 1 shows the crystal structure cross section 
of the InGaAs-based HEMT used in this study. The 
current frequency band of InGaAs is at the 12-GHz 
level, and it is intended for satellite communication. 
Therefore, the mounting line was a micro split line 
with a coplanar structure. Figure 2 shows the 
measurement block diagram. An AF4B125 laser 
(Anritsu Corporation) was used as a direct current 
laser. The femtosecond pulse laser (Karma 
Corporation) had a pulse width of 100 fs, a period of 
50 MHz, and an average output of 20 mW. These two 

lasers were polymerized with an optical coupler, and 
the light intensity was controlled by the direct light 
intensity. The multiplexed light was split by the 
optical splitter into an output of 10:90. The 10% 
output was monitored with a light intensity meter and 
the remaining 90% was converted to a parallel-plate 
beam via a drum lens. The incident light output was 
changed by CW laser. The top of the InGaAs HEMT 
electrode was irradiated via an aerial transition 
process and the photoresponsive characteristics were 
confirmed. For the measurement, a network analyzer 
at the 40-GHz level (Anritsu MS4664B) was used. 
Single-mode fiber was used for the light transmission 
path. For the high-frequency-response measurement, 
a 40-GHz-level adaptation system was used. 

RESULTS AND DISCUSSION 

DC Characteristics of InGaAs HEMTs 
    Figure 3 shows the DC current–voltage 
characteristics (IV characteristics) of the InGaAs 
HEMT used this time. As is clear from the IV 
characteristics, the HEMT used in this study is of 
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Fig. 2 Measurement block diagram. 
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Fig. 4 Frequency dependence characteristics of the source–gate capacitance CGS (left) and the gate–drain 
capacitance CDG (right). 
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depletion type. Although a relatively good drain 
current rise is seen in the linear region, the current 
does not exhibit a complete saturation state in the 
saturated region but rather a slightly rising upward 
characteristic. For this reason, the drain conductance 
Gd has a certain value or more, but the 
transconductance Gm has a good value of 100 S. 

Confirmation and Analysis of Photoresponse 
Characteristics 

Clear optical response characteristics were 
confirmed in the IV characteristics of Fig. 3. At the 
stage when the coupling light entered the HEMT, the 
drain current value was reduced by 0.4 mA at the 
maximum. To clarify that this lowering phenomenon 
is a photoresponsive characteristic, the S parameter 
was measured by a vector network analyzer (Anritsu 
MS4644B) and a parameter analysis was conducted. 
 Figure 4 shows the frequency dependence 
characteristics of the source–gate capacitance CGS 
and the gate–drain capacitance CDG. The light output 
was controlled by CW laser output. The output 
intensity was 50 mW, 72 mW, 90 mW. This is the 
incident light output on the top of InGaAs-HEMT. In 
Fig. 4, the blue line shows the frequency dependence 
before light irradiation and other lines show the 
frequency dependency during light irradiation. Slight 
decreases in both CGS and CGD induced by light 
irradiation can be seen. Electron–hole pairs should 
have been generated in the InGaAs layer by light 
irradiation. Photogenerated electrons are transported 
to the drain side together with a two-dimensional 
electron gas (2DEG). Figure 5 shows the frequency 
dependence of the current gain before and after light 
irradiation. There is almost no difference before and 
after. It is thought that the gain current was as weak 
as 0.4 mA at the maximum and was not reflected in 

the h21 parameter. 
Figure 6 shows the frequency dependence 

characteristic of the drain conductance Gd. A clear 
difference was confirmed for Gd depending on the 
presence or absence of light irradiation. It was 
confirmed that the drain conductance was lowered by 
light irradiation. The reason for this will be discussed 
below. It is known that the InGaAs layer originally 
has a hole accumulation effect [8]. At this time, holes 
are accumulated in the InGaAs between the gate and 
the source. The accumulated holes are recombined 
with a 2DEG, attenuating the amount of transferred 
electrons, and this attenuation is a frequency 
dispersion phenomenon of Gd. [9], [10]. Now, the 
light incident to the InGaAs layer has almost the same 
energy as the bandgap energy of this crystal. 
Electron–hole pairs are generated as photogenerated 
carriers within the InGaAs layer by light irradiation. 
At this time, electrons are transported together with a 
2DEG toward the drain electrode, but holes are 
transported toward the source electrode and 
accumulate in the source–gate region. As a result, the 
hole surface density for recombination with the 
2DEG increases and the frequency dispersion effect 
of Gd increases, which is considered to be confirmed 
by the high-frequency measurement. 

CONCLUSIONS 

A 1550-nm wavelength femtosecond pulse laser 
(with a pulse width of 100 fs and a period of 50 MHz) 
and DC light with a wavelength of 1480 nm were 
coupled to an InGaAs HEMT and irradiated from the 
device metal electrode surface. Semiconductor laser 
light penetrating into the device structure from the 
side surface of the gate metal electrode generated 
electron–hole pairs by the photoelectric effect in the 

Fig. 5 Frequency dependence of the current gain 
before and after light irradiation. 
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InGaAs layer, and it was confirmed that the 
maximum drain current of 0.4 mA was reduced. In 
electron–hole pairs generated by incident light, holes 
accumulated in the source region. It is clear from the 
S parameter analysis that the hole accumulation effect 
is due to noticeable frequency dispersion of the drain 
conductance. These results suggest that InGaAs 
HEMTs may function not only as electronic response 
devices but also as photoresponsive devices. From 
now on, we will investigate system-on-chip of 
photoresponsive element and signal processing 
element on InGaAs crystal. 
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ABSTRACT 

Presently, number of vehicles and cost of gasoline have been tremendously risen, liquefied petroleum (LPG) 
is a prominent alternative choice of fuel because of its popularity and economical cost. However, the LPG-
installation may cause some degradations of the engine efficiency. The important perceptions of the driver are the 
engine vibration and sound. Therefore, an analysis of vibration signals and sound signals to distinguish between 
LPG-modified and normal oil-usage 2,200-cc engine is essentially inevitable. It has been reviewed in the first 
stage of this paper. The power of signal is applied for both engines at five different engine speeds. A ten-second 
sample of signal has been measured with the sampling rate of 2,048 Hz. The experimental results of the analysis 
of vibration signals show that the power of signals of the LPG-modified engine are mostly above those of the 
normal oil-usage engine. As for the analysis of sound signals, the LPG-modified engine has higher power than 
that of normal oil-usage engine at low engine speed. Meanwhile, the normal oil-usage engine cause higher power 
of signals when comparing with the LPG engine at the engine speed over 1,300 rpm. In the second stage, a study 
of fault simulations has been reviewed. The fault simulations of butterfly valve and sparking plug have been 
studied. The experimental results show that the vibration of engine is directly proportional to the engine speed. 
Moreover, the engine faults cause significant engine vibration at the speed above 1,500 rpm for both normal 
gasoline and LPG modified engines. In conclusions, LPG-installation and engine faults cause degradations in 
engine efficiency which can be concretely evidenced by using the proposed signal processing technique. 

Keywords: Engine vibration, Sound signal, Liquefied petroleum, Power of signal, Fault simulation 

INTRODUCTION 

Alternative sources of energy are primary 
importance to drive the current business and the 
ongoing industrial sector. Supply preparation of 
energy in accordance with user’s need must be vitally 
considered. Moreover, quality of energy such as 
gasohol and biodiesel are very important for engine 
in transportation system. Furthermore, renewable 
energy are alternative way for the automotive 
industrial. However the factors of economics and the 
decrease of petroleum resources reinforce the current 
research and development of energy made from 
natural gas considerably. 

In general, natural energy can be divided into two 
types. Compressed Natural Gas (CNG) which is 
known as the Natural Gas for Vehicle (NGV) and 
Liquefied Petroleum Gas (LPG) are both made from 
hydrocarbons. Almost all demands in Thailand, the 
LPG is however much more popular because its 
installation cost is more economical [1-3]. The 
number of service stations is also greater than that of 
NGV. Therefore, the LPG-installation engine is an 
interesting issue to be chosen to study in this paper. 

By investigating the reviews on detection and 
diagnosis the faults in rotating machinery, the 
vibration-based techniques have been tremendously 
and efficiently developed. These techniques are 
seldom applied to gasoline or diesel engines. The 
application of vibration-based techniques to these 
engines are very burdensome due to the transient and 
non-stationary nature [1]. The exploitation of 
vibration signals of engines give much dynamic 
information of mechanical system condition. Many 
useful techniques of signal analysis have been applied 
as the useful methods for fault diagnosis of the 
engines [2]. The power spectrum, cepstrum, higher 
order spectrum and neural network analyses were 
applied in the specified induction motor fault 
diagnosis [4]. Power of signal has been successfully 
used in the previous work to compare the engine 
sound of LPG-modified engine [5]. As for the fault 
diagnosis, the discrete wavelet transform were 
efficiently exploited with the vibration signal of the 
diesel engine and the gearbox [2, 3]. The power of 
signal analysis; one of the powerful techniques, has 
been chosen to adaptively applied in the paper thanks 
to its low complexity and minimal time consumption 
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[5, 6]. 
Modification of the engine and also the different 

temperature of the combustion make the working 
condition of the engine changed. The problems of 
LPG-installation cause the engine vibration and 
sound both direct and indirect effects [7-10]. The 
vibration and sound signals are therefore investigated 
and analyzed to differentiate between the LPG-
modified engine and the normal oil-usage engine [11, 
12], because they are ones of important measurable 
attributes to indicate the causes or evidences of 
irregular conditions of engines.  

In the conventional engine diagnosis, the 
expertise of the mechanic is used to find the cause of 
the engine faults. To improve the conventional 
approach, this research aims at discovering a suitable 
technique to compare the signal power of vibration 
and sound of the LPG-modified engine and the 
normal oil-usage engine. At the first stage of this 
study, two cases of basic normal engine and LPG-
modified engine are focused. The study is limited at 
the personal car with gasoline engine. We basically 
apply the power of sound signal of speech analysis to 
extract the power of engine vibration and sound. We 
expected that these techniques are applicable that of 
the engine vibration and sound. 

In the second stage of this study, the simulation of 
engine faults for both normal gasoline engine and 
LPG modified engine has been performed to study the 
characteristics of them in all conditions. Finally, the 
conclusions of this study has been conducted.  

 
MATERIAL AND METHODS  

 
In the first stage of the study, the comparison 

between two cases of basic normal engine and LPG-
modified engine are introduced. The gasoline engine 
with 2,200 cc piston has been used in the study. The 
installation of alternative LPG system has been 
conducted. There were two modes of fuel supply 
including normal gasoline supply mode and LPG 
supply mode. At the beginning of these modes, the 
engine has been started and waited until reaching the 
stable period of working engine. Five various levels 
of engine speeds have been set at 900, 1,100, 1,300,  

 

 
Fig. 1 Sensor allocation design : the first stage   

1,500 and 1,700 rpm. To measure the vibration and 
sound signals, a number of accelerometers and 
microphones have been installed. The positions of 
these sensors are partly allocated in Fig. 1. A wireless 
receiver which perceives the measured vibration and 
sound signals has been attached to a computer 
notebook. The corresponding data are then recorded 
in a specified file format. 

Power of signal calculated for engine vibration or 
sound is mainly applied in this paper due to its 
simplicity and fast calculation. The signal power is an 
amount of energy consumed per unit of time. This 
quantity is very useful to described the signal which 
its energy goes to infinity where this engine vibration 
and sound signal can be assumed to be not-squarely-
summable as long as the engine does not stop running. 
The calculation is developed by using the sum of 
square of the signal samples [6, 10]. The average 
power of an aperiodic sequence x[n] is 
mathematically defined as in Eq. (1). 
 
𝑷𝑷𝑷𝑷 =  𝐥𝐥𝐥𝐥𝐥𝐥

𝑲𝑲→∞

𝟏𝟏
𝟐𝟐𝑲𝑲+𝟏𝟏

∑ |𝑷𝑷[𝒏𝒏]|𝟐𝟐𝑲𝑲
𝒏𝒏=−𝑲𝑲 ,                           (1) 

 
where K is the sequence half length which extends its 
limit of number of samples to infinity. 
 
The engine vibration and sound has been measured 
by a number of accelerometers and microphones and 
recorded by the G-link microstrain serial base station 
and a number of softwares through a host computer 
notebook. These infinite energy signals (called power 
signal) in this research have been measured and 
recorded with some approximately periodic 
sequences. Therefore this equation has been adapted 
with a specific length which reflects the whole 
vibration and sound sequences for both normal oil-
usage and LPG-modified engines. Therefore this 
equation has been adapted with a specific length 
recorded in a number of iteration samples for all five 
various levels of engine speeds as explained earlier in 
previous section. 
 

In the latter stage of the study, the simulation of 
engine faults for both normal gasoline engine and 
LPG modified engine has been conducted. In this 
experiment, the 1,500 cc gasoline engine has been 
chosen as a specimen. The LPG installation has been  
 

 
Fig. 2 Sensor allocation design : the second stage   
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implemented by using the European standard. The 
LPG with injection system has been installed be an 
experienced mechanics. To simulate [9] two faults of 
working conditions, the engine has been set up the 
mechanics [10] as follows. Type I, the engine with 
butterfly valve fault has been conducted by releasing 
the corresponding valve out. Type II, the engine with 
sparking plug fault has been done by pulling the plug 
off. These fault simulations have been performed 
with both regular gasoline engine and LPG modified 
engine. To measure the vibration from the engine, a 
couple of accelerometers [1] are attached with the 
engine piston surface as allocated in Fig. 2. 
 
EXPERIMENTAL DESIGNS  

 
The experiments in this paper has been organized 

as two stages including the comparison of normal 
gasoline engine and LPG-modified engine and the 
simulation of engine faults. At the first stage, the 
study focused on the comparison between the normal 
gasoline engine and the LPG-modified engine by 
considering the extracted parameters of engine 
vibration and sound signals; averaged power, as 
described in the previous section. Thereafter, the 
latter study concentrated on two major engine faults 
(type I and type II) simulated by the experienced 
mechanics. The averaged power of engine vibration 
at various engine speeds has been investigated to 
differentiate all condition of faults.  
 
Comparison of Normal Gasoline Engine and 
LPG-Modified Engine   

 
The experimental procedure for the first stage of 

study has been implemented as depicted in Fig. 3 [5, 
13]. The accelerometers are attached at the pistons of 
the engine. Meanwhile, the microphone with a 
recording software is applied to implement the 
database of engine sound. The vibration and sound 
signals are recorded in the form of connected samples 
to attain the database of LPG modified engine’s 
vibration and sound signals. The database consists of 
the vibration and sound signals of both conditions 
including normal engine and LPG-modified engine. 
A number of repetitions of signals were measured at 
the engine speeds of 900, 1,100, 1,300, 1,500, and 
1,700 rpm for both engine conditions. The duration of 
each sample lasts 10 seconds at the sampling rate of 
2,048 Hz. Subsequently, the calculation of signal’s 
power has been conducted as described in the 
previous section. The signal powers, thereafter, were 
analyzed using comparative approach. The analysis 
and discussion are presented in the next section. In the 
final process, the conclusions have been performed. 
In this study, five couples of linear plots of the 
vibration and sound signals at different samples have 
been presented. The overall presentation of the 
averaged powers of vibration and sound signals at  

 
 
 
 
 

 
 
 
 

 
 
 
 
 
Fig. 3 Experimental procedure : the first stage   
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Fig. 4 Experimental procedure : the second stage   

 
various engine speeds is also summarized.  

 
Simulation of Engine Faults  

 
The experimental procedure for the second stage 

of study has been implemented as depicted in Fig. 4 
[14]. The accelerometers are attached at the pistons of 
the engine. The vibration signal is recorded in the 
form of acceleration to attain the database of LPG 
modified engine’s vibration signal [7]. The database 
consists of the vibration signals of two conditions 
including normal gasoline engine and LPG-modified 
engine. A number of repetitions of vibration signals 
were measured at the engine speeds at 700, 900, 1,100, 
1,300, 1,500, 1,700, 1,900, and 2,100 rpm for six 
engine conditions. The duration of each sample lasts 
10 seconds at the sampling rate of 2,048 Hz. 
Subsequently, the calculation of signal power has 
been performed. The signal powers, thereafter, were 
analyzed using discrete signal formulation in Eq. (1) 
[8, 12]. Subsequently, the comparison analysis and 
discussion is presented. The overall presentation of 
the averaged powers of vibration signal at different 
engine speeds is finally concluded. 
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EXPERIMENTAL RESULTS  
 
The experimental results consisted of two stages 

including the comparison of normal gasoline engine 
and LPG-modified engine and the simulation of 
engine faults.  
 
Comparison Results of Normal Gasoline Engine 
and LPG-Modified Engine   

 
In the first stage of the study, the comparisons 

between the normal gasoline engine and the LPG-
modified engine are comprised of the comparison by 
using engine vibration and the comparison by using 
engine sound. Both of the comparisons utilize the 
averaged power of the corresponding signals. The 
experimental results are then explained, respectively.      
 
Comparison by Using Engine Vibration  

 
The engine vibration is investigated in this section. 
The normalized averaged powers of vibration signal 
for both engine conditions including normal oil-usage 
engine and LPG-modified engine are calculated and 
thereafter comparatively plotted in different engine 
speeds. All in all, figure 5 summarily presents the 
averaged power of vibration signal at different engine 
speeds. It can be noticeably concluded that the 
normalized averaged power of vibration signals of the 
LPG-modified engine are mostly above those of the 
normal engine with oil supply except for the engine 
speeds of 1,100 and 1,300 rpm. 

 

 
Fig. 5 Normalized averaged power of vibration 

signal at different engine speeds (rpm)  

 
Fig. 6 Normalized averaged power of sound signal 

at different engine speeds (rpm) 

Comparison by Using Engine Sound 
 

After measuring the sound signals through the 
provided microphones, the normalized averaged 
power of sound signals are calculated. A comparison 
in power of sound signal of all engine’s conditions 
including normal oil-usage engine and LPG-modified 
engine is shown. Figure 6 summarily illustrates the 
conclusion of these experimental results. It can be 
obviously observed that at the engine speeds of 900 
and 1,100 rpm, LPG-modified engine has power of 
sound signal more than that of normal engine with oil 
supply. When the engine speed is increased above 
1,300 rpm, the LPG-modified engine has power of 
engine sound signal lower than that of normal engine 
with oil supply. 

 

 
Fig. 7 Absolute averaged power of vibration 

signal for normal gasoline engine at different engine 
speeds with 3 conditions (power of vibration signal vs 
engine speeds) 

 

 
Fig. 8 Absolute averaged power of vibration 

signal for LPG modified engine at different engine 
speeds with 3 conditions (power of vibration signal vs 
engine speeds) 
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Fig. 9 Absolute averaged power of vibration 

signal for normal gasoline engine vs LPG modified 
engine at different engine speeds with normal 
condition (power of vibration signal vs engine 
speeds) 

 
Fig. 10 Absolute averaged power of vibration 

signal for normal gasoline engine vs LPG modified 
engine at different engine speeds with type I fault 
condition (power of vibration signal vs engine 
speeds) 

 
Fig. 11 Absolute averaged power of vibration 

signal for normal gasoline engine vs LPG modified 
engine at different engine speeds with type II fault 
condition (power of vibration signal vs engine 
speeds) 
 
Simulation Results of Engine Faults  

 
In the second stage of the study, the main focus is 

how the simulated engine faults affect the vibration 
of the engine at different engine speeds. From the first 
stage, it can be noticed that both vibration and sound 
give quite corresponding results. The vibration has 
been therefore selected as the main signal to study for 
the fault simulation in the second stage. The range of 
engine speeds has been consequently broadened for 
investigating the vibration in deep. The averaged 

powers of vibration signal for these engine conditions 
including normal oil-usage engine and LPG-modified 
engine are calculated and comparatively plotted in 
different engine speeds. Figures 7-8 demonstrate the 
absolute averaged power of vibration signal at 
different samples at the engine speeds of 700 - 2,100 
rpm. 

From Fig. 7, the absolute averaged power of 
vibration signal for normal gasoline engine in three 
engine’s conditions have been compared in those 
different engine speeds. When noticing at low engine 
speeds, the powers of vibration signal of all 
conditions are closed to each other. When the engine 
speed is increased above 1,500 rpm, the powers of 
engine vibration signal with faults type I and type II 
become significantly lying above than that of the 
normal engine without faults. 

From Fig. 8, the absolute averaged power of 
vibration signal for LPG modified engine in three 
engine’s conditions have been displayed in those 
different engine speeds. The experimental results are 
corresponding to those of the normal gasoline engine 
as demonstrated in Fig. 7. Last but not least, it can be 
noticeably seen from both figures that almost all of 
the absolute averaged powers of vibration signal are 
increasing from lower engine speeds to higher engine 
speeds. Therefore it can be concluded that the 
averaged power of the vibration signal are directly 
proportional to the speed of the engine. 

From Figs. 9-11, the absolute averaged power of 
vibration signal for LPG modified engine in three 
engine’s conditions have been displayed and 
compared to those of normal gasoline engine in 
different engine speeds. These absolute averaged 
powers of vibration signal are directly proportional to 
the engine speeds. All of them have the similar 
behaviors, the absolute averaged powers of vibration 
signal at 1700 rpm and 1900 rpm fall slightly 
compared to those of the previous engine speed of 
1500 rpm. 
 
CONCLUSIONS 

 
This paper presents a study of vibration and sound 

signal analysis for a gasoline engine with LPG-
installation and fault simulations. The paper is 
organized as two stages including the comparison of 
normal gasoline engine and LPG-modified engine 
and the simulation of engine faults. In the first stage, 
the study focused on the comparison between the 
normal gasoline engine and the LPG-modified engine 
by considering the averaged power extracted from the 
engine vibration and sound signals. From the 
experimental results, it can be seen from the vibration 
analysis that the power of vibration signals of the 
LPG-modified engine are mostly above those of the 
normal engine with oil supply except for the engine 
speeds of 1,100 and 1,300 rpm. Moreover, it has been 
concluded from the sound analysis that at engine 
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speed at 900 and 1,100 rpm, LPG-modified engine 
has lower power of sound signal more than that of 
normal engine with oil supply. At the engine speed of 
1,500 and 1,700 rpm, LPG-modified engine has the 
power of sound signal lower that of normal engine 
with oil supply. In the second stage, the study 
concentrated on two major engine faults. The 
absolute averaged power of engine vibration at 
various engine speeds has been investigated to 
differentiate all conditions of faults. From the 
experimental results, it can be summarized that the 
vibration of engine are directly proportional to the 
speed of engine. Moreover, the engine faults cause 
significant engine vibration at the speed above 1,500 
rpm for both normal gasoline and LPG modified 
engines. In conclusions, LPG-installation and engine 
faults cause degradations in engine efficiency which 
can be concretely evidenced by using the proposed 
signal processing technique. The expanded simulated 
faults can be further studied, moreover the other types 
of engines should be experimentally conducted in the 
future. 
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ABSTRACT 

 
Corrosion is a very complicated phenomenon in the field of science and engineering. Over the years, several 

numerical models have been developed to predict the damage caused by the corrosion process. The use of 
artificial neural network in modelling corrosion has gained popularity in the recent years. Many of the factors 
affecting corrosion are difficult to control. Thus, artificial neural network may be a better technique to consider 
due to its ability to tolerate relatively imprecise, noisy or incomplete data, less vulnerability to outliers, filtering 
capacity and adaptability. This study aims to generate a corrosion current density prediction model using the 
artificial neural network approach. Microcell corrosion current density is defined as the rate of corrosion 
expressed in electric current per unit area of cross section. Several variables were considered as input variables 
namely: age, water to cement ratio, cement content, compressive strength, type of mixing water, corrosion 
potential, solution resistance and polarization resistance. These variables   were   entered   into   the   neural 
network architecture and simulated in MATLAB. The feedforward backpropagation technique  was  used  to  
generate  the  best  model  for  the  corrosion current density. The best neural network architecture consists of 8 
input variable, 8 neurons in the hidden layer and one output variable. The resulting neural network model 
satisfactorily predicted the corrosion current density with coefficient of correlation values of 0.96536, 0.80817, 
and 0.7662 for training, validation and testing phases, respectively, 

 
Keywords: Neural network, Corrosion current density, Seawater, Mortar 
 
 
INTRODUCTION 

 
Concrete is probably the most-widely used 

building material in the world. It is a composite 
material made of cement, aggregates, water and 
some admixtures. The durability of concrete may be 
compromised through processes like alkali-
aggregate reaction, sulfate attacks, freeze-thaw 
cycles and corrosion, among others. Among all these, 
corrosion of the reinforcing steel in concrete has 
become a great concern as this may result to sudden 
failure of structures. Thus, developments in the 
design, construction and maintenance of concrete 
structures are encouraged to mitigate huge economic, 
social, health, safety and environmental impacts.  

Corrosion of steel is one of the main causes of 
failure in concrete structures. Theoretical and 
empirical models help determine its behavior over 
time and therefore engineers can decide on 
maintenance and repairs needed to prolong the 
service life of a structure. Moreover, it is a very 
complicated phenomenon in the field of science and 
engineering. Over the years, several numerical 
models have been developed to predict the damage 
caused by the corrosion process. Numerical methods 
can be classified as deterministic and probabilistic. 
Deterministic models helped understand the 
mechanisms of localized corrosion but were not 
really practical for actual prediction [1]. On the other 

hand, probabilistic (stochastic) approaches presented 
high-level statistics and other mathematical methods 
in processing field data and were found to predict 
local corrosion phenomena successfully [1]. 
Examples of modelling techniques are the multiple 
linear regression, finite element method (FEM), 
Bayesian updating and artificial neural network 
(ANN). 

FEM has been applied in previous studies [2], [3] 
[4], [5] and [6]; while a  Bayesian updating approach 
of an existing steel loss model based on monitored 
data was proposed in [7].  

The use of ANN in modelling corrosion has 
gained popularity in the recent years. The technique 
can be applied to complex problems and is 
independent of the physical processes involved but 
rather the relationships present in a set of data [8]. 
Many of the factors affecting corrosion are difficult 
to control. Thus, ANN may be a better technique to 
consider due to its ability to tolerate relatively 
imprecise, noisy or incomplete data, less 
vulnerability to outliers, filtering capacity and 
adaptability. 

Therefore, a model that can predict such 
corrosion behavior of steel reinforcement will help 
design engineers in developing better design 
practices for corrosion management, i.e., repair and 
rehabilitation procedures, thus extending the service 
life of structures and saving costs. Modeling is a 
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useful tool in the quantitative understanding of key 
elements in concrete and their interactions. This can 
be accomplished by considering time-dependency of 
transport properties of concrete, repair or 
replacement of concrete cover, corrosion 
propagation, chloride penetration mechanisms other 
than diffusion, structure geometry, environmental 
humidity and temperature fluctuations and decay of 
structures under combined physical, chemical and 
mechanical deterioration processes as summarized 
by [9]. Therefore, improvements on existing models 
can be made to better simulate the corrosion 
behavior of reinforced concrete structures, especially 
those mixed with non-conventional materials like 
seawater and fly ash. Additionally, their 
performance on chloride-laden environment through 
time can be assessed. 

This study aims to generate a corrosion current 
density prediction model using the ANN approach. 
Corrosion current density is defined as the rate of 
corrosion expressed in electric current per unit area 
of cross section. Several variables were considered 
as input variables namely: age, water to cement 
ratio, cement content, compressive strength, type of 
mixing water, corrosion potential, solution resistance 
and polarization resistance.  

This paper is organized as follows: The 
introduction is followed by some literature on ANN 
modelling of corrosion; followed by the 
methodology highlighting the data collection, 
identification of the input and output variables, and 
building the ANN models;  and then results and 
discussion; finally, conclusions of the research are 
presented. 

 
ANN MODELING FOR CORROSION  

 
With the development of new technology and 

computer softwares, mathematical modelling and 
computation became easier and faster. In this 
proposed study, regression and artificial neural 
network (ANN) modelling are the initial modelling 
techniques being considered. 

ANNs mimic the learning process of the human 
brain.  They generalize mathematical models by 
processing information at elements called neurons. 
Signals are passed between neurons over 
connections links. A weight is assigned on each link 
which multiplies the signal transmitted. The output 
is obtained by applying an activation function to the 
net input. A neural network is characterized by its 
architecture, training or learning algorithm and 
activation function. A network architecture is the 
arrangement of neurons into layers and the 
connection patterns within and between layers. 
Neural networks are further classified as single or 
multilayer, and are therefore feedforward networks.  

Training is the method for setting the values of the 
weights. An activation function is applied to the sum 
of the weighted input signal. Typical activation 
functions are unit step, linear, sigmoid and 
hyperbolic tangent. Neural networks are used to find 
the solutions to constrained optimization problems 
and can be applied for storing, recalling classifying 
and mapping data or patterns  [10]. 

Some ANN models related to measuring steel 
corrosion in concrete are found in [8], [11], [12], 
[13], [14] and [15]. 
 
METHODOLOGY 
 
Data Collection and Identification of Input 
Variables  

 
Input data were obtained from the experimental 

quantities and equipment test results in [16]. 
Rectangular mortar prism specimens (40 mm x 40 
mm x 160 mm) with steel reinforcements of 10 mm 
in diameter and 100 mm length were cast. Ordinary 
Portland cement (OPC) was the main binder used 
and replaced with fly ash. The fly ash content in the 
specimens was varied from 0% to 50% at 10% 
interval, while the water to cement (w/c) ratios were 
held at 0.35, 0.40, 0.45, 0.55, 0.65.  

A 5 mm cover was applied from the top surface 
of the prism specimen. Insulated copper wires were 
soldered at both ends of the steel and then covered 
with epoxy. These wires were necessary for the 
corrosion monitoring equipment (CT-7) in 
measuring the potential and polarization resistance.  

In this study, several input variables as used in 
previous literature were considered in determining 
the best ANN model. A total of eight (8) input 
variables were entered namely: age (days), w/c, 
cement content (%), compressive strength (MPa), 
type of mixing water (freshwater or seawater), 
corrosion potential (mV), solution resistance (Ω) and 
polarization resistance (Ω). The corrosion potential, 
solution resistance and polarization resistance were 
measured from the corrosion monitoring equipment. 
On the other hand, the output variable is the 
microcell corrosion current density defined as the 
rate of corrosion expressed in electric current per 
unit area of cross section.  

 
Structuring the ANN Models 

 
The Neural Network Toolbox in MATLAB 

R2018a was used in constructing the ANN corrosion 
current density model estimation. Data were divided 
into three sets: 60% for training the neural network, 
20% for validation and 20% for testing. These sets 
were randomly selected in MATLAB. The 
feedforward backpropagation technique was used to 
generate the best model.  This algorithm gradually 
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reduces the error between the model output and the 
target output by minimizing the mean square error 
(MSE) over a set of training set [17]. The MSE is a 
good overall measure of the success of the training 
process [18], [19]. The weights and bias value, on 
the other hand, were updated according to the 
Levenberg-Marquardt network training function. 
This is often the fastest backpropagation algorithm 
and highly recommended, though it requires more 
memory that other algorithms [20]. A two-layer 
feed-forward network with sigmoid hidden neurons 
and linear output neurons was used. This can fit 
multi-dimensional mapping problems arbitrarily 
well, given consistent data and enough neurons in its 
hidden layer [20]. 

 

Trial ANN Model Architectures 
 

The best ANN model to estimate the microcell 
corrosion current density was determined by 
defining the number of neurons (nodes) in the input 
and output layers, number of hidden layers and the 
number of neurons in each hidden layer.  The model 
generated utilized the 8 input variables. There is no 
specific rule in determining the number of hidden 
layers and the number of neurons in each hidden 
layer [21]. In this study, one hidden layer was used 
and the following rules were employed to determine 
the optimum number of neurons:  (a) a network with 
n-input and m-output units requires a hidden layer 
with at most 2n+1 units, (b) should be between the 
average and the sum of nodes on the input and 
output layers; (c) seventy-five percent (75%) of the 
input nodes [22].  Thus, simulation was done in the 
range of 5-17 neurons in the hidden layer. 
 
RESULTS AND DISCUSSION  

 
After several simulations, ANN Structure 8-8-1 

(8-input variables, 8-nodes in the hidden layer, 1-
output) was found to be the best model to estimate 
the microcell corrosion current density.  Figure 1 
shows the ANN Structure 8-8-1. ANN Structure 8-8-
8 obtained a satisfactorily acceptable correlation 
coefficient, R, values of 0.96536, 0.80817, and 
0.7662 for training, validation and testing phases, 
respectively. A correlation coefficient of 0.85983 
was achieved considering all data points. Figure 2 
presents the regression line while Fig. 3 shows the 
training performance for ANN Structure 8-8-1. The 
resulting MSEs for each phase are seen in Table 1.  

 
 
 
 
 

 

 
Fig. 1 ANN structure 8-8-1 
 

 
 
Fig. 2 Regression lines for ANN structure 8-8-1 

 

 
 
Fig. 3 Training performance of ANN structure    
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Table 1 MSE for different training phases 
 

Phase Samples MSE 
Training 85 0.0062789 

Validation 28 0.0471508 
Testing 28 0.1299260 

 
CONCLUSION 
 

This paper presents an artificial neural network 
model for estimating the microcell current density of 
steel in mortar mixed with seawater. This value is 
necessary in computing the corrosion rate of steel, 
which is one of the main causes of failure in 
structures. Several input variables were considered 
in constructing the ANN model namely: age, water 
to cement ratio, cement content, compressive 
strength, type of mixing water, corrosion potential, 
solution resistance and polarization resistance. 

From several trials, ANN Structure 8-8-1 was 
chosen as the best architecture having the highest 
correlation coefficient values of 0.96536, 0.80817, 
and 0.7662 for training, validation and testing 
phases, respectively, in a range of 5-17 neurons in 
the hidden layer. The resulting MSE in the training 
phase is 0.0062789. The best validation performance 
is 0.047151 and occurred at epoch 13. The test set 
and validation set errors have relatively similar 
characteristics. 

Finally, it can be concluded that the neural 
network technique provided good predicting ability 
despite the non-uniform distribution and 
incompleteness of the data set. Expanded data set 
may improve the results. Sensitivity analysis and 
relative importance of the input variables can be 
conducted to enhance the reliability and validity of 
the results.  
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ABSTRACT 

The study of wooden plate bamboo connection system with the addition of wooden clamp was carried out 
taking into account the variety the angle of the stems at the joint. The loading was preceded through the 
application of compressive force at the joint’s member under studied up to reaching the maximum load and the 
connection was collapsed. It is known that the strength of bamboo not parallel to the direction of fiber is lower 
than those parallel to fiber. Therefore, the strength of connection must be determined considering the strength of 
bamboo not parallel to the fiber direction. The experiment was carried out under static loading on the bamboo 
truss connections model with various angle of connection stems of 0o, 30o and 45o toward bamboo fiber 
direction. From the test result, it was found that there is a decrease in the connection strength at stem angle of 30o 
and 45o for about 16,80% and 12,21%, respectively, compared to the strength of the stem angle of 0o. The test 
results also resulted the value of average elastic stiffness (Se) of the connection also indicates a decrease in the of 
elastic stiffness value (Se) of the connection for the stem’s angle 30o and 45o for about 42,62% and 82,95%, 
respectively, compared to stem angle of 0o. It can be concluded that there is a decrease in the strength and 
stiffness of the joints along with the increase in stem’s angle of the bamboo truss connection system using 
wooden plate and clamp. 

Keywords: Bamboo, Connection system, Wooden plate, Wooden clamp, Truss 

INTRODUCTION 

Bamboo plants has been known as the plant of 
“source of lifehood”. As a source of life, bamboo 
plants can produce a lot of oxygen. The roots of 
plants can store water and strengthen the soil to 
prevent erosion, especially in the slope of a steep 
cliff. For human life, the bamboo plant can be used 
to basic human needs such as the need for food, 
clothing and housing. 

Bamboo is highly an environmentally friendly 
construction material that suitable to support green 
building program as part of program to combat 
global warming. Bamboo is very fast growth of 
which can reach a maximum height of 15-18 cm in 
4-6 weeks, while wood take year [1]. As a 
construction material, compared to wood, bamboo is 
a renewable material because of its rapid growth and 
fast growth as well as short period of planting of 
about 3 - 5 years, can used as a construction material 
[2].  

Owing to its relatively high strength, stiffness 
and lightweight characteristics, bamboo is a 
potential substitute for wood. It is also easily worked 

using simple tools when employed in construction 
practices. Bamboo culms is available in variety of 
length and has high strength-weight ratio that make 
it suitable to be used as structural material. As a 
structural material, bamboo can be used in a variety 
of building components such as beams, columns, 
partitions, floors or as  a truss structure. In truss 
structures, bamboo is commonly applied as 
structural members in roof construction and bridge 
structures. 

High strength bamboo material cannot be 
fully utilized due to the constraints of the connection 
system. Researches to obtain a strong connection 
system to overcome the problem of the weakness of 
a connection have been widely done. Examples 
include the connection system with connecting bolts 
and filling cement mortar in internode of culm of 
bamboo [3], the connection system with gusset plate 
of steel and devices connecting bolts [4], the 
connection system with gusset plate of plywood 
materials and devices connecting bolts [5] and the 
connection system with gusset plate of plywood 
materials or hard wooden planks and devices 
connecting nails [6]. A connection system without 
filler material on bamboo culms with wooden gusset 
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plate and wooden clamps used to increase the 
contribution to the shear at the connection has been 
proposed by Masdar [7].  

 
Need of the Study 

In the development of connection system on 
bamboo truss structure, the behavior aspects must be 
considered, including the connections between 
components of connection system. Futhermore, in 
joint model of bamboo truss structure, behavior the 
connection system for joint with variations of angle 
between culm of bamboo need to known.  

 
The Objective of the Study 

This paper addresses this subject, with the 
objective of the study of: (i) knowing influence of 
variations of angle between culm of bamboo on joint 
model againts strength and stiffness of bamboo truss 
structure and (ii) experimentally, assessing their 
structural behaviour and performance under statical 
loading. 

 
 

DESCRIPTION OF CONNECTION SYSTEM   
 
A connections systems that use of steel for gusset 

plates and relatively heavy infill material has made 
this connection system to be less desirable of the 
significant increase of structure weight and 
construction costs that make it uneconomical. A 
bamboo connection system that possesses 
lightweight nature but higher strength and lower cost 
while keeping the form of the bamboo being 
connected remains natural has been developed by 
Masdar [7], [8], [9].  

The proposed bamboo connection system 
consists of bolts, wooden gusset plates and special 
wooden clamps that have been adjusted with the 
shape and dimension of the bamboos being 
connected as shown in Fig. 1. The wooden clamps 
were placed between the bamboo and wooden gusset 
plates make contact area that capable of mobilizing 
its friction capacity to transfer the applied load for 
stronger and reliable connection as shown in Fig. 2. 

The wooden clamp with ring angle of 90o was 
determined to be optimal and thus recommended to 
be applied to connections of bamboo truss structure 
[7]. Based on the results of previous research 
conducted by Masdar [7], [8], [9] can be known that 
the strength of this bamboo connection system is 
influenced by several factors such as material 
characteristics in the connection system, the angle of 
wood clamps to the bamboo circumference and bolt 
tightening force. 

 
 
 
 
 

   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 The proposed bamboo connection system 

[8], [9] (a) connection system on bamboo 
truss structure (b) component of connection 
system. 

 
 
 
 
 
 
 

(a)                                           (b) 

Fig. 2 Distribution of force on the bolt and 
wooden gusset plate to a bamboo culm     
(a) direct force into a bamboo culm          
(b) force through to a wooden clamps 

 
 
EKSPERIMENTAL INVESTIGATION 
 

The study was conducted experimentally in two 
phases of testing. In the early stage of the research 
preliminary testing on basic properties of the 
materials used have been conducted. The second 
phase of the research involved designing and 
fabricating several types of joint model of bamboo 
truss structure with full scale sizes and tested 
experimentally in the laboratory. The experiment 
was carried out under static loading on the bamboo 
truss connections model with various angle of 
connection stems of 0o, 30o and 45o toward bamboo 
fiber direction 
 
Test Set-up and material  

 
Test Set-up 

Tests on joint model of bamboo truss structure 
are carried out in static loading. Static loading is 
carried out until it reaches ultimate load and 

(b) 

(a) 

bolt 
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Wooden 

gusset platet 

Wooden 
clamp 

Wooden 
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gusset 
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observation on deflection that occurs. In this test the 
load-displacement relationship is measured with 
load instrument in the form of load cell capacity 10 
Ton and displacement with LVDT capacity of 50 
mm. 

The testing method of basic material properties 
was based on ISO N22157-2 [10] for bamboo and 
ASTM D 143 for wood [11]. The testing method of 
bearing strength of bamboo was adopted from 
ASTM D 5764 standard test method for evaluating 
dowel bearing strength of wood and wood based 
products [12]. Bearing strength test has been carried 
out on bamboo and wood with deformed bolt 
diameter of 12.2 mm.  

The test set-up for joint models is shown in Fig. 
3. The experiment was carried out under static 
loading on joint model of bamboo truss structure 
with various angle of connection stems toward 
bamboo fiber direction is shown in Fig. 4. The test is 
performed by giving compression test on bamboo 
culm with three of varied of angle between bamboo 
culm. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 Test set-up for compression tests of the 
specimen. 

  

Fig. 4 Specimen of compression test (a) bamboo 
stem angle 0o (b) bamboo stem angle 30o 
(c) bamboo stem angle 45o 

The connection system with three variation of joint 
model on bamboo truss structure which are 
distinguished by angle between bamboo culm, i.e. 
0o, 30o and 45o, respectively. The result obtained 
with compression test on joint model of bamboo 
truss structure is the strength, stiffness and behavior 
of the connection by observing the amount of load 
and deflection that occurred. 
 
Material 

The material used on the joint model of bamboo 
truss structure is a natural material and a bolt made 
of steel with a diameter of 12,2 mm. The type of 
bamboo used as the main structural material in this 
study was Gigantochloa atroviolacea. The gusset 
platesware made of Keruing wood 
(Dipterocarpaceae), while Mahoni wood (Swietenia 
Mahagoni) was used for the clamps. The material 
properties used on the joint model of bamboo truss 
structure are shown in Tables 1, 2 and 3. 

 
Table 1 Physical properties of material 

Material Density 
gram/cm3 

Moisture 
Content 

% 
Bamboo 0,62 12 
Wooden clamp 0,56 12 
Wooden gusset plate 0,75 12 

 
Table 2 Mechanical properties of bamboo 

Testing Stress (MPa) 
range average 

Compressive 
strength  (σc) 

51 – 56 54 

Shear  
strength  (τ) 7 – 8 7,8 

Bearing strength  
(fe) 33 – 41 37 

Tensile strength  
(σt) 

150 – 263 217 

Bending 
strength  (σt) 

55 – 79 58 

Tensile 
MOE (Et) 

11219 – 18984 15450 

Bending  
MOE (Eb) 

12544 – 20620 16051 

 

Table 3 Mechanical properties of wood 

Material Grain  
direction 

Stress  (MPa) 
bearing 
 (σ) 

shear 
(τ) 

Tensile 
(σ) 

Wooden 
clamp 

Parallel 
Perpendicular 

46 
22 

6,2 
 

 
5,8 

Wooden 
gusset 
plate 

Parallel 
Perpendicular 

62 
26 

8,4  
4,1 

(b) (a) (c) 

LVDT 

Load cell 

Hidroulic 
jack 

 

Loading frame 

specimen 

Steel plate 

 

LVDT 
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Result and discussion 
 
The strength and stiffness of the joints model 
 

The relationship between load and displacement 
obtained from the tests is shown in Fig. 5.  
 

 
Fig. 5 The relationship between load and 

displacement on joint model of bamboo 
truss structure 

 

 
Fig. 6 Graph of the relationship between the 

maximum force average and bamboo stem 
angle variation 

 
There are nine joint specimens with three variations 
of bamboo stem angle were tested under 
compression as shown in Fig. 5. The result of testing 
the connection model with the direction of force 0o 
toward the direction of bamboo fiber on each 
specimen shows the maximum load ranged from 
2236 kg up to 2322 kg with displacemen 
respectively is 32,24 mm and 25,05 mm. The result 
of testing the connection model with the direction of 
force 30o toward the direction of bamboo fiber on 
each specimen shows the maximum load ranged 
from 1802 kg up to 1967 kg with displacemen 
respectively is 29,2 mm and 30,2 mm. The result of 
testing the connection model with the direction of 

force 45o toward the direction of bamboo fiber on 
each specimen shows the maximum load ranged 
from 1751 kg up to 1820 kg with displacemen 
respectively is 38,2  mm and 29,58 mm. 
 
Table 4 The average maximum strength of the 

connection on the compression test against 
the bamboo stem angle on joint model of 
bamboo truss structure 

No. Specimen 

average 
maximum 
strength 

(kN)  

Average 
elastis 

stiffness (Se) 
N/mm 

1. MS (α= 0o) 22,71 2051,52 
2. MS (α= 30o) 18,89 1176,93 
3. MS (α= 45o) 17,93 1121,33 

 
The compression test results shown that the 

maximum strength on joint model of bamboo truss 
structure is affected by the angle of a bamboo joint. 
The greater the angle to the direction of bamboo 
fiber on  joint model of bamboo truss structure, the 
strength and stiffness of the joints are smaller as 
shown in Fig. 6 and listed in Table 4. 

Fig. 6 shown the relationship between the 
maximum force average with various angle of 
connection stems of 0o, 30o and 45o toward bamboo 
fiber direction, where the strength of the connection 
decreases as the angle of force increases in the 
connection system. The average maximum strength 
on  joint model of bamboo truss structure with  
bamboo stem angle of 0° 30° and 45° obtained from 
these compression tests were 22.71 kN, 18.89 kN 
and 17.93 kN, respectively. From the test result, it 
was found that there is a decrease in the connection 
strength at stem angle of 30o and 45o for about 
16,80% and 12,21%, respectively, compared to the 
strength of the stem angle of 0o. 

Similarly, the test results also resulted the value 
of average elastic stiffness (Se) of the connection 
also indicates a decrease in the of elastic stiffness 
value (Se) of the connection for the stem’s angle 30o 
and 45o for about 42,62% and 82,95%, respectively, 
compared to stem angle of 0o.  

The maximum loads and the loads that 
correspond to the yielding of the connections were 
different among variation of bamboo stem angle. 
Based on the compression test results of the 
connections depicted in Fig. 6 and listed in Table 4, 
it can be concluded that the greater bamboo stem 
angle, α, the lower the strength and stiffness of the 
connection would be. It can be concluded that there 
is a decrease in the strength and stiffness of the 
joints along with the increase in stem’s angle of the 
bamboo truss connection system using wooden plate 
and clamp. 
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Failure modes of the joints model 
 
Failure modes of various angle of connection stems 
are presented in Fig. 7. 
 

 
(a) 

 
(b) 

 
(c) 

Fig. 7 Failure modes of the specimen (a) bamboo 
stem angle 0o (b) bamboo stem angle 30o 
(c) bamboo stem angle 45o 

 
 

In Fig. 7 can be seen the damage occurred on the 
bamboo is marked with a red line. In the speciment  
with stems angle of 0o, 30o and 45o,  the most 
damage occurs in bamboo, while the other 
connection system components damage is not so big 
or just a small damage. 

The mechanical behavior of the components of 
the connection system of bamboo, wooden clamp, 
wooden gusset plate and bolt connectors greatly 
affect the strength of connection system on the 
bamboo truss structure. The mechanical behavior of 
material on connection system related to the strength 
of the connection components need to be considered 
to determine the strength of the connection. In this 
research, analytical method considering failure mode 
and the strength of bamboo connection will be 
verified with result from experimental work. The 
strength of connection of bamboo and the failure 
mode can be estimated from the formula which was 
introduced by Masdar [7], [8]. In Fig. 7, it appears 
that the damage occurred is in the middle of the 
connection system (bamboo). Failure mode I occurs 
in the specimens. Failure mode I occurs when the 
bamboo bearing is reached. It can be concluded, The 
component of the connection system determines the 
strength of bamboo connections. 

 
CONCLUSION 

This paper presented a study about 
implemetation of connection system of wooden plate 
and wooden clamp on joint model of bamboo truss 
structure. The proposed connections system  were 
implementatied considering that information and 
references about joint model of bamboo truss 
structure are very importanted. The following main 
conclusions may be drawn from this study: 
1. There is a decrease in the connection strength 

at stem angle of 30o and 45o for about 16,80% 
and 12,21%, respectively, compared to the 
strength of the stem angle of 0o. 

2. elastic stiffness (Se) of the connection also 
indicates a decrease in the of elastic stiffness 
value (Se) of the connection for the stem’s 
angle 30o and 45o for about 42,62% and 
82,95%, respectively, compared to stem angle 
of 0o. 

3. There is a decrease in the strength and stiffness 
of the joints along with the increase in stem’s 
angle of the bamboo truss connection system 
using wooden plate and clamp. 

4. The mechanical properties of the basic material 
influenced the overall connection behavior, 
namely the bearing strength, shear strength and 
tensile strength perpendicular of grain, where 
in the proposed connection system failure 
generally occurs in bamboo.  

 
 

Bamboo bearing 
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Bamboo bearing 
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Bamboo bearing 
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ABSTRACT 

 
This paper discusses the experimental results of reinforced concrete (RC) frame with brick infills with a 

central opening with and without rebar reinforcements on the opening interface to the masonry. 1/4 scale-down 
of single-story single-bay RC frame specimens were constructed. These specimens included one RC frame 
without infill, one unreinforced brick masonry infilled frame, two unreinforced brick masonry infilled frames 
with a central opening and two brick masonry infilled frames with a central opening with 2Ø6 steel 
reinforcements embedded in infill above and below openings. The opening size to the panel area ratios were 
25% and 40%. All the specimens were subjected to in-plane reversed cyclic lateral loading. Consequently, the 
experimental results show that the existence of the opening reduces the stiffness, the lateral strength, and energy 
dissipation of the RC infilled frame system. However, the infilled frames with 25% and 40% openings showed 
better performance compare to bare frame specimen. Although the strengthening by using embedded rebars does 
not significantly increase the performance of the RC frame system, the brick infill with horizontal 
reinforcements installed above and below the opening was verified to resist large deformation of masonry infill 
in out of plane direction.  
 
Keywords: Brick wall with opening, Lateral strength, Reinforced concrete frame, Reinforced masonry infill, 
Stiffness.  
 
 
INTRODUCTION 

 
Contributions of brick masonry infills have been 

ignored for seismic design of buildings in many 
countries.  It seems because of deficiency of 
understanding on seismic performance of brick 
infills under seismic loads. Several studies have 
been performed by researchers for evaluating the 
effects of masonry infill on the seismic performance 
of RC frame buildings [1]-[5]. 

The first author has also conducted a series of 
past studies related to RC frame structure with brick 
masonry infills [4]-[6]. The first author investigated 
the earthquake-damage buildings after the 2007 
Sumatra earthquake in Padang city and nearby as 
reported in [4]. It was found that brick infill 
contributed to resist  the seismic load in the RC 
building, and it made the building can survive during 
the earthquake. Further, the author performed a 
series of experimental test on RC frames without 
and with brick infill under reversed cyclic lateral 
loading. The test results revealed that brick infill 
increases the lateral strength and stiffness of the 
whole structure however it decreases ductility of 
structure [5].  Moreover, an analytical method was 
proposed to calculate the lateral strength of infill in 
elastic range based on a diagonal compression strut 

concept. Consequently, the lateral force of infill can 
be derived as a function of strut width [6]. The 
proposed analytical model has been verified through 
experimental results of brick infilled frames.  

All the past studies mentioned above are focused 
only on the performance of RC frames with solid 
brick infills and neglected the presence of infills 
with openings assuming no contribution from infills 
with openings on seismic performance of RC frame 
[7]. However, a lot of studies reported that masonry 
infills with opening affect to reduce the lateral 
strength and stiffness of infilled frame structure in 
which it depends on area and location of the opening 
in panel wall [8]-[10]. This circumstance revealed 
that the seismic behavior of the infilled frame with 
opening still was not known well. Maidiawati [8] 
carried out an experimental study on brick infilled 
frames with openings through monotonic lateral load 
tests. The results disclosed that the openings in 
brick-masonry infill control the failure mechanism, 
the lateral strength and the stiffness of the overall 
structure. Failure of infill occurred at the corners of 
openings as the weakest part of the panel [8]. In the 
current study, the behavior of RC frames with brick 
infills with a central opening with steel 
reinforcements placed above and below openings 
was investigated through cyclic lateral load tests.   
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EXPERIMENTAL PROGRAM   
 

Test Model 
 

Six of 1/4-scaled single bay and single story RC 
frame specimens were constructed. The parameters 
studied in this experimental evaluation were 
influence of ratio of opening size to panel wall area, 
α, of 25% and 40% and effects of 2Ø6 reinforcement 
horizontally embedded at the below and above the 
opening. No shear connectors were used between 
columns and infill. The elements of RC frame of all 
specimens were constructed with identical 

dimensions and detailing structure which 
represented the first story of typical Indonesian low-
rise RC buildings. The cross-sectional and 
reinforcement arrangement of frame elements are 
shown in Fig. 1(a). The figures 1(b) to 1(f) show the 
specimens of IFSW, IFO-1, IFO-2, IFOR-1, and IFOR-2, 
respectively. Table 1 summarized the specimens and 
their variance. Brick units of 1/4 scale clay bricks of 
dimensions of 60 mm in length, 30 mm in width and 
13 mm in height and mortar beds with the 
composition of cement: water = 1: 0.5 were used to 
construct the infills. The wall surfaces were 
plastered with mortar of 5.0 mm in thickness.  

 

 
(a) Bare frame specimen      

                         
(c) IFO-1 specimen                   (d) IFOR-1 specimen 

                       
(e) IFO-2 specimen                    (f) IFOR-2 specimen 

 
Fig. 1 Detailed drawing of specimens.  
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Table 1. Experimental parameters of the specimens 
 

Specimens Column 
Brick infill 

α (%) Reinforcement 
BF cross-

section: 
125x125 
main bar: 

4D10 
hoop: 2- 
Ø4-50 

0 - 
IFSW 0 - 
IFO-1 25 - 
IFOS-1 25 2Ø6 
IFO-2 40 - 

IFOS-2 40 2Ø6 
 
Material Properties 

 
The mechanical properties were the same for all 

specimens which were obtained through material 
samples tests. The compressive strengths of concrete 
and brick masonry prism were 49.9 N/mm2 and 13.0 
N/mm2, respectively. The yield strengths of 
reinforcements were 390.2 N/mm2, 346.8 N/mm2, 
462.0 N/mm2, and 421,1 N/mm2 for rebars of Ø4, 
Ø6, D10, and D13, respectively. The tensile 
strengths of reinforcements were 598.3 N/mm2, 
448.6 N/mm2, 619.7 N/mm2 and 582.4 N/mm2 for 
rebars of Ø4, Ø6, D10, and D13, respectively. The 
average compressive strength of brick was 10.9 
N/mm2.  

 

Loading Method and Measurement  
 

The experimental tests were conducted at the 
Structural and Construction Material Lab. of Civil 
Engineering Dept., Syiah Kuala University. The 
specimens were subjected only by reversed cyclic 
lateral loads as shown in the schematic of the test 
setup and loading system in Fig. 2. 

The horizontal and vertical displacements of the 
specimens were measured with transducers 
positioned on specimens. The applied loads, as well 
as displacements, were monitored throughout the 
tests. To identify the failure process and mechanisms 
of specimens, initiated cracks and crack propagation 
were marked on the specimens at the peak and 

residual drifts in each loading cycle. 
Figure 3 shows the loading history of cyclic 

loading referred to [11]. The drift angel R used to 
control the incremental lateral load applied on 
specimens was an initial cycle to R=1/800 and then 
followed by two cycles to R=1/400, 1/200, 1/100, 
1/50, 1/25, 1/12.5 and 1/10. If the specimens failed 
before the final cycles, the loading was stopped. 

 
TEST RESULTS AND DISCUSSION 

 
Failure Process and Mechanism 

 
Failure process and mechanism for all specimens 

were investigated during experimental works. The 
following compares the failure process of specimens. 

 
BF specimen 

The initial flexural crack was detected during the 
cycle of 1/400 at the top of the tensile column at the 
lateral displacement of 1.2 mm and initial shear 
crack was during the cyclic 1/200 at 3.8 mm lateral 
displacement at the bottom of the compressive 
column. The cracks developed during the next cycle 
loading. During the cycle of 1/12.5, the compressive 
column failed in shear at 58.8 mm lateral 
displacement. Soon after the shear failure of both 
columns, the lateral strength significantly degraded. 
Fig 4(a) shows the condition of BF specimen under 
the cyclic loading to drift angle 1/50 rad. 

 
IFSW specimen 

A separation crack was discovered between 
column and wall at loading cycle of 1/800. Initial 
flexural and shear cracks were found out at tensile 
column during the cycle of 1/400 at the lateral 
displacements of 1.3 mm and 1.6 mm, respectively. 
An initial diagonal shear crack was observed during 
cycle 1/200 at 3.4 mm displacement at the center of 
the panel wall. Shear failure of brick wall occurred 
during the cycle 1/50, and then the lateral strength 
degraded significantly. After the failure of the brick 
wall in out of plane direction, the boundary column 
failed in shear at the cycle of 1/12.5. Fig. 4(b) shows 
the condition of the IFSW specimen by cycles to 1/50 
rad. 

 

                
 
Fig. 2 Schematic view of test setup                 Fig. 3 Loading history.   
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 IFO-1 specimen 
Initial shear cracks in infill existed at the top left 

corner of opening and the bottom right corner of 
opening at a displacement of 0.45 mm during the 
cycle 1/800. Initial flexural crack at the tensile 
column happened at 1.9 mm displacement during the 
cycle 1/400. Initial shear crack appeared at the 
tensile column at 3.5 mm displacement during the 
cycle 1/200. Infill wall failed in shear at the corner 
of opening at the cycle 1/25 and column failed in 
shear at the cycle 1/12.5. Fig. 4(c) shows the 
condition of IFO-1 specimen by cycles to1/50 rad.  
 
IFO-2 specimen 

During the cycle 1/800, it was found out the 
initial flexural crack at the tensile column at 0.4 mm 
displacement and the initial shear crack in infill at 
the left top corner of opening at the displacement of 
0.8 mm. During the cycle 1/200, initial shear crack 
at the top of the tensile column was explored at 2.4 
mm displacement. Shear failure of the bottom 
compressive column occurred during the cycle 
1/12.5 followed by failure of the wall in out of 
direction. Fig. 4(d) shows the condition of IFO-2 
specimen by cycles to 1/50 rad. 
 
IFOR-1 specimen 

Initial shear crack at the left corner of the 
opening and initial flexural crack above the opening 
of infill was observed at 0.75 mm displacement 
during the cycle 1/800. Initial flexural crack took 
place at the tensile column at the displacement of 1.7 
mm during the cycle 1/400. An initial shear crack 
appeared at the tensile column at the displacement of 
3.8 mm during the cycle 1/200. During the 
subsequent cycles, flexural cracks at along height of 

both columns and shear cracks at the bottom of the 
compressive column were developed. Shear cracks 
propagated in infill at the left and right sides of the 
opening and below the opening.  Shear failure of 
tensile column occurred at the cycle 1/12.5. Infill 
failed in out of plane direction at the cycle 1/10.  Fig. 
4(e) shows the condition of IFOR-1 specimen by 
cycles to 1/50 rad. 
 
IFOR-2 specimen 

During the cycle 1/800, initial flexural and shear 
cracks in infill were detected at the top left corner of 
the opening at 1.4 mm displacement. Initial flexural 
crack at the top of the tensile column was observed 
at the displacement of 1.1 mm during the cycle 
1/400. The initial shear crack appeared at the top of 
the tensile column at the displacement of 2.9 mm. At 
the subsequent cycles, propagation of flexural and 
shears cracks in both columns and development of 
shear cracks at the left side was noticed. The top of 
the tensile column failed in shear during the cycle 
1/12.5. Moreover, brick infill failed in out of plane 
direction at the cycle 1/10. Fig. 4(e) shows the 
condition of IFOR-1 specimen by cycles to 1/50 rad. 
 
Comparison of Seismic Performance  
 

Figure 5 shows the relationship between lateral 
force and lateral displacement in hysteresis loops 
and envelop curves to indicate the seismic 
performance of specimens. The bare frame (BF) and 
solid infilled frame (IFSW) specimens achieved the 
maximum lateral strength of 51.3 kN and 127.7 kN 
at the 57.8 mm and 7 mm displacements, 
respectively. 

 

       
(a) BF specimen       (b) IFSW specimen          (c) IFO-1 specimen 

 

       
(d) IFOR-1 specimen      (e) IFO-2 specimen        (f) IFOR-2 specimen 

 
Fig. 4 Specimen at drift angle, R=1/50. 
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 In the cases of infilled frames with opening 
specimens, the maximum lateral strength of 74.1 kN, 
76.1 kN, 61.5 and 60.4 kN at 14.0 mm, 14.8 mm, 
14.9 and 13.9 mm lateral displacements for IFO-1, 
IFOR-1, IFO-2, and IFOR-2, respectively. It revealed that 
the presence of a center opening reduces the lateral 
strength and stiffness of the overall infilled frame 
structure. The solid brick infill increased the lateral 
strength of RC frame by about 2.5 times compared 
to the bare frame. The opening of 25% and 40% in 
infill decreased the lateral strength of solid brick 
infilled frame to 0.59 times and 0.48 times, 
respectively. However, the lateral strengths of infills 
with openings of 25% and 40% were higher 1.4 
times and 1.2 times than that of the bare frame, 
respectively. Based on the Fig. 5, it seems that the 

horizontal reinforcements installed at the bottom and 
above opening were ineffective to increase the 
lateral strength of the overall structure, but they 
contributed to preventing the failure of infill in out 
of plane direction, and they effectively controlled 
the growth of the shear cracks at the corners of the 
opening. The deformation capacities of structure 
were a deformation as the lateral force degraded to 
80% after the maximum of the force that was 
reached at displacements of  63.0 mm for BF, 27.7 
mm for IFSW, 57.7 mm for IFO-1, 59.5 mm for IFOR-1, 
69.6 mm for IFO-2 and IFOR-2 specimens. It indicates 
that the infilled frames with a central opening more 
ductile than the solid infilled frame. The reinforced 
opening infills were not more ductile than 
unreinforced opening infills. 

 

             
(a) BF specimen     (b) IFSW specimen 

             
(c) IFO-1 specimen     (d) IFOR-1 specimen 

               
(c) IFO-2 specimen     (d) IFOR-2 specimen 

 
Fig. 5 Lateral strength-displacement relationship.  
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Energy Dissipated  
 

Energy on frame structure due to the seismic 
force can be dissipated by response of hysteresis 
loop without a significant reduction in strength of 
structure [12]. Therefore, the area enclosed by 
hysteresis loops indicated in Fig. 5 can be evaluated 
to represent the energy dissipated of specimens. The 
comparisons of cumulative energy dissipation of 
specimens are presented in Fig. 6. The figure 
exhibits that the dissipated energy of the infilled 
frame decreased as opening existed in infill. The 
energy dissipation of the infilled frame with opening 
of 40% is the same with that of the bare frame. In 
the case of infilled frames with embedded rebar 
reinforcements, their energy dissipations were 
relatively the same with that of unreinforced ones.  
 

 
 
Fig. 6 Cumulative energy dissipated of specimens. 
 
CONCLUSION 
 

Experimental tests on brick infilled RC frame 
with a central opening and with/without 
reinforcements in infills were carried out under 
cyclic lateral loading to assess their seismic 
performance. As the results, a central opening 
reduced the lateral strength and energy dissipation of 
solid infilled frame. Horizontal reinforcements 
embedded in infill above and below the opening 
were ineffective to increase the lateral strength and 
energy dissipation, however, it verified to resist 
large deformation of masonry infill in out of plane 
direction. 
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ABSTRACT 

 
The characteristic of the river runoff in the Abukuma River Basin has been not to clarify. The area of the 

Abukuma River basin is 5,400 km². The flow path extension of the Abukuma River is 239km. There is the 
hydrophobic pass from the Inawashiro Lake. The water is used by some cities, so the water pass is complex, 
therefore the analysis of river runoff is difficult. It is important that the river runoff in the each little basin for 
floods estimation. The river cross section was surveyed, and the river flow rate is calculated. In the flood caused 
by the typhoon in August 1985 which recorded the largest flood after the war, it suffered a tremendous damage. 
The research objective is clarify the ratio of river runoff of each little basin. The analysis will be basic information 
for the analysis of pollutant load and movement of cesium. 
 
Keywords: runoff, river flow,Abukuma River,  
 
 
INTRODUCTION 

 
The gradient of Abukuma River is gentle, so the 

cities in the basin was damaged from floods often in 
past. So it is important to know the flow rate for 
floods countermeasure, the river basin has lots of data 
since 1930 in some observing station.  The Typhoon 
gave big damage often in 1938, 1941, 1943, 1947, 
1948, 1950, 1958, 1966, 1971, 1981, 1982, 1986, 
1991, 1998, and 2002. In other hand, the drought 
damage has also occurred in other years in the 
Abukuma River Basin in 1967, 1973. 1978, 1987, 
1997. The Abukuma Basin River history was old, the 
observing station was constructed in early period in 
1900’s. The first Dam, Shinobu Dam in the Abukuma 
River Basin was constructed in 1939. The Basin has 
problem of waterless in long period. The agriculture 
water was send from the Inawashiro Lake by the 
Asakasosui water pass in 1890 in first, the water pass 
was connected to the larger rice field region in 1900’s.  

The basin is researched in past about water quality 
and floods.[1][2] 

Therefore, in the Abukuma River Basin, the water 
moving was changing from 1938 to 2017, it is 
important to clear the relation between water runoff 
and precipitation. The research will be clarify the 
relation between the rain runoff and river runoff of 
before and after the construction of dams and land use 
changes. 

 
RESEARCH METHOD   

 
The water runoff analyze system is developed.  The 

system has database on the river structure made by 
GIS data. Therefore, the system is able to 
automatically calculated upper area, compared with 

precipitation quickly. [3] 
The precipitation data was imported from 

downloaded at government original data not 
converted. The used data is Meteorological Agency 
and Ministry of Land, Infrastructure and Transport 
(MLIT).[4]   Moreover, the water level and flow rate 
data is imported from government data, MLIT. The 
analysis system can handle big data, and the datas 
linked GIS data, the system can execute several 
runoff analysis. The flow rate data was not measured 
in few year, so the flow rate was estimated by the 
water level data. 

The river cross section was measured the distance 
from the bridge to riverbed between 5m length each. 
In addition, river velocity is observed, velocity 
decided the by average of three times measured. The 
missing data of flow rate can be estimated used by 
relation between water level and river cross section.   

 
OVERVIEW OF RESEARCH AREA 
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Fig.1 shows overview of Abukuma River Basin. 

The area in Abukuma River basin is 5,400 km². The 
flow path extension of the Abukuma River is 
239km.[5] The length is 2nd long in Tohoku Area in 
Japan. The population is about 1.78 million people in 
the Basin. The Abukuma River has 17 cities in 
Fukushima Prefecture, has five cities in Miyagi 
Prefecture. The Abukuma River is originated at 
Asahidake in South - East of Fukushima. The land use 
of 56% in whole basin is forest, 16% is paddy, 14% 
is orchard, and 6% is building. The water of the 
Inawashiro lake inflows in the upper stream of 
Abukuma River Basin shown in arrow in figure. The 
sending water is mainly used for paddy. So it was 
estimated that the sending water increases the amount 
of river basin water. However, in other side, Dams 
control the river water, it is considered that the 
amount of water in the Basin does not necessarily 
increase. 

 
THE TIME SERIAS OF PRECIPITATION 
 
 

Fig.2 shows time series of daily precipitation in 
2009. There are 40 observing station of precipitation 
around the Abukuma Basin. Some observing station 
did not have precipitation, and the distance between 
stations is different. Since the basin area is too big, 
the max of precipitation is different place each event. 
Therefore, it was necessary to calculate rain runoff 
with each little basin. The precipitation in one event 
is different with each places, so the sum of rain runoff 
in the Abukuma River Basin needs to be calculated 
by sum of multiply the precipitation and basin area. 

 

 
Fig.3 Time series of annual precipitation from 1935 
to 2017 at Fukushima. 
 

Fig.3 shows time series of annual precipitation 
from 1935 to 2017 at Fukushima. The annual 
precipitation is constantly not changed and the 
average is 1143 mm/year.   The max value is 1613 
mm/year in 1991, and minimum is 652 mm/year in 
1973.  

 
 
 
RELATION BETWEEN WATER LEVEL AND 
FLOW RATE 
 

 
Fig.4  The time series of the flow rate from 1935 to 
2016 at Hongu 
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Fig.5 The relation between the water level and the 
flow rate from 1935 to 2016. 

 
 

Fig.4 shows the time series of the flow rate from 
1935 to 2016 at Hongu, middle stream of observing 
station in the Abukuma River Basin. Fig.5 shows the 
relation between the water level and the flow rate 
from 1935 to 2016.  The flow rate was measured from 
1942, so generally the flow rate is not measured 
directly, thus the flow rate is calculated from water 
level, and the calculated flow rate was compared with 
survey data sometimes measured. The dot line shows 
calculated from the water level data. The calculated 
flow rate data is fitting from the relation between the 
water level and the flow rate statistically. [6][7] 

 The fit line function is shown in formula (1). 
  

𝒇𝒇(𝒙𝒙) = 𝟖𝟖𝟖𝟖.𝟗𝟗𝟗𝟗𝒙𝒙𝟏𝟏.𝟖𝟖𝟖𝟖 (1) 
 
 f(x):flow rate (m3/sec)   x:water level (m) 
 
Compare with the flow rate before 1960, the peak 

of flow rate was small after 1960. From 1967 to 1998, 
drought occurred shouwn in Fig.3, moreover the 
period was the High Growth Period in Japan, so the 

amount of using water increased. Many water is used, 
and the Basin has not enough Dams. Six Dam built in 
the period, and two dams built in 2000’s.  First Dam 
built in 1938, so if it is considered the influence of 
dam, it is need to estimate the flow data from the 
water level for the comparing before 1938. Therefore, 
as the flow rate has related to the water level, the flow 
rate was calculated from relation with the water level. 

 
 

COMPARING WITH THE FLOW RATE AT EACH 
OBSERVING STATION 

  
The flood flowing is not constant, so the velocity 

cannot be measured easily. Therefore, the flow rate in 
flood time was not sometimes measured. So, the flow 
rate was calculated by the water level, the fit line 
formula of constant was calculated. Table 1 shows the 
list of the fit line formula of constant at each 
observing station.  
 
Table.1 The calculated constant parameter 

 
 

f(𝑥𝑥) = a𝑥𝑥𝑏𝑏 
 
      
 
THE COMPARING OF THE FLOW RATE  

 
Fig.6 shows the time series of flow rate and rain 

runoff in 2009. Fig.7 shows the time series of rate of 
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runoff against the flow rate at the lowest station of the 
Abukuma Basin, Iwanuma in 2009. The change of 
flow rate tend to same change at each observing 
station. The rate of each flow rate of observing station 
against the lowest point was calculated. It is need to 
know the rate of water runoff in the river basins, so t 
the flow rate at the main stream was compared. The 
observing station is lowest observing station of 
Iwanuma, next Ejiri, Tateyama, Yahata, Fukushima, 
Shiraskawa. Generally, the flow rate at lowest station 
is biggest, however comparing with the flow rate at 
Iwanuma and at Ejiri, the flow rate is sometimes 
reversed in two station.  There is another river basin 
flow into at upper Iwanuma, however the flow rate do 
not increased. So the riverbed is sand, it is estimated 
that the infiltration is occurred. Fig.7 shows the time 
series of runoff rate against the flow rate at Iwanuma 
in 2009. The runoff rate was calculated by next 
fowmula. 

 
 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑒𝑒𝑒𝑒𝑒𝑒ℎ 𝑆𝑆𝑆𝑆𝑒𝑒𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑓𝑓𝑓𝑓𝑆𝑆𝑓𝑓 𝑟𝑟𝑒𝑒𝑆𝑆𝑒𝑒 

𝑓𝑓𝑓𝑓𝑆𝑆𝑓𝑓 𝑟𝑟𝑒𝑒𝑆𝑆𝑒𝑒 𝑒𝑒𝑆𝑆 𝐼𝐼𝑓𝑓𝑒𝑒𝑆𝑆𝐼𝐼𝐼𝐼𝑒𝑒 
  (2) 

 
If the runoff rate shows one, it shows that the flow 

rate was not changed. In addition, if he value is bigger 
than one, it shows that the flow rate decreased. The 
runoff rate at Ejiri shows almost more than one, the 
rate increased in rain time shown by blue dot line in 
Fig.7, and decreased in fine days. The runoff rate at 
another observing station shows almost less than one. 
The runoff rate average at Yahata is 0.64, the value at 
Tateyama is 0.65, the value at Fukushima is 0.50 the 
value at Akutsu is 0.28, and the value at Shirakawa is 
0.04. The upper basin area at Yahata is 4128km2, 
Fukushima is 3304km2, and Akutsu is 1940km2. The 
runoff rate was calculated less about 10% than basin 
area rate against the whole basin. 

 In rain time, the flow rate is increased all 
observing station, and the flow rate is seemed near 
value at each stations in Fig. 6. The rate of flow rate 
against the lowest station was compared. In middle 
January, the runoff rate is constant in fine days, and 

the runoff rate tend in middle July is same in fine days. 
However, in rain time, the runoff rate is changeable, 
and the runoff rate increased to about one at some 
observing station. It was estimated that there is 
rainfall is in mainly upper area, and so some basin has 
no rain, it is necessary to calculate the amount of 
rainwater by sum of the rainfall in whole basin. 
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Fig.8  The time series of the water runoff in July 2009 
 
 

Fig.8 shows the time series of the water runoff in 
July 2009. The peak of flow rate tend to be late than 
1day of the peak of rain runoff. The flow rate tends to 
be higher in 5 days after precipitation. Therefore, if 
the water runoff of analysis was carried out, it is 
necessary to calculate the 5 days of data at least. The 
Abukuma River Basin has some dams, minimum 
flow rate is promised. The rain runoff is 200m3/sec 
from 1 July to 3 July, and the flow rate is same value 
in the period. The flow rate and rain runoff is 
balanced, the values is constant. The rain runoff is 
less from 11 July to 20 July, the flow rate change little. 
The minimum flow rate is 115m3/sec, if the rain 
runoff is higher than the flow rate, it is estimated that 
the flow rate increase.  
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Fig.7 The time series of runoff rate against the flow rate at Iwanuma in 2009 
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Fig.9  The time series of the water runoff in August 
2009 

 

 
Fig.10 The distribution of integrated rain runoff from 
upper stream at August 10, 2009 
 

Fig.9 shows the time series of the water runoff in 
August 2009. In August 10, the rain runoff is 
4000m3/sec.it is estimated that the peck of the rain 
runoff is caused by the typhoon 9. West Japan is big 
damaged by the typhoon 9. Compare with the peak of 
rain runoff and the peak of flow rate, the peak of flow 
rate is tend delay one day except the Shirakawa 
observing station. The Shirakawa observing station is 
the most upstream observing station.  The rain runoff 
at Shirakawa observing station did not increased 
compare with the other stations. It was estimated that 
the Shirakawa observing station had no rain or a little.   
Fig.10 shows the distribution of integrated rain runoff 
from upper stream at August 10, 2009. The rain 

runoff was calculated by 50% of amount of the rain 
runoff at each basin. The reason is that the all of the 
precipitation do not flow out directly. The rain runoff 
was adjusted to the flow rate value. The rain runoff at 
Shirakawa observing station was 96 m3/sec, Akutsu 
was 492m3/sec, Fukushima was 1023m3/sec, Ejiri 
was 1577m3/sec and Iwanuma was 2018m3/sec. 
 
Table. 2 The list of flow rate and rain runoff at the 
typhoon 9 in August 2009 

 
 

 
Table. 2 shows the list of flow rate and rain runoff 

at the typhoon 9 in August 2009. The flow rate data 
shows observed data. The Shaded data was compared 
with the rain runoff. As the flow path extension of the 
Abukuma River is 239 km, if the flow velocity is 
2m/sec between 200 km distance, the reach time is 
calculated about 1 day. The calculation is very rough, 
however the result shows important information. The 
Shirakawa observing station has directly rain and the 
other stations is far from rain place.  

Therefore, the rain runoff was compared with the 
next day of flow rate, except the Shirakawa observing 
station. The flow rate is same to 50% of amount of the 
rain runoff at each basin, it is estimated that the runoff 
rate is average 50%. The flow velocity was estimated 
about 2m/sec at the typhoon time.  

 
 

CONCLUSION 
 

The research will be clarify the relation between 
the rain runoff and river runoff of before and after the 
construction of dams and land use changes. The water 
runoff analyze system is developed.  The system has 
database on the river structure made by GIS data. 
Therefore, the system is able to automatically 
calculated upper area, compared with precipitation 
quickly. The long-term flow rate is compared, it was 
estimated that the flow rate is not effect from dams, 
the cause of less flow rate is little precipitation in 
1990’s, and the max of flow rate did not decreased 
dams construction before and after.  The typhoon 
influence was analyzed by the distribution of rain 
runoff, the flood reach time was about 1day, and the 
flow velocity was estimated to 2m/sec.  

. 
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INFLUENCE OF POZZOLANIC MATERIALS IN THE ADSORPTION 
OF HEAVY METALS ON RED LOESS SOIL 
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ABSTRACT 

         This study presents the results from laboratory in the adsorption of heavy metals on red loess when mixing 
with Pozzolanic materials. The Pozzolanic materials consist of fly ash, bottom ash, rice husk ash, blast furnace 
slag, silica fume, metakaolin, and Portland cement. Most of Pozzolanic materials are byproducts and easy to find. 
Copper, nickel and zinc were selected as heavy metals and batch sorption test was selected as a method to evaluate 
the sorption capacity. It was also found that the potential of Pozzolanic materials were ranged from Portland 
cement, fly ash, bottom ash, blast furnace slag, rice husk ash, silica fume and metakaolin, respectively. The results 
from this experiment can be by identifying the adsorption isotherm model. The isotherm can describe and analyze 
the adsorption potential. The Langmuir and Freundlich isotherm models were able to efficiently explain the 
adsorption behavior of the loess. 

Keywords: Adsorption, Loess, Pozzolanic materials, Batch sorption test, Cement, Isotherm 

INTRODUCTION 

        The Northeastern part of Thailand covers an area 
of 170,000 km2. Approximately one-third of 
Thailand’s populations live in this region. The 
general physiography is mainly undulated by high 
plateau. The top most soil layer found in these areas 
is loess layer or wind-deposited soil (Fig.1). Loess 
can be defined as a terrestrial clastic sediment, which 
composed predominantly of silt-size particles 
essentially formed by the accumulation of wind-
blown dust [1]. This research aims as one method to 
investigate and study the effect of industrial 
companies to the environmental issue of neighboring 
community. Ground contamination due to a variety of 
inorganic compounds can surely be occurred as a 
result of leaks of hazardous chemicals. The sorption 
value of contaminations such as heavy metals on 
loess soil is investigated and a possible method of 
improving the sorption capacity of contaminated flow 
into this red loess is also proposed in this study by 
adding variety of Pozzolanic materials. 

MATERIALS USED 

       Red loess (R) in the Northeastern part of 
Thailand were designated as the adsorbent of this 
study. The samples were collected and dug at the 
depth of 50 cm from its surfaces and were dried in the 
oven at 110 0C for 24 hours for bulk water elimination 
purpose. The basic and engineering properties of the 
adsorbent are shown in Table 1. From the results of 
the sieve analysis, and Atterberg limits test, the soil 
sample can be classified as silty sand (SM) by using 

the Unified Soil Classification System (USCS). The 
Pozzolanic materials used to mix with the loess for 
improve the adsorption capacity in this study (Fig.2) 
consist of (1) fly ash (Fa), (2) bottom ash (Ba), (3) 
rice husk ash (Ra), (4) blast furnace slag (Bs), (5) 
silica fume (Sf), (6) metakaolin (Mk), and (7) 
Portland cement (Ce).  All of the materials were dry 
and were then sieved through sieve No. 16. Most of 
Pozzolanic materials are byproducts and easy to find. 
The chemical analysis by X-ray fluorescence (XRF) 
technique and the specific surface area of the 
materials are summarized in Tables 2 and 3. In this 
study, a 5% of Pozzolanic materials was mixed with 
the 95% of loess by weight. This suggested ratio is 
from the previous study [2]. Copper (Cu), nickel (Ni), 
and zinc (Zn) were selected to represent the range of 
the common heavy metals and prepared in the form 
of the solution to be the adsorbates. The stock 
solutions of Cu (NO3)2, Ni (NO3)2, and Zn (NO3)2 
were dissolved in the deionized water to obtain the 
preferred initial concentration of solution. The chosen 
initial concentration of the heavy metal solutions 
were 250, 500, 750 and 1000 mg/L. The properties of 
heavy metal solutions are presented in Table 4.  

Table 1 Properties of Red Loess 

Properties Red Loess 
% Passing # 200 sieve 11.71 
% Passing # 4 sieve 96.45 
Liquid Limit, LL (%) 18.03 
Plasticity Index, PI (%) 5.03 
Permeability, k (cm/s) 4.0 x 10-6 
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Table 2 Chemical analysis by XRF 
 

Chemical 
analysis (%) SiO2 Al2O3 Fe2O3 CaO MgO 

Red Loess 64.5 14 2.7 0.2 - 
Cement 20 5 3 60 1.1 
Fly ash 35 26 10 15 2 

Bottom ash 48 20 11 13 2 
Blast furnace 40 11 0.3 32 7 
Rice husk ash 92 0.7 - 0.5 0.2 
Silica fume 79.5 0.5 1 0.5 0.5 
Metakaolin 55 40 - - - 

 
 

Fig. 1 Areas of loess deposits (stippled area) in Thailand 
(after Phien-wej et al. 1992). 

 
 
Table 3 Specific surface area of materials 
 

Sample Specific surface area 
(m2/g) 

Red Loess 7.68 
Cement 0.21 
Fly ash 0.15 

Bottom ash 3.88 
Blast furnace 2.32 
Rice husk ash 43.94 
Silica fume 20.32 
Metakaolin 14.47 

Table 4 Properties of Heavy Metal Solutions 

Properties Copper 
Nitrate 

Zinc 
Nitrate 

Nickel 
Nitrate 

Formula Cu(NO3)2 Ni(NO3)2 Zn(NO3)2 
Molecular 

weight 
(g/mol) 241.60 290.80 297.50 
Density 
(g/cm3) 2.32 2.05 2.06 

Solubility  
(g/100ml) 137.80 94.20 184.30 

 

 
 

(a) Portland cement 
 

 
(b) Fly ash 

 

 
(b) Bottom ash 

Fig. 2 The Pozzolanic materials 
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(d) Blast furnace 
 

 
 

(e) Rice husk ash 
 

 
 

(f) Silica fume 
 

 
(g) Metakaolin 

 
Fig. 2 The Pozzolanic materials 

EXPERIMENTAL WORK 
 

  A series of batch sorption test was performed to 
examine the adsorption behavior of Cu, Zn and Ni. 
Adsorption is the process in which atoms or 
molecules of a substance in one phase become 
bonded to the surface of a second substance in a 
different phase [3]. The procedures of the batch test 
can be done by mixing 2.5 g of soil sample with 50 
cm3 of the heavy metal solution in the bottle. Then 
shaking the mixture with a velocity of 130 cycles per 
minute by the horizontal shaker until the desired time 
is reached. Next, the soils were separated from the 
heavy metal solution by using a 0.45 µm filter. After 
that, the solutions were diluted by mixing them with 
1% Nitric Acid (HNO3) before taking to measure the 
concentrations by the Atomic Adsorption 
Spectrometer (AAS). The effect of the initial 
concentration of heavy metal solution can be studied 
by running the batch test with 250 to 1000 mg/L of 
the heavy metal solutions. The concentrations of 
solutions at equilibrium were determined. Then, 
calculating the adsorption percentage at each initial 
concentration by using Eq. 1.  

         100
)(

% 0 ×
−

=
in

eq

C
CC

adsorption          (1) 

Where: C0 and Ceq are the initial and equilibrium 
concentrations of heavy metal solution (mg/L), 
respectively. There are many mathematical models 
used to represent the adsorption isotherm, although 
the two most commonly used models are the 
Langmuir and Freundlich isotherms.  The Langmuir 
adsorption isotherm has been widely applied to many 
adsorption processes, specifically those assuming 
monolayer adsorption on the adsorption surface. The 
Langmuir isotherm is defined as:  

eq

eq

C
C

q
α

αβ
+

=
1

 (2) 

Where: q is the amount of adsorption of heavy metals 
per unit weight within soil (mg/g), α  is the 
Langmuir constant, related to the bonding energy 
between the adsorbed ion and the adsorbent (L/mg) 
and β  is the maximum adsorption capacity (mg/g). 
The Freundlich isotherm is the most common 
isotherm model, used to describe physical adsorption 
in a solid-liquids system, and is defined as follows: 

n
eqe CKq /1)(=   (3) 

Where: qe is the amount of adsorbed heavy metal per 
unit weight of soil at equilibrium (mg/g), K is 
Freundlich constant (mg/g) and 1/n is the adsorption 
intensity (dimensionless) [4]. 
 
RESULT AND DISCUSSION 

 
By using the concentration of 250, 500, 750 and 

1000 mg/L, the adsorption percentage at each 
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concentration can be shown in Figs. 1 to 3. It can be 
seen that the adsorption percentage decreased with 
the increasing initial concentration. This can be 
explained by a reason of saturation on the soil surface 
where the adsorption took place [5].  

 
 

Fig. 1 Effect of initial concentration on Cu 

 
Fig.2 Effect of initial concentration on Ni  

 
        The adsorption isotherm obtained from the tests 
are shown in Figs. 4 to 6.  It can be seen that the 
amount adsorbed increased with the equilibrium 
concentration. This was due to the driving force of the 
metals toward active sites increased when the 
concentration increased. Figures 7 and 8 show 
examples of how to convert and calculate the data 
from Fig. 4 to 6 into the parameters for Langmuir and 
Freundlich adsorption isotherms in the case of Cu for 
red loess mixed with cement. The adsorption 
isotherm parameters of Langmuir and Freundlich 
models were summarized in Tables 5 and 6, 
respectively. High values of R2 reveal that the 
adsorption isotherm was well fitted to both models. 

From Langmuir model, the β-parameters summarized 
in Table 5 is the maximum adsorption capacity of the 
samples. It can be seen that loess mixed with cement 
(R+Ce) show the highest adsorption capacity, while 
loess mixed with metakaolin (R+Mk) provided the 
lowest capacity. It was also found in Table 5 that the 
potential of Pozzolanic materials  were ranged from 
Portland cement, fly ash, bottom ash, blast furnace 
slag, rice husk ash, silica fume and metakaolin, 
respectively. The adsorption capacity of Cu was 
higher than the capacity of Ni and Zn for all samples. 
Figure 9 shows the comparison of the maximum 
adsorption capacity (β-parameter) of the loess mixed 
with seven Pozzolanic materials. 

 
Fig.3 Effect of initial concentration on Zn 

 
        

 
Fig. 4 Adsorption isotherm of Cu 

 
     Table 7 summarizes the calculated 
percentage of adsorption improvement when adding 
the Pozzolanic materials to the loess. It can be seen 
that all the materials especially cement and fly ash can 
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dramatically improve the adsorption capacity of Cu, 
Ni and Zn. The adsorption capacity can improve up 
to 350% compared to pure loess by adding only 5% 
of cement to the loess. 

 
 

Fig. 5 Adsorption isotherm of Ni 

 
Fig. 6 Adsorption isotherm of Zn 

 
 

Fig.7 Langmuir adsorption isotherm of Cu for R+Ce  

 
Fig.8 Freundlich adsorption isotherm of Cu  

           for R+Ce  
 
Table 5 Parameters of Langmuir adsorption isotherm 
 

Sample Heavy 
metals 

β 
(mg/g) 

α 
(L/mg) R2 

R+Ce 
Cu 6.8213 0.0451 1.0000 
Ni 5.2247 0.0134 0.9995 
Zn 4.3956 0.0076 0.9975 

R+Fa 
Cu 5.7670 0.0231 0.9995 
Ni 6.0241 0.0047 0.9846 
Zn 3.6010 0.0091 0.9982 

R+Ba 
Cu 4.7015 0.0142 0.9999 
Ni 4.7801 0.0041 0.9962 
Zn 3.7411 0.0041 0.9905 

R+Bs 
Cu 3.8790 0.0145 0.9986 
Ni 3.8168 0.0054 0.9985 
Zn 2.6724 0.0076 0.9881 

R+Ra 
Cu 3.0497 0.0105 0.9987 
Ni 3.7439 0.0029 0.9468 
Zn 1.6722 0.0102 1.0000 

R+Sf 
Cu 2.4125 0.0175 0.9996 
Ni 2.3474 0.0041 0.9801 
Zn 1.4747 0.0093 0.9996 

R+Mk 
Cu 2.0288 0.0142 0.9996 
Ni 1.4499 0.0093 0.9966 
Zn 1.1889 0.0125 0.9994 

R 
Cu 1.6508 0.0102 0.9845 
Ni 1.1684 0.0041 0.9625 
Zn 0.9823 0.0021 0.9747 

 
Table 6 Parameters of Freundlich adsorption 

isotherm 
 

Sample Heavy 
metals 

k 
(mg/g) 

1/n R2 

R+Ce 
Cu 2.5264 0.1546 0.9350 
Ni 1.0957 0.2260 0.9797 
Zn 0.5159 0.3032 0.9663 

R+Fa 
Cu 1.5915 0.1935 0.9028 
Ni 0.3393 0.4018 0.9591 
Zn 0.5257 0.2738 0.9199 

R+Ba 
Cu 1.0832 0.2122 0.9702 
Ni 0.2158 0.4302 0.9625 
Zn 0.1817 0.4174 0.9304 

R+Bs Cu 0.8738 0.2162 0.8892 
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Sample Heavy 
metals 

k 
(mg/g) 

1/n R2 

Ni 0.2897 0.3595 0.9592 
Zn 0.2990 0.3105 0.8291 

R+Ra 
Cu 0.6094 0.2272 0.9346 
Ni 0.0819 0.5248 0.8779 
Zn 0.3911 0.2010 0.9709 

R+Sf 
Cu 0.9348 0.1322 0.9919 
Ni 0.1825 0.3417 0.9641 
Zn 0.2996 0.2209 0.9483 

R+Mk 
Cu 0.6866 0.1500 0.9936 
Ni 0.3543 0.1917 0.9822 
Zn 0.3852 0.1544 0.9868 

R 
Cu 0.5847 0.1745 0.9125 
Ni 0.2431 0.26540 0.8974 
Zn 0.2955 0.1342 0.9254 

 

 
Fig. 9 Maximum adsorption capacity of samples 

 
 
Table 7 The percentage of adsorption improvement 

when adding the materials to the loess 
 

Sample Percentage of Improvement 
Cu Ni Zn 

R+Ce 313.41 350.41 348.53 
R+Fa 249.52 419.32 267.45 
R+Ba 184.94 312.08 281.74 
R+Bs 135.09 229.03 172.69 
R+Ra 84.83 222.75 70.63 
R+Sf 46.21 102.36 50.48 
R+Mk 22.96 24.99 20.60 

 
 
 

CONCLUSIONS 
 

  This research studied the behaviors of adsorption 
of loess on seven kinds of Pozzolanic materials i.e., 
fly ash, bottom ash, rice husk ash, blast furnace slag, 
silica fume, metakaolin, and Portland cement. The 
adsorption capability and the adsorption isotherm 
were investigated by the batch method. The 
concentrations of the solution used in the batch test 
were 250, 500, 750 and 1000 mg/L. The adsorption 
capability decreased when the initial concentration 
increased. The Langmuir and Freundlich isotherm 
models were able to efficiently explain the adsorption 
behavior of the loess mixed with all seven Pozzolanic 
materials. Mixing red loess with cement or fly ash 
resulted in a more effective performance relative to 
using pure loess. Adsorption capacities were ranked 
as follows: Portland cement > fly ash> bottom ash> 
blast furnace slag> rice husk ash> silica fume> 
metakaolin. 
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ABSTRACT 

 
Bamboo bars as replacement of steel reinforcement for structural concrete columns have gained increasing 

interest due to the consideration of sustainability and green construction issues. Its application on concrete 
jacketing method is being studied in this paper. In order to comprehensively understand the strength capacity and 
behavior of such columns, the stress-strain relationship needs to be investigated.  However, most available stress-
strain model were developed for steel reinforced concrete columns as found in many papers and codes; but not for 
bamboo reinforced concrete columns. Therefore, experimental tests on axial load-deformation and the related 
stress-strain curve of damaged concrete columns retrofitted with bamboo concrete jacket has been undertaken. The 
parameters investigated in the test were longitudinal and transverse reinforcement ratios, spacing of the stirrups, 
and the longitudinal bar configuration. The stress-strain model bamboo was then developed and in a reasonable 
agreement with the experimental data. 
 
Keywords: Stress-strain formula, Bamboo reinforcement, Concrete column, Axial load test 
 
 
INTRODUCTION 

 
Concrete jacketing techniques are well known for 

improving the performance of structural elements. In 
this research study, the focus was aimed on the 
rehabilitation of damaged elements instead of 
strengthening weak structures. Weak elements are 
normally caused by improper design or poor 
construction method, whereas damaged elements are 
resulted from the excessive load beyond the limit 
strength capacity due to natural phenomenon such as 
earthquake, soil settlement, flood, etc. Main 
difference is the condition of the elements when the 
retroffiting is applied i.e. under serviceability limit for 
weak elements or experiencing failure stage close to 
the collapse limit; which lead to different 
approximation on strength analysis.  

Concrete jacketing method has been 
comprehensively investigated [1-6] covering various 
mechanism (axial, flexural, and shear behaviour) and 
various elements (beams and columns). However, 
those research projects mainly focused on the use of 
regular reinforced concrete which depends largely on 
the steel application. As the green material and 
sustainability issues are more prominent, it is 
necessary to obtain alternative material to replace 
steel. The common material to be used as 
reinforcement is bamboo which also has been studied 
thoroughly [7-16]. Interestingly, very few of those 
studies studied about its application on retrofitting. 
And therefore, this study aimed on the application of 
bamboo as steel replacement on concrete jacket 
method in retrofitting damaged concrete columns. 

 
EXPERIMENTAL TEST SET-UP  

 
Three parameters varies were longitudinal 

reinforcement ratio, configuration of main bars, and 
stirrups spacing which were aimed at investigating 
the effectiveness of confinement of concrete jacket to 
the damaged columns.  

Four groups of specimen in the form of short 
columns were axially loaded in two stages (original 
and retrofitted columns). The dimension of original 
columns were 12x12x30 cm, and were reinforced 
with four φ6 mm steel bars (longitudinal 
reinforcement ratio of 1.23%) as shown in Fig. 1.  

A transverse reinforcement ratio of 0.81% was 
used using φ6 stirrups spaced at 140mm. The 
specified concrete compressive strength was 20 MPa, 
whilst the yield strength for main rebars and stirrups 
were 270 MPa and 170 MPa respectively. 

The rehabilitation of damaged column after the 
first axial load test were conducted using concrete 
jacketing reinforced with bamboo bars as longitudinal 
and transverse reinforcement (refer Table 1 and Fig. 
2) as follows:  
• Two longitudinal reinforcement ratios used were 

1.23% and 2.47%, where each ratio was 
represented by 4 and 8 square/rectangle bars 
configuration, i.e.,  4 bars 10x10 mm and 8 bars 
10x5 mm (for the same ρv = 1.23%), and 4 bars 
20x10 mm and 8 bars 10x10mm  (for the same 
ρv = 2.47%). Petung bamboo (Dendrocalamus 
asper) applied for longitudinal reinforcement 
had yield strength of 190 MPa.  
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• For the transverse reinforcement, square bar 
10x5 mm bamboo stirrups were set at about 
7.5cm, 10 cm and 15 cm spacing corresponding 
to transverse reinforcement ratios of 0.8%, 1.2% 
and 1.6% respectively. Apus Bamboo 
(Gigantochloa apus) with yield strength of 120 
MPa was used for stirrups fabrication since it was 
less stiffer compared to the Petung Bamboo and 
hence relatively easier to be bent.  

 
Table 1 Column set-up configuration 

 
Columns Longitudinal 

Reinforcement 
Transverse 

Reinforcement 
Dimension Ratio 

(%) 
Spacing Ratio 

(%) 
Original 4φ8 1.40 φ6 - 140 0.81 

A1R 4 bamboo 
bars 

10x10 mm 
1.23 

10×5 – 100 1.21 

A2R 10×5 – 150  0.81 

A5R 10×5 – 75  1.61 

B1R 8 bamboo 
bars 

10x5 mm 
1.23 

10×5 – 100 1.21 

B2R 10×5 – 150  0.81 

B5R 10×5 – 75  1.61 

C1R 4 bamboo 
bars 

20x10 mm 
2.47 

10×5 – 100 1.21 

C2R 10×5 – 150  0.81 

C5R 10×5 – 75  1.61 

D1R 8 bamboo 
bars 

10x10 mm 
2.47 

10×5 – 100 1.21 

D2R 10×5 – 150  0.81 

D5R 10×5 – 75  1.61 

 
Axial compression tests were conducted on 

original columns until reaching  50% reduction of 
peak load. Then, the damaged columns were 
retrofitted and further subjected to the second axial 
load test until reaching failure. The axial load and 
deformation were continuously measured using 
compression testing machine and dial gauge as shown 
in Fig. 2. 

 
Fig. 1 Typical original columns 

 
a. Set-up for columns with four bamboo main bars 

 
b. Set-up for columns with eight bamboo main bars 
 
Fig. 2 Typical retrofitting of damaged columns 

 
 

EXPERIMENTAL TEST RESULTS 
 
The recorded axial loads and deformations for all 

columns are shown in Fig. 3-4 and Table 2 which 
showed interesting outcomes as follows: 
a. The average peak axial strength and 

displacement ductility ratio of original column 
specimens were about 212 kN and 3.29 
respectively.  

b. Generally there were improvement of ductility 
on all configuration of retrofitting compared to 
the damaged columns as shown in Fig. 2. The 
results also showed that the closer the stirrups 
spacing, the higher the ductility ratio of 
retrofitted columns.  

c. At the same longitudinal reinforcement ratio, the 
use of 8 smaller bar configuration exhibited 
ductility ratio of about 30% higher than those of 
columns with 4 larger bars. And hence it is 
preferable to distribute the bars uniformly over 
the column perimeter to obtain higher 
confinement effectivity. 

d. The increase rate of ductility when reducing the 
stirrups spacing from 150mm, 100mm to 75mm 
was found higher on configuration of 4 main bars 
longitudinal reinforcement rather than 8 bars 
configurations. It is understandable since the 
application of 8 bars configuration has provided 
greater ductility ratio at similar stirrups spacing. 

e. The use of stirrups with spacing closer than that 
of original columns seemed to increase the peak 
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load capacity of retrofitted columns; and vice 
versa for the wider stirrups spacing.   

 

 
a. Columns with stirrups spacing of 100mm 
 

 
b. Columns with stirrups spacing of 150mm 
 

 
c. Columns with stirrups spacing of 75mm 
 
Fig. 3 Comparison of longitudinal reinforcement 

ratio effect  
 

 
a. Columns with ρh=1.23% (4 main bars 10x10 mm) 

 
b. Columns with ρh=1.23% (8 main bars 10x5 mm) 

 
c. Columns with ρh=2.47% (4 main bars 20x10 mm) 

 
d. Columns with ρh=2.47% (8 main bars 10x10 mm) 
 
Fig. 4 Comparison of the confinement effect due to 

various stirrups spacing. 
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Table 2 Column set-up configuration 
 

Col. Ppeak 
(kN) 

P50  
(kN) 

∆y  
(mm) 

∆peak 
(mm) 

∆50 
(mm) µ 

Original 229 104 1.60 2.40 5.25 3.28 

A1R 231 118 2.00 2.81 10.88 5.44 

A2R 204 100 2.00 4.20 7.24 3.62 

A5R 278 173 1.60 1.30 14.40 9.00 

B1R 243 106 2.20 4.40 14.90 6.77 

B2R 163 76 1.80 3.60 10.60 5.89 

B5R 257 156 1.80 4.40 14.20 7.89 

C1R 253 133 1.60 3.00 7.00 4.38 

C2R 216 120 1.50 2.20 4.80 3.20 

C5R 280 140 1.00 2.30 7.30 7.30 

D1R 305 151 1.70 2.00 7.00 4.12 

D2R 250 124 1.60 2.60 6.90 4.31 

D5R 288 190 1.70 3.80 14.20 8.35 
 

 
STRESS-STRAIN MODEL 

 
The simple stress-strain formula for damaged 

concrete confined with bamboo reinforced concrete 
jacket was developed based on Modified Kent-Park 
model [17]. Since the bamboo stirrups had lower 
yield strength and modulus of elasticity, the 
effectiveness of confinement will be lower than that 
provided by steel stirrups; and hence, it was 
reasonably assumed that the peak strength occurs at 
0.004 concrete strain instead of 0.002 as the case of 
steel confinement. The model for predicting the 
stress-strain curve can be elaborated as follows (refer 
Fig. 5): 
 

 
 
Fig. 5 Stress-strain model for bamboo reinforced 
confinement on concrete jacket. 
 
• Region AB (εc < 0.004K) 

 𝑓𝑓𝑐𝑐 = 𝐾𝐾𝑓𝑓𝑐𝑐′ �
2𝜀𝜀𝑐𝑐

0.004𝐾𝐾
+ � 𝜀𝜀𝑐𝑐

0.004𝐾𝐾
�
2
� 

 

• Region BC (εc > 0.004K) 
 𝑓𝑓𝑐𝑐 = 𝐾𝐾𝑓𝑓𝑐𝑐′[1 − 𝑍𝑍(𝜀𝜀𝑐𝑐 − 0.004𝐾𝐾)] 

but not lesss than 0.2Kfc’ 
 

where: 
        𝐾𝐾 = 1 + 𝜌𝜌ℎ

𝑓𝑓𝑦𝑦ℎ
𝑓𝑓𝑐𝑐′

 

         𝑍𝑍 = 0.5
3+𝑓𝑓𝑐𝑐′

250𝑓𝑓𝑐𝑐′−1000
+34𝜌𝜌ℎ�

ℎ𝑠𝑠
𝑠𝑠ℎ
−0.004𝐾𝐾

 

fc’ = concrete strength 
fyh = bamboo rupture strength 
ρh = volumetric transverse reinforcement ratio 
sh = spacing of stirrups 
bs = width of concrete core measured to outside 
of stirrups. 

 
The comparison of typical concrete stress-strain 

curve of unconfined, steel confinement and bamboo 
reinforced concrete jacket  for concrete strength fc’ of 
15 MPa and similar reinforcement configuration is 
presented in Fig. 6. The application of the proposed 
model to the axial load-deformation prediction of the 
tested columns are shown in Fig. 7-9. The predicted 
axial load-deformations took a more conservative 
approach compared to the experimental results which 
is suitable for preliminary design or nominal capacity 
checking purposes.  

 

 
Fig. 6 Stress-strain curve comparison for 3 cases 

(unconfined, confined with steel, and 
confined with bamboo). 

 

 
Fig. 7 Comparison of the proposed model and the 

experimental results  
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Fig. 8 Comparison of the proposed model and the 

experimental results  
 
 

 
 
Fig. 9 Comparison of the proposed model and the 

experimental results  
 

 
CONCLUSION 
 

Experimental test on four groups of short columns 
retrofitted by bamboo reinforced concrete jacket has 
been undertaken, with interesting outcomes as 
follows: 
a. Retrofitting using bamboo reinforced concrete 

jacket were generally able to improve the 
ductility ratio of damaged columns.  

b. However, for reaching the similar nominal 
strength of original columns, the stirrups spacing 
needs to be set closer than that of damaged 
columns. 

c. It is It is preferable to distribute the bars 
uniformly over the column perimeter to obtain 
higher effectiveness of confinement. 

Further, the simple model for predicting stress-
strain of damaged columns retrofitted using bamboo 
reinforced concrete jacket has been developed. The 
analytical predictions showed a reasonable agreement 
with the experimental test results with a more 
conservative approach which is suitable for simple 
checking or preliminary design purposes. 
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ABSTRACT 

 
Modulus elasticity is an important parameter that show the ability of concrete to deform elastically. Data 

analysis to obtain that value of modulus elasticity can be done with several empirical models. To compare some 
of these empirical models and to study the effect of fiber to the modulus elasticity of concrete, an experiment on 
the addition of PVC coated welded wire mesh fiber to the concrete mixture has been conducted. The specimen in 
this experiment was a cylindrical specimen with a diameter 150 mm and height 300 mm. There are 3 variations in 
this experiment : (1) variations in fraction of percentage of wire fiber; (2) fiber’s length variation  and (3) length 
interlocking variation. Extensometer was installed onto the speciment to measure stress strain of concrete while 
the compressive strength were conducted. The result of analysis  showed that 1.5% of fiber fraction, 24mm of fiber 
length and 0.6 mm of fiber interlocking length generated higher modulus elasticity compare to other variations. 
However, PVC coated welded mesh fiber concrete has a less value of modulus elasticity when it compared with 
normal concrete due to slip effect between fiber and concrete. Furthermore, there are some empirical models with 
a good agreement and some in different results depends on the country code and the parameters in the models.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                

 
Keywords: Fiber concrete, Modulus elasticity, Sress-strain, PVC coated welded wire mesh 
 
 
INTRODUCTION 

 
Fibers concrete is concrete made of cements, 

aggregates, water and discerete fibers (steel fibers, 
glass fibers, synthetic fibers, etc.). According to ACI 
Comitte 544.1R-96 [1], the length and diameter of the 
fibers used for fibers concrete should not exceed 76 
mm and 1 mm respectively. The  addition of fiber to 
the concrete has a purpose to fix the weakness of the 
concrete that hasa low tensile strength. 

There are  a variety of fibers used for fibers 
concrete.  Iwan R. [2] used fibers made from waste 
cans with variation fraction and water cement ratio 
0.45. The width, length and thickness of the fibers are 
3 mm, 50 mm and 0.2 mm respectively. The result of 
the research is that the addition of fiber with fraction 
0.6% increased the compressive strength of 30.65% 
and the tensile strength of 49.69%. Another research 
done by Kampa R. [3] use  coca-cola can waste as 
fiber, the width and length of the waste tin fibers are 
2 mm and 20 mm respectively.The fibers manually 
twisted by 1800 to improve bondage between cement, 
aggregates and fibers. The addition of waste tin fibers 
shown insignificant change in compression and 
tensile strength. Waste carpet fibers with the length of 
the fibers is 20 mm and the variaton of fraction are 
between 0 – 1.25% were used by Hossein M, 
Jamaludin M. Y., Abdul R. M. S. And A. S. M. Abdul 
Awal [4] as a fibers concrete. In addition to used 
waste carpet fibers, Hossein also added palms oil fuel 
ash (POFA). The interaction between carpet fibers 
and POFA subsequently led to the lower drying 

shrinkage of the concrete. Ankur C. B. and Narendra 
K. A. [5], used metalized plastic waste fibers were 
shredded into 5 mm, 10 mm and 20 mm long fibers. 
The fraction variation is from 0% to 2% of mix design 
volume. The results of his research is that metalized 
plastic waste fibers did not significantly affect the 
compressive strength and flexural strength but it 
increased tensile strength  and ductility. From these 
studies, the results obtained that the addition of fiber  
can increased tensile strength where the magnitude of 
the increase is inflenced by the type of the fibers. 
Swammy and Al-Noori (in Haryanto Y. W. and 
Recky S. G., pp.3 [6]) state that the shape of fibers 
affects the bonding and the properties of the concrete. 
Concrete using fibers with interlocking will increase 
it bonding and structural properties rather than the 
fibers without interlocking. 

The addition of fibers can increase  tensile 
strength wherein concrete generally has a low tensile 
strength and has a brittle nature. Determining the 
tensile strength is important to determine the crack 
load where the crack is a form of tensile failure. To 
have a better understanding about fibers concrete and 
it influence to  tensile strength, it is necessary to know 
the modulus elasticity of fibers concrete. 
 Modulus elasticity is one of the strength 
parameter of a material, in which is to measure the 
resistance of an elastic deformation when the material 
under the load. It can be said that modulus elasticity 
is a measure of the stiffness of a material so that it can 
affect the strength of a material. There are several 
approaches used to obtain modulus elasticity of 
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concrete. Emi M. [7] calculated modulus elasticity of 
concrete used the equation of Wang and Salmon. 
Wang and Salmon predict the modulus elasticity 
based on stress-strain of concrete. H. Z. Cui, Tommy 
Y. L., Shazim A. M., F. Xing and X. Shi [8] used 
empirical model from ACI and institute of structural 
to predicted the modulus elasticity of lightweight 
concrete, which is influenced by compressive 
strength and weight of concrete. Turhan B.  [9] used 
several empirical models such as Euro Code 2, 
TS500, Norwegian Code, etc. , and used composite 
material models such as Voigt model, Reuss model, 
Popovics Model, etc. to predicted modulus elasticity 
of high quality concrete.  

Based on previous studies, this research used PVC 
coated welded wire mesh fibers and investigated it 
influence to modulus elasticity of fiber concrete.  This 
research also studied and compared the modulus 
elasticity from several empirical models. 

 
EXPERIMENTAL INVESTIGATION 
 

PVC coated wire is a modified type of wire bend.  
It is also  known as PVC coated welded wire mesh, is 
a high quality stainless steel wire with stainless 
resistance much better than ordinary iron wire. This 
wire consists galvanized wire (diameter 0.8 mm) 
coated by PVC (thickness 0.2 mm). The advantages 
of this wire are high rust resistance, easy to get, great 
savings in time, effort and money. 

The specimen in this research is a cylinder with a 
diameter 150 mm and height 300 mm with 3 
variations : 
(1) Variation of fraction (0.5 %, 1 %, 1.5% of cylinder 

volume) with fiber length 36 mm and interlocking 
length 12 mm (Fig. 3.b) 

(2) Variation of fiber’s length  (12 mm, 24 mm, 36 
mm) with fraction 1% and interlocking length 12 
mm (Fig. 4) 

(3) Variation of fiber’s interlocking length (6 mm, 12 
mm, 18 mm) with fraction 1% and fiber length 36 
mm (Fig. 5) 

The specimen was tested with compressive test 
machine and an extensometer to measure concrete 
strain. (Fig.1) 
 

 
 

Fig. 1. Test model  with compressive test machine 

To prepare the materials, it is necessary to know 
the density of wire mesh. After 3 experiments, the 
density of PVC coated welded wire mesh as shown at 
Table 1. 

 
Table 1. PVC coated welded wire mesh density 
 

 Density (gr/cm³) 
Experiment A 0.373 
Experiment B 0.351 
Experiment C 0.388 

Average 0.371 
 
After knowing the density, then calculate the need 

for each fraction. For example the calculation for one 
cylinder with fraction 1%. 
𝑊𝑊𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑚𝑚𝑤𝑤𝑚𝑚ℎ                    
= %𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑥𝑥 𝑉𝑉 𝑐𝑐𝑐𝑐𝑐𝑐𝑤𝑤𝑐𝑐𝑐𝑐𝑤𝑤𝑤𝑤  𝑥𝑥 𝑑𝑑𝑑𝑑𝑓𝑓𝑑𝑑𝑓𝑓𝑓𝑓𝑑𝑑𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑚𝑚𝑤𝑤𝑚𝑚ℎ                                                                                          
   = 1% x 5298.75 cm3  x 0.371 gr/cm³ 
  =  19.658 gr 
 
 

 
 
 
 

 
 
 
                     (a)                               (b)                  
 
Fig. 2. (a) PVC coated welded wire mesh, (b) PVC 
coated welded mesh fiber 
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Fig. 3. (a) PVC coated welded wire mesh before 
cutted , (b) PVC coated welded wire mesh after cutted 
 

Fiber 
length 

Interlocking 
length 



SEE - Nagoya, Japan, Nov.12-14, 2018 

433 
 

 
 

Fig. 4. Variation of fiber’s length 
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Fig. 5. Variation of fiber’s  interlocking length 

 
Mix design in this research refers to SNI 03-2834-

2000 [10]. From the calculation obtained ratio of 
actual proportion (in kg). 

 
Table 2. Ratio of mix design 
 

Cement    Water     Fine 
aggregate     

Coarse 
aggregate 

   1.00   0.5  1.18 2.02 
 
 
 
 
 

MODELING APPROACH 
 

Modulus elasticity is the ratio of the stress and 
strain of the material as seen in the Eq.1. 

LxA
LxPE
∆

==
ε
σ  ...................................................(1) 

According to Wang and Salmon [11], modulus 
elasticity depends on the age of the concrete, 
materials properties, the loading rate, the type and 
size of the specimen. The empirical model used in this 
research can be seen at Table 3. According to theory 
of elasticity, the slope of the curve in the early stage 
illustrates the modulus elasticity of concrete (Fig.6). 

 

 
 

Fig. 6. Stress-strain curve [12] 
 

      Elastic proportional limits (ASTM C 469 and 
Eurocode 2 - 1992) in predicting modulus are 
important because the nature of the concrete is a 
elasto plastic, where as a result of a fixed loading, the 
material exhibits the elastic ability of the material and 
also exhibits permanent deformation. The modulus 
elasticity based on the material resistance to the 
compressive strength test (deformation) is called 
modulus elasticity static. In addition there is also 
empirical model of elastic modulus containing 
concrete compressive strength factor (SNI 03-2847-
2002 and TS 500). 

 

Table 3. Summary of empirical model to estimate the modulus elasticity 
 

Empirical model Parameters Ref. source 

)2........(
)'4.0(

'4.0
cf

cfE
ε

=  
E is the modulus elasticity static (MPa), f’c is 
compressive strength (MPa), ε is axial strain 

Eurocode 2 - 1992 

)3.(..........
12

12

εε
σσ

−
−

=E  
E is the modulus elasticity static (MPa), σ1  is 
tegangan saat regangan 0.00005 , σ2  is tegangan  
saat  40% f’c, ε1 = 0.00005 , ε2  is regangan saat σ2 

ASTM C 469 

)4........(043.0 5.05.1
cc fxWxE =  

(1500 ≤ Wc ≤ 2500 kg/m3) 

E is the modulus elasticity (MPa), Wc is unit 
weight (kg/m3), f’c is compressive strength (MPa) 
 
 

SNI 03-2847-2002 
(Indonesian 
Standart) 

)5....(..........4700 5.0fcE =  
(Wc ± 2300 kg/m3) 

E is the modulus elasticity (MPa), Wc is unit 
weight (kg/m3), f’c is compressive strength (MPa) 
 

SNI 03-2847-2002 
(Indonesian 
Standart) 

( ) )6.........(14000'3250 += cfxE  E is the modulus elasticity (MPa), f’c is 
compressive strength (MPa) 

TS 500 (Turkey 
Standart) 
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RESULT AND DISCUSSION 
 

In Table 4, 5 and 6 are shown the results of 
modulus elasticity calculations using the empirical 
model contained in Table 3.  
It can also be seen the percentage values of the 
difference for each calculation method of modulus 
elasticity. Eurocode 2 - 1992 (eq.2) and ASTM C 
469 (eq.3) are similar to each other and the value of 
modulus elasticity also close to each other, they have 
the smallest percentage of the diffence between 

empiric formulas ( 2.3% - 2.6% ), this is because 
both formulas consider the value of strain stress that 
occurs in the concrete. If   Eurocode   2 - 1992 (eq.2)   
is compared with TS 500 (eq.6) and ASTM C 469 
(3) compared with SNI 2002 (eq.4), where as TS 500 
and SNI 2002 related to compressive strength  as the 
parameter of elastic modulus, then the percentage 
difference is quite large (average more than  50%). 
  

 
Table 4. Modulus elasticity of PVC coated welded mesh fiber concrete with variation of fiber’s fraction  
 

No. Specimen 
code 

f’c 
(MPa) 

Modulus elasticity (MPa) difference between empiric formulas (%) 
2 

Eurocode 
2 – 1992 

3 
ASTM 
C 469 

4 
SNI 2002 

(1500 ≤ Wc 
≤ 2500 
kg/m3) 

5 
SNI 2002 

(Wc ± 
2300 

kg/m3) 

6 
TS 500 

(2) 
 &  
(3) 

(3)  
&  
(4) 

(4) 
 &  
(5) 

(2) 
 &  
(6) 

(4)  
& 
(6) 

1 
2 

N.A1 
N.A2 

32.75 
33.03 

38158.5 
62778 

37391 
58705 

28326.8 
28448.8 

26897.6 
27013.5 

32599.4 
32679.5 

2.1 
6.9 

32 
106 

5.3 
5.3 

14.6 
47.9 

15.1 
14.9 

3 
4 

F.0.5.A1 
F.0.5.A2 

19.40 
17.99 

10924.5 
41827.4 

10757 
42121 

21672.3 
20493 

20702.4 
19933.7 

28315.5 
27783.9 

1.6 
0.7 

50 
106 

4.7 
2.8 

159.2 
33.6 

30.7 
35.6 

5 
6 

F.1.A1 
F.1.A2 

30.32 
32.41 

16970 
41957.6 

16970 
42121 

27581 
26843.2 

25879.5 
26757.9 

31895.4 
32502.8 

0.0 
0.4 

38 
57 

6.6 
0.3 

88 
22.5 

15.6 
21.1 

7 F.1.5.A1 31.68 40600.7 38788 27360.2 26452.6 32291.7 4.7 42 3.4 20.5 18 
Average % difference between empiric model 2.3 61.6 4.1 55.2 21.6 

 
Table 5. Modulus elasticity of PVC coated welded mesh fiber concrete with variation of fiber’s length  
 

No. Specimen 
code 

f’c 
(MPa) 

Modulus elasticity (MPa) difference between empiric formulas (%) 
2 

Eurocode 
2 – 1992 

3 
ASTM 
C 469 

4 
SNI 2002 

(1500 ≤ Wc 
≤ 2500 
kg/m3) 

5 
SNI 2002 

(Wc ± 
2300 

kg/m3) 

6 
TS 500 

(2) 
 &  
(3) 

(3)  
&  
(4) 

(4) 
 &  
(5) 

(2) 
 &  
(6) 

(4)  
& 
(6) 

1 
2 

N.A1 
N.A2 

32.75 
33.03 

38158.5 
62778 

37391.0 
58705.0 

28326.8 
28448.8 

26897.6 
27013.5 

32599.4 
32679.5 

2.0 
6.5 

24.2 
51.5 

5.0 
5.0 

14.6 
47.9 

15.1 
14.9 

3 
4 

L.1.2.A1 
L.1.2.A2 

28.91 
30.60 

13319.7 
56253.8 

13346 
58645 

26452.6 
27545.3 

25268.8 
25987.7 

31473.11 
31978.71 

0.2 
4.3 

98.2 
53.0 

4.5 
5.7 

136.3 
43.2 

19.0 
16.1 

5 
6 

L.2.4.A1 
L.2.4.A2 

22.91 
23.42 

18840.1 
67726.1 

18683 
63636 

23832.8 
24096.2 

22495.8 
22744.4 

29555.62 
29727.51 

0.8 
6.0 

27.6 
62.1 

5.6 
5.6 

56.9 
56.1 

24.0 
23.4 

7 
8 

L.3.6.A1 
L.3.6.A2 

30.32 
32.41 

16970 
41957.6 

16970 
42121 

27581 
26843.2 

25879.6 
26757.9 

31895.37 
32503.04 

0.0 
0.4 

62.5 
36.3 

6.2 
0.3 

88.0 
22.5 

15.6 
21.1 

Average % difference between empiric model 2.5 51.9 4.7 58.2 18.6 
 
Table 6. Modulus elasticity of PVC coated welded mesh fiber concrete with variation of fiber’s length interlocking  
 

No. Specimen 
code 

f’c 
(MPa) 

Modulus elasticity (MPa) difference between empiric formulas (%) 
2 

Eurocode 
2 – 1992 

3 
ASTM 
C 469 

4 
SNI 2002 

(1500 ≤ Wc 
≤ 2500 
kg/m3) 

5 
SNI 2002 

(Wc ± 
2300 

kg/m3) 

6 
TS 500 

(2) 
 &  
(3) 

(3)  
&  
(4) 

(4) 
 &  
(5) 

(2) 
 &  
(6) 

(4)  
& 
(6) 

1 
2 

N.A1 
N.A2 

32.75 
33.03 

38158.5 
62778.0 

373919 
587059 

28326.8 
28448.8 

26897.6 
27013.5 

32599.4 
32679.5 

2.0 
6.5 

24.2 
51.5 

5.0 
5.0 

14.6 
47.9 

15.1 
14.9 

3 
4 

I.0.6.A1 
I.0.6.A2 

22.80 
22.00 

27402.6 
44146.46 

26428 
43217 

23632.5 
23357.3 

22440.2 
22047 

29517.2 
29245.3 

3.6 
2.1 

10.6 
46 

5.0 
5.6 

7.7 
33.8 

24.9 
25.2 

5 
6 

I.1.2.A1 
I.1.2.A.2 

30.32 
32.41 

169706 
41957.6 

16970 
42121 

27581 
26843.2 

25879.6 
26757.9 

31895.4 
32502.78 

0.0 
0.4 

62.5 
36.3 

6.2 
0.3 

88.0 
22.5 

15.6 
21.1 

7 
8 

I.1.8.A1 
I.1.8.A2 

30.21 
32.07 

18537.2 
23258.1 

17755 
22810 

27366.5 
27603.4 

25831.2 
26617.4 

31862 
32405.7 

4.2 
1.9 

54.1 
21 

5.6 
3.6 

71.9 
39.3 

16.4 
17.4 

Average % difference between empiric model 2.6 38.3 4.6 40.7 18.8 
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Value of modulus elasticity from SNI 2002 
formula  for concrete weight ± 2300 kg / cm3 
(eq.5) and for concrete weight between 1500 s.d 
2500 kg / cm3 (eq.4) has not too much different 
(4.1% - 4.6%). This is because the normal 
concrete and fiber concrete has a specific gravity 
and compressive strength for each variation that 
not too much different. 
 

 
  
Fig. 7.  Regression of modulus elasticity of PVC 
coated welded mesh fiber concrete with variation of 
fiber’s fraction  
 
 

 
Fig. 8. Summary of modulus elasticity of PVC coated 
welded mesh fiber concrete with variation of fiber’s 
fraction  
 
  Figure 7 presented that the data regression of 
Eurocode 2-1992 and ASTM C-469 are coincide. 
Both methods of SK SNI 2002 also produce linear 
lines that are mutually coincide.  
Although with different models and parameters, it can 
be seen that compressive strength increased followed 
by the increased of modulus of elasticity. This 

statement is similar with the theory of modulus 
elasticity in Eq. 1. 

In this paper, the effect of PVC coated welded mesh 
fiber as a fiber in concrete will be analyzed based on 
Eurocode 2-1992 and ASTM C-469. Experimental 
result (Fiq.8) showed that the higher the fiber’s 
fraction added to the concrete mixture, the greater the 
modulus elasticity resulted. However, PVC coated 
welded mesh fiber concrete has a less value of 
modulus elasticity when it compared with normal 
concrete. The addition of PVC coated welded mesh 
fiber did not give a positive effect to the compressive 
strength or it can be said the compressive strength was 
decreased (decreased by 19.4%.) 

Based on previous research, fiber increase tensile 
strength although it has little effect on compressive 
strength. However in this study it can be seen that the 
addition of PVC coated welded mesh fiber did not 
give positive effect to modulus elasticity of concrete. 
The wire coated by PVC and give slip effect, so that 
bonding between concrete and fiber did not work 
well. The addition of fibers are supposed to improve 
the tensile strength, but the slip effect causes the fiber 
did not give a good effect to tensile strength. 
However, modulus elasticity of  PVC coated welded 
mesh fiber concrete increased as fiber’s volume 
fraction increased, even though modulus elasticity of 
fiber concrete less than normal  concrete. 

   
 

 
Fig. 9. Summary of  modulus elasticity of PVC coated 
welded mesh fiber concrete with variation of fiber’s 
length  
 
Fig. 10. Summary of  modulus elasticity of PVC 
coated welded mesh fiber concrete with variation of 
fiber’s length interlocking  

Figure 9 showed that PVC coated welded mesh 
fiber concrete with variation of fiber’s length  24 mm 
had the highest value of modulus elasticity. However 
it decreased 14.29% from normal concrete.  

The effect of PVC coated welded mesh fiber 
concrete with variation of fiber’s length showed in 
Fig. 10. The addition of fiber’s length interlocking 
produced a decreasing effect on the modulus 
elasticity. Compared with normal concrete, modulus 
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elasticity of  PVC coated welded mesh fiber concrete 
decreased by 24%. 

 

 
 
 
SUMMARY 
1. Modulus elasticity calculated by Eurocode 2 - 

1992 and ASTM C 469 are similar to each other 
because both of the empirical models related to 
stress-strain relationship of fiber concrete. The 
other empirical model such as SNI 2002 and TS-
500 also similar to each other and related to 
compressive strength.  

2. Although each of empiric models have a different 
paramaters, however have the same pattern that is 
an increase in compressive strength followed by 
an increase in modulus elasticity 

3. Based on variation of fraction, PVC coated 
welded mesh fiber fraction of 1.5% produced  the 
highest modulus elasticity. However, compared to 
normal non-fiber concrete, modulus elasticity 
decreased by 19.4%. 

4. Based on variation of fiber’s length, the modulus 
elasticity produced the highest value on variation 
of fiber’s length  24 mm. However, compared to 
normal non-fiber concrete, the elasticity modulus 
value decreased by 14.29%. 

5. Based on variation of fiber’s interlocking length, 
fiber’s length interlocking of 0.6 mm produced the 
highest modulus elasticity. However, compared to 
normal non-fiber concrete, the elasticity modulus 
value decreased by 24%. 

6. Less bonding between fibers with concrete may 
cause the use of PVC coated welded mesh fiber as 

a fiber  material  is  not  effective in increasing the 
modulus elasticity of concrete. 
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ABSTRACT 

 
This paper discusses an analytical study on the effect of brick masonry infills to seismic capacity of the multi-

story reinforced concrete (RC) structures by using the finite element computer codes called STructural Earthquake 
Response Analysis 3D (STERA 3D). A survived three-story RC building after the 2007 Sumatra earthquake was 
considered as an analytical model. The building was located in Padang city, West Sumatera, Indonesia. The model 
was analyzed for pushover and time history analyses. The pushover analysis was conducted followed UBC code 
and the recorded ground acceleration of 2009 West Sumatra earthquake was applied as input motion in time history 
analysis. The structural detail and material properties used in the analysis were collected from site investigated 
building after 2007 Sumatra earthquake. Two analytical RC building models were analyzed and compared in this 
study, i.e. bare RC frame model and brick masonry infilled RC frame model. The results of the analytical study 
were compared to the resume of the field observation after the earthquake for the considered building. The 
analytical results are clearly shown that the brick masonry infills may significantly improve the seismic capacity 
of the RC building. The RC building could be survived to large ground motion even the building was designed by 
applying the old Indonesia building code. 
 
Keywords: RC building, Brick masonry, Seismic capacity, STERA 3D, Sumatra earthquake 
 
 
INTRODUCTION 

 
The successive M8.5 and M7.9 earthquakes have 

struck the south of Sumatra Island on September 12, 
2007 (6:10 PM local time in Western Indonesia) and 
September 13, 2007 (6:49 AM local time in Western 
Indonesia) [1]. The epicenters of these earthquakes 
are marked in yellow and red stars in Fig.1. A location 
of the epicenter of the first event was approximately 
30 kilometers off the coast southwest of Bengkulu 
city at the depth of about 30 kilometers. The second 
event was located about 225 kilometers off the 
northwest of the first event at the depth of 10 
kilometers. These ground motions caused massive 
damaged of thousand houses and hundreds of RC 
building along the coastline in Bengkulu and West 
Sumatra provinces and Mentawai Islands [2]. One of 
the most affected city by the earthquakes was Padang 
city, West-Sumatera province, located approximately 
180 kilometers from the epicenter of the second event. 

Post-earthquake investigation of the damaged RC 
buildings caused by this 2007 Sumatra earthquake in 
Padang city, has been conducted and well-reported by 
Maidiawati and Sanada [3]. Their investigation has 
shown the interesting results about the effects of the 
brick masonry infills to the seismic capacity of the RC 
multi-story building. They found that two adjacent 
comparable tree-story RC buildings have differently 
behaved due to ground motion of the 2007 Sumatra 
earthquake. These RC buildings were Suka Fajar and 
Sutan Kasim buildings. The locations of these RC 

buildings are shown as two red-boxes in Fig. 2. These 
buildings were built in 1980. There was no detail 
information about the structural design of these RC 
building. However, it has been believed that the 
structure of these RC buildings was not designed to 
resist the strong ground motion such as 2007 Sumatra 
earthquake. The Suka Fajar building was used as a 
car's showroom, while the Sutan Kasim building as a 
company’s office and car’s tire dealer. Since Suka 
Fajar was occupied as the car shown room, most of 
the infills used tempered-glass. Contrast to Suka Fajar 
building, Sutan Kasim building used brick masonry 
as infills. 

 

 
 

Fig. 1 Epicenters of the 2007 Sumatra Earthquake. 
 
Due to the 2007 Sumatra earthquake, the Sutan 
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Kasim building had survived, while the Suka Fajar 
building collapsed. Maidiawati and Sanada [3] have 
also evaluated the seismic capacity of these RC 
buildings by using the Nakano’s method [4] and the 
Japanese standard [5]. They concluded that the brick 
masonry infills has significantly contributed improve 
the seismic capacity of Sutan Kasim RC building. In 
their study, the seismic capacity was only considered 
the first-story of the buildings. The presence of the 
brick masonry infills in Sutan Kasim RC frame 
structure helped the building survive during the 
earthquake. More detail of this field observation and 
evaluation works has been clearly summarized in [3]. 

 

 
 

Fig. 2 Location of Evaluated RC Buildings. 
 

  
 

(a) Suka Fajar Building           (b) Sutan Kasim Building 
 

Fig. 3 Photos of Evaluated RC Buildings. 
 
Obviously, several researchers have been focused 

on the investigation of effects and behaviors of the 
masonry infills to seismic performance, including the 
seismic capacity, of the RC structure. For instances, 
Tanjung and Maidiawati [6,7]; Maidiawati et.al. [8]; 
and Maidiawati and Sanada [9] have studied these 
effects through experimental works by testing the 
single-bay and single-story of RC frame structures 
subjected to lateral static loads. Their works have 
concluded that the masonry infill increases the lateral 
strength and stiffness of the RC frame structures, but 
reduce the structure’s ductility. The comprehensive 
discussion of this topic has also been explained by 
Asteris [9], Barnaure and Stoica [10] in their research 
articles. They have discussed the failure modes and 
the mathematical model for the masonry infills in 
related to the seismic performance of the RC frame 
structure.  

In this paper, an analytical study for defining the 
effects of brick masonry infills to the seismic capacity 
of the multi-story RC building is presented. For this 

analytical purpose, a survived Sutan Kasim building 
has been considered. The computer codes called 
STructural Earthquake Response Analysis 3D 
(STERA 3D) was used as an analytical tool [11,12]. 
These codes were developed by Professor Taiki Saito 
from Toyohashi University of Technology, Japan. 

 
THE MATERIAL AND METHODS 

 
Figure 4. shows the typical floor plan for all floors 

of the Sutan Kasim building according to detail site 
measurement.  The notation C and B which is shown 
in Fig. 4a denotes the column and beam of the RC 
structure, respectively. The detail reinforcements 
arrangements for these columns and beams are given 
in Table 1 and Table 2, respectively. The location of 
the masonry infill walls is notated by the bold line in 
Fig.4b. 

 

 
 

(a) Typical Floor Plan 
 

 
 

(b) The Location of Brick Masonry Infill 
 

Fig. 4 Floor Plan Used in the Analytical Model. 
 

The compressive strength of the existing concrete 
used in the considered structure was about 26.7 MPa 
[9]. Its compressive strength was obtained by 
conducting the non-destructive Schmidt Hammer test 
and the uniaxial compressive test on the cylinder 
concrete specimens taken by the core drill machine. 
All RC structures installed plain rebar with nominal 
yield tensile stress about 307 MPa for the longitudinal 
flexure and 240 MPa for shear reinforcements, 
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respectively [3,9]. The compressive strength of the 
brick masonry is 4 MPa. 

 
Table 1 Reinforced Arrangements of Columns 

 
n Column C1 C2 C3 C4 

1 

B x D 350x350 350x550 350x700 
Main 
rebar 

4φ22 
4φ16 8φ22 10φ22 18φ22 

Hoop 2φ6@200 

2 

B x D 350x350 350x550 350x700 
Main 
rebar 

4φ22 
4φ16 

4φ22 
6φ16 

4φ22 
14φ16 

Hoop 2φ6@200 
3 B x D 350x350 350x550 350x700 

Main 
rebar 8φ16 18φ16 

Hoop 2φ6@200 
Unit: mm; n: story number 
 
Table 2 Reinforced Arrangements of Beams 
 

N Beam B1 B2 B3 

2 

B x D 350 x 550 250 x 420 350 x 720 

Main rebar 4φ16 
4φ12 

10φ16 
2φ12 10φ12 

Stirrup 2φ6@100 (middle: 2φ6@150) 

3 

B x D 300 x 450 250 x 420 350 x 720 

Main rebar 4φ16 
4φ12 

10φ16 
2φ12 6φ22 

Stirrup 2φ6@100 (middle: 2φ6@150) 
R B x D 300 x 450 250 x 420 300 x 550 
 Main rebar 4φ16 

4φ12 
4φ22 
4φ12 

 Stirrup 2φ6@100 (middle: 2φ6@150) 
Unit: mm; n: story number 

 
The STERA 3D computer codes were used to 

create the analytical models for the given floor plan 
shown in Fig 4.  The STERA 3D is the computer 
codes based on the nonlinear finite element method 
which can be used to evaluate the seismic 
performance of the RC and Steel buildings. The 
STERA 3D computer codes have the capabilities to 
performs the elastic modal analysis, the nonlinear 
lateral static pushover and the nonlinear lateral static 
cyclic analysis and the nonlinear earthquake 
responses analyses. STERA 3D comes with the 
graphic user interface to create and to analyze the 
building model and then also to show the analysis 
results. To make the analysis more reliable, the beam 
is modeled as a line element with nonlinear bending 
and shear springs. The column is also modeled as a 
line element, however, considering the nonlinear 
interaction between axial force and bending moment. 
The interaction is furthermore expressed by the 
nonlinear axial springs for concrete and nonlinear 
multi springs for the reinforcements. The masonry 
infill is defined as a line element with nonlinear shear 
spring and vertical spring in the middle of the brick 
wall [11]. The final images of the analytical models 
for the bare frame and the bare frame with brick 
masonry infills models, respectively, are shown in Fig 

5. As it mentioned above, two types of analysis were 
performed on the models, i.e. the pushover and the 
time history analyses. The pushover analysis was 
conducted for maximum drift ratio 1/100 in X and Y 
directions, respectively. For the time history analysis, 
the input ground motions with a maximum 
acceleration of about 320 gals for 60 seconds’ 
excitation was applied. The maximum acceleration of 
320 gals was applied in according to the reported peak 
ground motion on the coastline of Padang city caused 
by the 2007 Sumatra earthquake [1]. These input 
ground motions were generated from the recorded 
ground motion of 2009 West Sumatra earthquake 
which was recorded by seismograph installed at 
Singkarak Hydro Electric Power Plant [13]. The 
works of the analytical study described in this paper 
thus following an analytical matrix as is tabulated in 
Table 3. 

 
(a) Bare Frame Model 

 
(b) Frame with Brick Masonry Infill Model 

 
Fig. 5 3D Analytical Models. 

 
Table 3 Matrix of the Analytical Study 

 
Analytical Works Codes 

Bare Frame Model  

Pushover X-direction PO-X-WO 

Pushover Y-direction PO-Y-WO 

Time History Analysis EQ-WO 
  

Bare Frame with Infills Model  

Pushover X-direction PO-X-MW 

Pushover Y-direction PO-Y-MW 

Time History Analysis EQ-MW 
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NUMERICAL RESULTS AND DISCUSSION 
 
Figure 7. shows the comparison of the post-

images of the analytical models between the RC 
frame structure and RC frame structure with brick 
masonry infills. In STERA 3D, the damages on the 
structural components of the RC building is defined 
by the ductility of its structural components. When 
the ductility in a range of one to five denotes its 
structural components experience light to moderate 
damage, while for ductility great than five denotes 
severe damage. The comparison of these damage 
structural components is tabulated in Table 4. The 
presence of the brick masonry infill can reduce the 
damage of the columns up to 17% and beam almost 
50%. As we have been presumed, the analytical 
results show the presence of the brick masonry infill 
can reduce the number of the damaged structural 
components. 

 
 

(a) Bare RC Frame. 
 

 
 

(b) Bare RC Frame with Brick Masonry Infill. 
 

Fig. 7 Post-images of the Analytical Models. 
 
Table 4 The Damage of Structural Components 

 
Components Percentage of Damage 
 Moderate Severe 

Bare RC Frame 
Column 67% 0% 
Beam 56% 18% 

Bare RC Frame with Brick Masonry Infill 
Column 40% 0% 
Beam 8% 0% 

 

 

 
 

(a) X-direction 
 

 
 

(b) Y-direction 
 

Fig. 8 Comparison of the Base Shear. 
 
The comparison of analytical results in the term of 

base shear of the models, including the comparison 
with the requirement base shear design following 
Indonesia RC building code SNI-1726-2012 [14], is 
shown in Fig. 8. Noting that for the time history 
analysis, the North-South and East-West directions 
coincide with X and Y directions of the building, 
respectively. The minimum requirement of the base 
shear design was evaluated based on seismic site 
parameters where the building was constructed. 
These parameters are the soil specification is the 
medium soil; the maximum spectral response 
acceleration at short periods SS is 1,35; the maximum 
spectral acceleration at a period of 1 second S1 is 
0,599; the acceleration-based site coefficient Fa is 1,0; 
the velocity-based site coefficient Fv is 1,3; the 
maximum spectral acceleration at short periods 
adjusted for site class SMS is 1,35; the maximum 
spectral acceleration at a 1 second period adjusted for 
site class SM1 is 0,779; the design spectral response 
acceleration at short periods SDS is 0,9; and the design 
spectral response acceleration at a period of 1 second 
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SD1 is 0,519. The above seismic site parameters were 
defined by Indonesia Seismic Design Map [15]. The 
importance factor I is 1,0, and response modification 
coefficient R is 8. These analytical results show that 
the presence of the brick masonry infills seems to 
have given a significant contribution for increasing 
the base shear, especially in Y-direction. Obviously, 
all base shears of the analytical models greater than 
minimum requirement by Indonesia code SNI-1726-
2012 [14]. 

 

 
 

(a) X- direction 
 

 
 

(b) Y-direction 
 

Fig. 9 Comparison of the Inter-Story Drift. 
 
The analytical results of the inter-story drift for 

the analytical models are given in Fig. 9. Refer to 
SNI-1726-2012 [14], in the case of RC frame 
structure, with or without brick masonry infills, the 
inter-story drift is limited to 1% of the inter-floor 
height and then divided by 1,3. All results of the 
pushover analysis passed the limitation of the inter-
story drift of the current Indonesia code, while the 
results of the time history analysis still adequate the 
code. Again, the brick masonry infill shows it 
superior to increase the seismic performance of the 
RC structure by reducing the inter-story drifts of 

structures; see the comparison results for Y-direction 
in Fig. 9b. 

 

 
 

Fig. 10 Comparison of the Seismic Capacity. 
 

 
 

(a) X-direction 
 

 
 

Y-direction 
 

Fig. 11 Seismic Response of the Structure. 
 
Comparison of seismic capacity which is plotted 

based on the results of the pushover analyses of the 
analytical models is shown in Fig. 10. These graphs 
also clearly show the effect of the presence of the 
brick masonry infills on the seismic capacity of the 
RC frame building, i.e. have significantly increased 
the frame's seismic capacity. In this case, since the 
location of the brick masonry infills is parallel to the 
Y-direction, the increased of the seismic capacity is 
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more observable in this direction. 
A similar tendency regarding the effect of the 

brick masonry to the seismic capacity of the RC 
building is also shown by the graphs of the relation 
between base shear and the lateral displacement of the 
RC building as is shown in Fig 11. The lateral 
displacements in it figure were picked-up on the top 
of the building. The result of it comparison, again 
especially in Y-direction, confirms the effect of brick 
masonry infills can significantly improve the seismic 
capacity of the RC building. The stiffness of the RC 
frame is significantly raised due to the existence of 
the brick masonry infill, especially in Y-direction. 
 
CONCLUSION 

 
The analytical study to define the effects of brick 

masonry infill on the seismic capacity of the multi-
story RC building by using computer code STERA 
3D has been presented in this paper. The survived 
tree-story RC building during the 2007 Sumatra 
earthquake was evaluated as an analytical model. The 
structural detail and the material properties used in 
the analysis were collected after the earthquake from 
the building site. To the analytical model, the 
pushover and time history analyses were applied. The 
pushover analysis followed the UBC method while 
for the time history analysis, the input motion 
generated from the 2009 West Sumatra earthquake 
was used. From the analytical results are clearly 
shown that the brick masonry infills may significantly 
improve the seismic capacity of the RC building. The 
evaluated RC building could be survived to large 
ground motion even though the building was 
designed by applying the old Indonesia building code. 
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ABSTRACT 

 
Nowadays the problems of lightweight concrete flexural strength have been approached by adding fiber to the 

mixture. Meanwhile waste materials are continuously produced as a result of modern industry. This paper aims to 
increase the strength characteristic of both compressive and flexural lightweight concrete by introducing wasted 
soft-drink cans as fiber reinforce.  Comprehensive study has been conducted to investigate the optimal amount of 
fiber fractions and the effect of fiber shape to the concrete mechanical strength. This study cleared the effect of 
various fractions (10%, 15% and 20% by volume of concrete), followed by two types of fiber shape (hooked and 
clipped) to the lightweight concrete compressive and split tensile strength. The experimental results of cylindrical 
lightweight concrete were compared to the normal lightweight concrete. The result showed that the introduction 
of 10% of fiber performed in higher tensile strength with the increase of 23%, while the hooked shape of fiber 
increased the compressive strength by more than 40%. It can be concluded that the introduction of waste recycle 
tin increased the mechanical properties of normal lightweight concrete, however further study can be performed 
to effectively increase the strength characteristics.  
 
Keywords: lightweight concrete, fiber reinforcement, waste materials, compressive strength, tensile strength 
 
 
INTRODUCTION 

 
Performance and durability become main 

purposes in upgrading construction method and 
material. One of the methods is by reducing the 
weight of dead load through applying lightweight 
concrete materials. However, the common problem 
related with lightweight concrete is the low 
mechanical properties. Meanwhile fiber reinforced 
concrete (FRC) is a composite material, which aims 
to increase mechanical properties (i.e. compressive 
and tensile strength), increase the toughness and 
improve the energy absorption of concrete [1]. 
Various type of fiber has been researched, such as 
glass, steel, synthetic and un-synthetic fiber [2].  
Adding fibers into concrete create mixtures that are 
more cohesive and less prone against segregation, 
thus the interlock and entanglement around aggregate 
particle tended to reduce the workability. 

Inclusion of short fibers in a small fraction 
improve mechanical performance of FRC by 
reducing size and amount of defect in concrete. One 
of the benefit of FRC is providing resistance against 
crack propagation, which may lead to pulled out and 
rupture. FRC has been known could reduce the 
bleeding of water that lead to plastic and drying 
shrinkage cracking. However, each type of FRC has 
different properties, advantages and limitations.  

Steel fibers has been a common applied material 
due to its significant improvement. However, 
producing steel fibers cost more than its benefit. 
Therefore, an alternative material based on recycle or 

wasted is needed.   
It has been known that 3R’s program (Reduce, 

Reuse and Recycle) helps to preserve conserve 
environment for sustainability purposes. However, 
one of the environmental issue is the difficulty to 
recycling and bio-grade of steel waste material. In the 
other hand, steel waste material may provide higher 
tensile characteristic increase the compressive and 
tensile strength in the concrete, especially lightweight 
concrete[3][4][5].  

Therefore, some study on the use of recycle or 
waste material has been conducted to understand the 
behavior of concrete strength. G.C. Behera concluded 
that the use of soft drink bottle caps as a fiber with the 
fraction of 0.25%. 0.5% and 1.0% of the total weight 
increased the compressive strength, split tensile and 
flexural strength especially in the case of 1.0% with 
10-15% increment [6][7]. G. Murali et al studied that 
introducing crumpled steel fiber concrete with a 
portion of 0.8% volume of concrete resulting to 
higher compressive strength, split tensile and flexural 
strength compare to normal concrete [8]. The used of 
polyethylene terephthalate (PET) bottles fiber was 
investigated as reinforcement of specimens [9][10]. 
The result showed a significant increase to indicate 
the adherence between PET and concrete for 
structural reinforcement [11].  

This research study on the optimum fraction of 
wasted soft drink can as fiber to improve compressive 
and tensile strength, also to study the effectiveness of 
interlocking in the wasted soft drink can to reinforce 
the lightweight concrete. Further, two types of 
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interlocking are introduced to get clearer 
understanding the mechanical properties of fiber 
reinforce concrete.   
 
MATERIALS 

 
 Thirty sixth cylindrical specimens were casted in 

order to have deep understanding on the use of soft 
drink can as fiber reinforce in lightweight concrete. 
The component materials are described below. 
 
Cement 
 

  All specimens used locally manufactured 
Pozzoland Portland Cement (PPC) type 1, which is 
correspondent with ASTM type 1. 

 
Aggregates 
 

Fine aggregates were obtained from river around 
Lumajang residency, coarse aggregates were 
obtained from Pasuruan city. Both places are known 
as fine production of aggregates materials in East 
Java provinces (Indonesia). In order to produce 
lightweight concrete, pumice aggregates were 
ordered from Bali (Indonesia). Some of the part were 
required to be washed to improve the quality, while 
the rest were in the good quality. A group of grain 
pumice aggregates 8-16 mm were dipping into a 
polymer liquid in order to prevent excessive water 
absorption, which would disturb water-cement ratio 
[12]. The coated pumice then dried 24 hours at the 
room with the temperature of 25 ± 2°C. The 
properties of aggregates can be seen in Table 1. 

 
Table 1 Properties of aggregates 

 
Aggregates Specific 

gravity 
Bulk density (kg/m3) 

ASTM 
Water 

absorption 
24hr (%) Ovendry Shoveled 

Ovendry 
Rodded 
Ovendry 

Coarse Aggregates 
GA 2.67 2696 2589 3.20 
PA 1.85 - - 14 

CPA 1.79 - - 10 
Fine Aggregates 
River sand 2.60 2530 2693 3.22 

Note: GA (Gravel Aggregates), PA (Pumice 
Aggregates), CPA (Coated Pumice Aggregates) 

 
As seen in Table 1, coated pumice has lower 

specific gravity and water absorption ability 
compares to uncoated ones.  
 
Fibers 
 

Fibers were constructed from metallic waste of 
soft drink can as shown in Fig.1. After removing the 

top and bottom of can, the rectangular shapes of body 
were washed thoroughly and dried. Body of can then 
was cut into several sizes depend on the interlocking 
length and the type of interlocking (i.e. type A and 
type B) as can be seen in in Fig. 2. 

 

 
 
Fig. 1  Wasted soft drink can as fiber reinforcement  
 

 
 
Fig. 2  Sample of fiber with width of 2mm and 

length 40mm without interlocking shape.  
 

Water 
 

Local tap water of the city of Malang, Indonesia 
were used and measured for water-cement ratio and 
also being used for the curing process of the 
lightweight concrete.  
 
METHODOLOGY 
 

In this research, the concrete mix design was 
aimed for 17MPa at 28 days. Referring to Indonesia 
code (SNI 03-2834-2000), the concrete mix 
proportion can be seen in Table 2 with the ratio of 
water-cement was 0.5.  

In this research 36 cylindrical specimens were 
casted with the height of 300mm and the diameter of 
150mm. For the purposes of investigating the 
optimum fraction of fiber, 24 cylindrical specimens 
were casted with four different fraction of fiber’s i.e. 
0%, 10%, 15% and 20% of volume, with 6 casted 
specimens for each scenarios. 
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40 mm 

40 mm 

Table 2 Mix Design proportion 
 

Materials Bulk 
density 
(kg/m3) 

Unit 
weight 

(kg) 

Volume 
(m3) 

Ratio 

Cement 1350 363 0.268 1 
Fine 

Aggregates 
1400 743 0.530 2 

Coarse 
Aggregate 

1300 1069 0.822 3 

Water 1000 225 0.225 1 
  
Fiber was made from aluminum soft drink can 

with the dimension of 40mm length and 2mm width 
without any particular interlocking shape. Coding of 
specimens and the attribute data are described in 
Table 3. 

 
Table 3 Lightweight specimens properties 

 
Specimens 

code 
Amount 

(specimens) 
Fiber’s fraction 

(% vol) 
Interlocking 

type 

Norm 6 0 No 
Fr1 6 10 No 
Fr2 6 15 No 
Fr3 6 20 No 

Il1 6 10 A 

Il2 6 10 B 
  
Further, in order to investigate the effectiveness of 

interlocking, this study introduced two types of 
interlocking as can be seen in Fig. 3(a) and Fig. 3(b).  
 
 
 
 
 
 
 
Fig. 3(a)  Fiber interlocking type A. 
 
 
 
 
 
 
Fig. 3(b) Fiber interlocking type B. 
 

All types of specimens were subjected to 
compressive tests (3 specimens) and tensile test (3 
specimens). Therefore, in total there were 18 
specimens under the compressive tests and another 18 
specimens under the tensile tests. An extensometer 
and stress-strain gauges were used during the 
compressive tests to measure the stress strain abilities 
and elastic modulus.   

RESULT AND DISCUSSIONS 
 
All specimens were subjected to compressive and 

tensile test at the day of 28, with the result that can be 
described in term of the density and workability, 
compressive strength and tensile strength. 
 
Density and Workability 
 

The purposes of coated pumice was to prevent the 
water absorption, which has been indicated from the 
reduction of fiber pumice reinforce concrete density 
compare to normal ones.    
 
Table 4 Density and slump of specimens 

 
Specimens 

code 
Density 
(kg/cm3) 

Slump (cm)  

Norm 2250.45 14.5  
Fr1 2226.42 14.5  
Fr2 2183.33 12  
Fr3 2215.30 8  

Il1 2213.84 9  

Il2 2232.71 14.5  
 

Workability of mixture can be associated with the 
slump measurement. Table 4 shows the density and 
slump of specimens, which indicated that the 
inclusion of fiber have lower slump value. It has been 
confirmed by many scholar and in ACI 213R-87 that 
the coated pumice and fiber inclusion produced lower 
slump value due to the low weight as a consequence 
of water absorption reduction. In order to avert the 
segregation and to maintain the cohesive, a higher 
slump value is demanded with the additional effort to 
preserve the ideal surface of specimens. In this study 
the slump value can be keep between 7.5-15cm, 
however the addition of waste soft drink can as fiber 
caused reduction of slump value and resulting to 
minor porous on the surfaces as can be seen in Fig. 4. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 4 Identified porous on the concrete surfaces. 
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Compressive Strength 
 
Compressive strength tests were performed on 

three cylindrical specimens for each fraction and 
interlocking type. The dots on Fig. 5 shows the 
compressive strength on various fractions (0%, 10%, 
15% and 20% respectively), while the continuous line 
is used to connect the average value of each type. 
Further, Fig. 5 indicated that though substitution of 
strong gravel aggregate by relatively weak pumice 
aggregates might reduce the compressive strength, 
however the inclusion of wasted soft drink can as 
fiber tended to increase the compressive strength 
compare to normal ones.   

 
 
 
 
 
 

 
 
 
 
 

 
Fig. 5  Compressive strength of FRC with various 

fiber fractions. 
 
The coated pumice commonly reduce the 

compressive strength due to the lack of clinker (C3S), 
which may resulting on slow hydration and decrease 
the heat development. However, the inclusion of thin 
aluminum can help to distribute the heat quicker and 
the ongoing pozzolanic reactions lead to the 
continuous hydration phase. Though the FRC tended 
to have higher compressive strength, the optimum 
value can be taken from adding 15% volume of fiber. 
An excessive fiber higher than 15% of volume lead to 
the lack of workability and resulting to porous and 
multiple fragmented parts.    

 

 
Fig. 6  Compressive strength vs deflection of 

normal and 15% volume of fiber fractions. 
 

Figure 6 shows the comparison of compressive 
strength and deflection between normal concrete and 
concrete with 15% of fiber inclusions, which can also 
indicated the stiffness of specimens. The addition of 
fiber not only increase the compressive strength, but 
it tended to increase the stiffness as well. The stiffness 
of specimens with 15% fiber’s volume were increased 
14% compare to the normal ones. 

The compressive strength of all various 
interlocking system generated much stronger 
compressive ability compare to the normal ones, 
which can be seen in Fig. 7. Although the average of 
interlocking type B was the highest, interlocking type 
A most likely produce higher compressive strength 
for each specimen.   
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7  Compressive strength of FRC with various 

fiber interlocking. 
 
 
Tensile Strength 

 
Tensile tests were conducted on three specimens 

for each type at the age of 28 days, as can be seen in 
Fig. 8. 

 

 
 

Fig. 8  Tensile strength of FRC with various fiber 
interlocking 
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Figure 9 shows the tensile strength of various fiber 
fraction. As can be seen, the inclusion of waste soft 
drink can increase tensile strength compare to normal 
ones. Further, the optimum result obtained from the 
fiber with 10% volume fraction. However, the smooth 
and slippery surface of soft drink can failed the 
homogenous mix between concrete and fiber, 
therefore the increasing of tensile strength was 
considered mild (23% from the normal ones).  

 

 
 
Fig. 9  Tensile strength of FRC with various fiber 

fractions. 
 

The effectiveness of fiber on increasing tensile 
strength can be observed visually on the failure 
mechanism. In the case of normal concrete, the failure 
mechanism occurred all of sudden followed by strong 
sound indicate the failure phase achieved. Meanwhile, 
the FRC based on the waste soft drink can begun the 
failure mechanism with several cracks on the concrete 
surface, especially at the section where load applied. 
The failure of specimen occurred without strong 
sound, when the crack elongate from the upper 
section into the bottom ones as can be seen in Fig. 8. 
At the same time the load dial stopped, and started 
showing the reverse number.   

Figure 10 shows the sticking out of fiber at the 
concrete surfaces in full-length size. This evidence 
indicated the slip mechanism during tensile strength 
due to the smooth and slippery surface of fiber can. 

  

 
 

Fig. 10  Fiber sticking out of concrete surfaces.   

Figure 11 shows the tensile strength result of 
various interlocking. Despite the smooth and slippery 
surface of fiber, the result indicate that interlocking 
increase tensile strength. Interlocking created 
stronger bound between fibers, which were effective 
against tensile and strain effect. 

 

 
 
Fig. 11  Tensile strength of FRC with various fiber 

interlocking 
 

The tensile strength of fiber with interlocking 
tended to increased as shown in Fig. 11. The 
interlocking type A has higher tensile due to the shape 
of interlocking effectively bond each other during the 
load. However, the distribution of fiber also give 
significant impact as shown by specimen with type A 
interlocking code Il1.2 that had lower tensile strength 
due to uneven distribution of fiber. Crack was 
generated at the location without fiber, as it becomes 
the weakest part against the tensile stress.      

This research also give significant founding to the 
issue related to the fiber reinforce concrete by pumice. 
It has been known that the low density of pumice keep 
it difficult to distribute equally during the casting due 
to floating pumice. However, the inclusion of fiber 
with interlocking effectively keep pumice from 
floating and as a result pumice can be distributed 
equally all around specimen.  

Figure 12 shows the equal distribution of pumice 
due to the existence of fiber.  

 

 
  

Fig. 12  Pumice distributions on the concrete with 
high fiber inclusions. 
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CONCLUSION 
 

Thirty sixth lightweight fiber reinforce concrete 
were investigated to have clear understanding the 
effect of waste soft drink can as fiber and its 
interlocking to the concrete mechanical properties. 
Several outcomes can be observed as follows: 

1. Waste soft drink can increase the 
compressive strength of lightweight 
concrete with the optimum volume fraction 
of fiber is 15%. Further, the interlocking 
type generate higher compressive strength, 
which is shown by interlocking type B. The 
inclusion of fiber also increase the stiffness 
of specimens as well as its deflection under 
the axial load. 

2. The addition of waste soft drink can give 
advantage on the tensile abilities of concrete 
specimens, as it increase 5-23% from the 
normal ones. The introduction of two type 
of interlocking fiber slightly increase the 
tensile strength with the highest increasing 
was in the interlocking type A.  

3. The inclusion of fiber, especially with 
interlocking, give additional advantages as 
it help keeps pumice from floating to the 
surfaces and hold pumice at the evenly 
distributed places.    
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ABSTRACT 

In the last decade, supplementary cementitious materials (SCM) has been extensively used as an integral 

component in the production of concrete. This practice has been motivated by the aspect of sustainability and 

reduced environmental impact by cutting down substantial amounts of greenhouse gas emission. Correspondingly, 

the researchers intend to develop an appropriate method for the use of rice husk ash (RHA), a by-product of rice 

husk (RH) which exists in ubiquitous amount in the Philippines, as a partial replacement to ordinary Portland 

cement (OPC). Different studies have suggested optimal percentage replacement values of RHA, from 10% to 

20%, which demonstrated vast improvement in strength of the resulting blended concrete. These optimal values, 

however, immensely depends on the burning preparation of RHA which adversely affects the amorphous silica 

components, and therefore the pozzolanic activities of RHA in concrete.  In this research, a potential approach to 

convert RH into optimized and highly reactive RHA by controlled burning and grinding is provided. The effect of 

RHA on concrete is investigated through the various proportions of 5, 10, 15, and 20% RHA by weight replacement 

of cement. Some of the findings are: (i) controlled combustion of RH with temperature ranging from 400 to 600 

C and a slow method of cooling for 6 to 8 hours are some of the critical factors needed to produce high silica 

content, (ii) concrete containing up to 10% RHA replacement is optimal in maximizing the strength of concrete, 

and (iii) the incorporation of RHA in concrete by 15% and 20% replacement by weight indicates a lower 

workability of the concrete. 

Keywords: Rice husk ash, Cementitious material, Incineration, High silica content, Optimized RHA 

INTRODUCTION 

Clearly today, rapid urbanization and the massive 

leap in industrialization create ever-increasing 

demands for concrete. Concrete production has then 

been castigated as it involves consumption of massive 

amounts of natural resources and persistently 

constitutes to several issues on carbon dioxide (CO2) 

emissions which pose huge threat on both the society 

and environment. Waste management is another 

interrelated issue that is constantly being addressed 

by environmentalists and many researchers. It is 

established that one of the solutions to lessen the 

adverse effects of CO2 emissions brought about by 

the production of concrete is to build sustainable and 

environmentally sound cities. Most recent studies 

[1,2,3] leaned towards green technology and 

sustainability distinctly acknowledge utilization of 

SCMs in concrete. 

 In evaluating SCMs, chemical analysis using any 

appropriate methods as standardized by ASTM C114, 

C311, and D4326 should be carried out [4]. One 

notable characteristic of SCMs is its ability to 

improve the mechanical properties of concrete, due to 

its highly reactive silica content, which relatively 

makes it a good pozzolanic material [5]. Commonly 

and successfully established known SCMs in the 

concrete industry include silica fume, fly ash, blast 

furnace slag cement, etc. These SCMs indeed 

essentially contribute to durability and strength 

properties of concrete and generally help reduce CO2 

emissions. 

Countless significant researches have been carried 

out and various explorations were done in search for 

a material that can pass as a cementitious material. A 

popular candidate is RHA.  

 RH is one of the most common agricultural wastes 

in the Philippines which serves as an outer covering 

of the rice grain during its growth. According to [6], 

once the RH is detached from the grain during the rice 

milling process, it usually ends up being dumped in 

an open space making it worthless thus inducing 

deterioration to land and environmental problems [7]. 

On the other hand, RH has its compelling usage; it has 

been broadly employed as a fuel for boiler feed to 

produce electricity for the power generation of rice 
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mill. With this, voluminous amount of RHA is being 

produced. 

 RHA is a natural carbon by-product obtained 

from RH that is converted to ash during ignition 

process [6]. The potential of RHA as a SCM has very 

well been regarded since it contains high content of 

silica.  

 Several researches have been made concerning 

the factors that affect the mechanical strength of the 

concrete incorporated with RHA such as time of 

incineration, temperature, time required for cooling 

process and fineness of the substance [8]. Nanoscale 

analysis is being performed to verify the physical and 

chemical properties of RHA through different test 

methods namely SEM, XRD, XRF-EDX [6,8,9]. 

Based on the analysis stated in the study of [7], results 

show that RHA possesses amorphous SiO2 when 

gathered from a low temperature of 600°C [9]. Many 

studies validated that generating RHA by controlled 

burning of RH between 550°C and 600°C 

temperature converts the silica content into 

amorphous phase [8,9,10]; and partially substituting 

cement with 10% RHA by weight tends to improve 

the compressive strength of Portland cement concrete 

[9].  

 In this study, an attempt to transform locally 

available RH into high quality RHA that will exhibit 

heightened pozzolanic activity to be suitable as a 

cement replacement is done. To ascertain its quality, 

chemical composition, physical properties and 

characterization of the produced RHA will be carried 

out using X-Ray Fluorescence spectrometry (XRF), 

X-Ray Diffraction spectrometry (XRD), and 

Scanning Electron Microscopy (SEM). Also, further 

investigation is carried out to determine the optimum 

level of replacement of cement by the produced 

optimized and highly reactive RHA.  

THEORETICAL BACKGROUND 

Hydration of Portland Cement 

 The hydration of cement is the result of mixing 

between anhydrous cement with water involving a 

series of exothermic reactions taking place both 

simultaneously and successively. The main 

compounds in cement are as follows: alite 

(𝐂𝐚𝟑𝐒𝐢𝐎𝟓, 𝐂𝐚𝟑𝐒), belite (𝐂𝐚𝟑𝐒𝐢𝐎𝟒, 𝐂𝟐𝐒),  aluminate

(𝐂𝐚𝟑𝐀𝐥𝟐𝐎𝟔, 𝐂𝟑𝐀),  and ferrite (𝐂𝐚𝟒𝐀𝐥𝟐𝐅𝐞𝟐𝐎𝟏𝟎,

𝐂𝟒𝐀𝐅). A set controlling agent, such as gypsum, is

usually added to prevent rapid setting brought about 

by the high reaction rate of aluminate. However, this 

paper only examines the chemical reactions involving 

tri-calcium silicate, 𝐂𝟑𝐒, and di-calcium

silicate, 𝐂𝟐𝐒, since only these silicates produce the

calcium hydroxide (𝐂𝐚(𝐎𝐇)𝟐) needed for further

reaction with RHA.   

 The product of reaction of cement with water is 

commonly referred to as Calcium-Silicate-Hydrated 

(C-S-H) gel (previously referred to as tobermorite 

gel) which is the primary agent that binds the cement 

and aggregate particles together in concrete. The 

approximate hydration reactions of 𝐂𝟐𝐒 and 𝐂𝟑𝐒 are

illustrated using the following chemical equations: 

𝟐(𝟑𝑪𝒂𝑶 ∙ 𝑺𝒊𝑶𝟐) + 𝟔𝑯𝟐𝑶 → 𝟑𝑪𝒂𝑶 ∙ 𝟐𝑺𝒊𝑶𝟐 ∙
 𝟑𝑯𝟐𝑶 + 𝟑𝑪𝒂(𝑶𝑯)𝟐      (1) 

𝟐(𝟐𝑪𝒂𝑶 ∙ 𝑺𝒊𝑶𝟐) + 𝟒𝑯𝟐𝑶 → 𝟑𝑪𝒂𝑶 ∙ 𝟐𝑺𝒊𝑶𝟐 ∙
 𝟑𝑯𝟐𝑶 + 𝑪𝒂(𝑶𝑯)𝟐  (2) 

Chemical Contribution of RHA 

 High quality RHA which exhibits high pozzolanic 

activity can be produced under controlled conditions. 

From the study of [11], it was found that burning RH 

at 600°C yields the highly pozzolanic RHA 

consisting of amorphous silica. From Eq. (1) and (2), 

aside from the C-S-H gel produced, the hydration 

reaction also yields a certain amount of 𝐂𝐚(𝐎𝐇)𝟐.

This 𝐂𝐚(𝐎𝐇)𝟐 will further react with the amorphous

silica (SiO2) found in high quality RHA to form a 

secondary type of C-S-H gel. In a research by [12], a 

comprehensive study was conducted on the 

pozzolanic effect of RHA on a cementitious system 

and provides the following chemical reaction:  

𝑺𝒊𝑶𝟐 + 𝟑𝑪𝒂(𝑶𝑯)𝟐 + 𝑯𝟐𝑶 → 𝟐𝑪𝒂𝟏.𝟓𝑺𝒊𝑶𝟑.𝟓 ∙
 𝟐𝑯𝟐𝑶    (3) 

Physical Contribution of RHA 

 Grinding of RHA is usually done to reduce 

particle size and improve surface area. Also, it is 

established that an inverse relationship exists between 

particle size and pozzolanic activity of RHA. 

However, this parameter does not significantly 

change beyond 5.6𝛍𝐦. Habeeb & Mahmud (2010) 

reported that concretes incorporated with finer RHA 

resulted in denser concrete mix wherein the finer 

particles acted as micro fillers to enhance the cement 

paste pore structure contributing to the overall 

strength development of the concrete. 

METHODOLOGY 

Preparation of RHA 

 A custom-built muffle furnace, with chimney and 

air inlet, was used to burn the RH. The interior 

dimensions of the furnace are 1m wide, 1m height and 

1m deep. The RHs were laid flat, measuring about 2-

3cm in thickness, on 28 ceramic hearth plates. The 

plates were stacked in multiple layers inside the 

furnace using ceramic tubes as columns. About 12kgs 

of RH could be loaded in the oven each burning and 
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only about 20% of which remains as high quality 

RHA.  

 The muffle furnace utilizes burners (4pcs, 1 in 

each corner) and is semi-controlled, that is, the fuel is 

supplied from a propane tank and the main mode of 

control is through its pressure valve. When in 

operation, the control of the temperature inside the 

oven is not absolute but fluctuates within a small 

manageable range. The temperature is monitored 

using a Benetech GM700 infrared thermometer 

through the 4 holes (1 on each side and 2 in front) of 

the furnace, temperature was strictly limited within 

the range of 400-600⁰C. Since the temperature only 

ranged below the exact optimal temperature of 

burning (600C), the burning duration was prolonged 

to 10 hours to make up for this temperature 

deficiency. During burning, fresh air continuously 

flows into the furnace through the 4 holes, this 

condition was defined as free air supply.  

 After the burning process, RHA is cooled to room 

temperature by leaving the furnace door ajar. This 

step usually takes 6-8 hours before RHA can be safely 

recovered from the furnace.  

 Grinding of RHA was done using a Los Angeles 

machine. About 2.4kgs of RHA is placed into the LA 

machine for each batch; 12 pieces of 2” steel balls 

were used for grinding. The machine had a rate of 

36rpm and was operated for 2hrs in each grinding. To 

avoid unwanted absorption of moisture, the RHA is 

stored in an airtight container every after burning and 

grinding  

Table 1 Mix Proportion of Mortar Specimens 

Material 0% 5% 10% 15% 20% 

(g) 0 

RHA 

05 

RHA 

10 

RHA 

15 

RHA 

20 

RHA 

Cement 500 475 450 425 400 

RHA 0 25 50 75 100 

Sand 1375 1375 1375 1375 1375 

Water 242 242 242 242 242 

Physical and Chemical Analysis of OPC and RHA 

Chemical composition of OPC and RHA used in 

the present investigation were determined using an 

Olympus Delta Professional Handheld XRF. 

Mineralogical analysis of RHA was done by X-ray 

diffraction analysis using Shimadzu Maxima X 7000. 

A JEOL 5300 scanning electron microscope 

(SEM) with the aid of a Gold Coater was used to 

obtain electron micrographs of the RHA sample and 

powdered RHA blended mortars. 

Mix Proportion and Compressive Strength of 

Cement Mortars with RHA 

Ordinary Portland Cement type I was used for 

this study [13]. Ottawa sand passing through 1.18mm 

sieve was used as fine aggregate [14].  

RHA blended cement mortars were prepared by 

replacing OPC with varying amounts of RHA (5%, 

10%, 15%, and 20% by weight of cement). The 

cement mixes were designated as 05RHA-20RHA, 

and 0RHA for the control mix. The mix proportions 

are presented in Table 1.  

The mortars were mixed using a planetary 4.8 

liter-capacity mixer. Each RHA proportion was 

produced in batches of 6 mortars and were mixed for 

a total of 2.5 min with a total of 1.75min rest in 

between. Preparation and mixing of materials were 

done in the following sequence: (i) water in mixer 

bowl (ii) cement poured into bowl and then mixed 

(30s slow speed) (iii) sand slowly added while mixing 

(30s slow speed) (iv) further mixing (30s medium 

speed) (v) resting cement mix (15s scraping + 90s) 

and (vi) final mixing (60s medium speed) [15]. Flow 

tests were done following each mixing, after which 

another 15s of mixing were done before casting 

cement mix into a mortar mold [16]. Compressive 

strength of RHA blended cement mortars cubes of 

5.08cm size were determined after 7 and 28 days of 

moisture curing, as prescribed by ASTM C 109: 

Standard test method for compressive strength of 

cement mortars hydraulics [17].  

Table 2 Chemical Properties of OPC and RHA 

Oxide Composition (%) OPC RHA 

Silicon dioxide (𝑺𝒊𝑶𝟐) 19.6 93.47 

Aluminum oxide (𝑨𝒍𝟐𝑶𝟑) 5.20 0.92 

Ferric oxide (𝑭𝒆𝟐𝑶𝟑) 3.20 1.08 

Calcium oxide (𝑪𝒂𝑶) 64.8 0.87 

Magnesium oxide (𝑴𝒈𝑶) 1.40 3.18 

Sodium oxide (𝑵𝒂𝟐𝑶) 0.40 - 

Titanium oxide (𝑻𝒊𝑶𝟐) - 0.04 

DATA, RESULTS AND ANALYSIS 

Effects of Burning Conditions 

Obtaining high quality RHA largely depends on 

burning techniques which include (but are not limited 

to) the duration, and temperature of burning, type of 

incinerator, method of combustion and others. The 

process of layering the RH on each slab plate level 

inside the furnace notably shows an effect on the 

color characteristic of RHA. As observed, laying the 

RH thinly flat (less than 2 inches thick) on ceramic 

hearth plates (Fig. 1a) resulted to a faint pink colored 
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RHA after the incineration process (Fig. 2a). At same 

duration, RH placed on the slabs in a triangular prism 

manner (Fig. 1b), which was done in attempt to 

maximize the area of the slabs and mass produce 

RHA, appeared blackish in color (Fig. 2b). According 

to [1], RHA exhibits a dark color due to its high 

carbon content resulting from partial combustion 

while a gray or pink-ish-white colored RHA indicates 

lower carbon content which is due to complete 

combustion. Since complete combustion implies 

better activity of the produced ash [18], the latter 

color appearance is more favourable. Furthermore, it 

is reckoned that attaining such color of RHA is vital 

as it substantially ascertains the degree to which RHA 

can be suitable for use in concrete.  

  (a)          (b) 

Fig. 1 Layering of RH on slab plates in two manners: 

(a) thinly flat (b) triangular prism 

     (a)                                    (b)                        

Fig. 2 Distinguished color of resulting RHA (a) faint 

pink (b) blackish 

Experimentally, it was found out that 

incinerating RH kept at a semi-controlled temperature 

ranging from 400°C-600°C yields a predominantly 

optimized pinkish-white RHA by-product. This 

indicates that RH was burned to ash completely. 

Since the burning process involves large amounts of 

RHA, slow cooling method was done which, in turn, 

affected the chemical compositions of RHA.  

Properties of RHA 

The microstructure of RHA and ground RHA 

were observed through a scanning electron 

microscope as shown in Fig. 4 (a-d). As these figures 

show, grinding RHA have broken down its cellular 

structure; its microporous and multilayered particles 

have become fine and uniformly sized particles. The 

significantly smaller RHA particles is anticipated to 

improve its pozzolanic activity. 
XRD analysis was performed to identify the 

mineralogical phase (amorphous or crystalline) of the 

RHA produced. Figure 3 displays the XRD pattern of 

the produced RHA. The broad band on 2θ around 22° 

represents the RHA as mainly amorphous in form. 

Table 2 presents the chemical analysis of both OPC 

and the produced RHA using XRF analysis. This 

particular RHA consists of 93.47% silica. The 

aforementioned results confirm that the burning 

process was carried out properly and that the RHA 

produced may be used as a SCM due to its potential 

high pozzolanic activity. 

Fig. 3 The XRD Analysis of RHA 

Fresh Concrete Properties 

Workability is a property of fresh concrete 

mixture used to assess the ease of mixing, placing, 

compacting and finishing of concrete. Flow tests were 

performed on each proportion of RHA blended 

cement mortars using a flow table to quantitatively 

evaluate the effects of RHA on the property of 

workability. 

Table 3 Flow Test Results 

% of RHA Flow (mm) 

0RHA 175.30 

5RHA 161.20 

10RHA 141.33 

15RHA 133.33 

20RHA - 

The result of the flow table test indicates that the 

incorporation of RHA in concrete leads to a decrease 

in flow value, which is inversely proportional to the 

RHA content as shown in Table 3. As listed in the 

table, the 20RHA mix was so vicious that it had no 

flow reading. The large surface area of RHA particles 
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attracts more water molecules to its surface, causing 

the absorption of water by the RHA particles and 

consequently reducing the flow value of a concrete 

mix. Hence, the amount of water intended for the 

hydration of cement and fluidity of the mixture is 

decreased so it is imperative that incorporation of 

RHA increases the water demand of concrete. 

(a) (b) 

(c) (d) 

Fig. 4 SEM Photographs (a) RHA (x200) (b) RHA 

(x2000) (c) ground RHA (x200) (d) ground RHA 

(x2000) 

Compressive Strength 

Figure 5 demonstrates the development of 

compressive strength of cement concrete mortars 

with varying mixture proportions of RHA. Because 

of the hydration process that took place during the 

curing of the concrete mortars, result shows that the 

compressive strength values at 28 days were higher 

compared to 7 days except for concrete containing 

20%RHA by weight. As presented in Fig. 5, the 

compressive strength of the concrete comprising 10% 

RHA at the age of 7 and 28 days were 33.972 MPa 

and 52.768 MPa, respectively. The results clearly 

showed that the 10% incorporation of RHA to OPC 

mix has significantly outweighed the compressive 

strengths of other mix proportions as well as those of 

the control OPC mix for 7 and 28 days which were 

32.808 MPa and 40.228 MPa, respectively. Thus, it is 

deduced that replacement level of 10% is the optimal 

mixture proportion in maximizing the strength of 

RHA blended concrete. This obtained strength can be 

due to the high reactivity of the pozzolanic material 

burned under controlled conditions [6, 8, 9, 10]. The 

resulting high silica content of RHA validates the 

statement reported by [6] in which RHA can be 

considered as a SCM in manufacturing concrete. 

Fig. 5 Comparison of compressive strengths obtained 

for 7 and 28 days of RHA blended cement concrete 

mortars. 

However, a substantial decrease in strength of 

concrete was observed for concrete mortars 

containing up to 15% and 20% of RHA. The decline 

in strength indicates that there is too much silica 

content in RHA blended concrete specimens wherein 

the produced C-S-H during the hydration process 

could not react anymore with the amount of silica 

available in chemical reaction. Thus, an increase in 

the replacement level of optimized and highly 

siliceous RHA in supplementary mortar concrete 

mixes would less likely enhance the strength 

properties of concrete. 

CONCLUSIONS AND RECOMMENDATION 

Presently around the world, extensive and 

continuous researches are being initiated to alleviate 

some of the most pressing issues of the environment, 

among which is CO2 emissions brought about by 

concrete production. Widespread use of SCMs has 

long been recognized and firmly supported by many 

significant studies as a result of a growing 

environmental and sustainability awareness. As 

shown in this study, RHA, an agro-waste byproduct, 

was used as a partial replacement of cement. The 

effects of RHA preparation and burning techniques 

on enhancing its composition and pozzolanic 

properties were discussed. Some of the substantial 

conclusions drawn are as follows: 

1. There are critical factors that need to be

considered in attaining an optimized and highly

reactive RHA which includes correct and proper

burning conditions, controlled incineration

temperature, method of cooling, grinding, and

the type of incinerator or furnace used.

2. High quality RHA are produced by burning RH

at a semi-controlled temperature of 400°C-600°C
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and by slowly cooling the resulting RHA for 6-8 

hours. 

3. A pinkish-white RHA indicates complete

combustion while a blackish colored one results

from partial combustion. Hence, the former has

better reactivity.

4. As a result of subjecting RH under the specified

burning temperature, the silica content obtained

for RHA is 93.47% which makes it highly

siliceous and most likely qualified as SCM.

5. Incorporation of RHA in concrete by 15 to 20%

leads to a significant low flow value making it

less workable concrete.

6. 10% is the optimal replacement level in

maximizing the strength of concrete. Mortar

strength results show that incorporating

10%RHA into the mix greatly enhances the

compressive strength of concrete as compared to

OPC and other mix proportions.

It is highly recommended for future researchers that 

different duration, burning temperature, and nominal 

particle sizes of RHA be explored.  
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ABSTRACT 

 
This paper made continuous measurement of the indoor radon concentrations at university building in 

Gyeongju, Rep. of Korea, to check if there is any notable pattern between the indoor radon concentrations and 
seismic activities. On September 12, 2016, earthquakes with magnitude of 5.1 and 5.8 consecutively occurred in 
Gyeongju. 14 months later, earthquake with magnitude of 5.5 occurred in Pohang, about 30 km away from 
Gyeongju, on November 15, 2017. This study investigated the change in the indoor radon concentrations before 
and after earthquakes to identify if there is any pattern between them, and found an interesting pattern. Prior to 
earthquakes, radon anomalies, which are radon concentration deviating by more than ±2σ from the seasonal 
average, was usually identified. When 5.0 or greater magnitude earthquakes occurred, the indoor radon 
concentrations decreased sharply a few days before them, and then continuously increased until the occurrence 
of the earthquake. 
 
Keywords: Earthquake, Gyeongju, Pohang, Indoor radon concentration, Radon abnormaly 
 
 
INTRODUCTION 

 
Radon is a radioactive gas produced by uranium 

and radium decaying naturally in soil, rock and 
water. About 90% of indoor radon comes from 
cracks on floor and wall, and the rest comes from 
building material such as gypsum board, monazite, 
and cement [1]. 

It is known that an elevated concentration of 
radon in soil or groundwater could be a precursor of 
earthquake. Several studies have investigated the 
relationship between the radon concentration and 
earthquake. Sac et al monitored the radon 
concentration at an active tectonic zone in western 
Turkey and, found that there was a linear correlation 
between the radon emission rate and the seismic 
activities in the area under investigation [2]. Argha 
et al monitored soil radon concentration and 
analyzed correlation earthquake precursor in india 
[3]. Wakita et al observed precursory changes in the 
radon concentration of groundwater prior to Izu-
Oshima-kinkai earthquake of 7.0 magnitude 14 
January 1978 [4]. Also Kuo et al observed 
anomalous decrease in groundwater radon 
concentration before earthquake of magnitude 6.4 in 
Taiwan[5]. Omori et al observed anomalous 
emanation of radon preceding large earthquakes and 
considered it to be linked to pre-seismic 
electromagnetic phenomena such as great changes of 
atmospheric electric field and ionospheric 
disturbance [6]. Kim et al observed considerable 
variations of radon concentrations before the 

occurrence of the earthquake [7]. Kumar et al 
studied the correlation that the between tectonic 
activities and abnormal measurements of radon 
concentrations in the North-West Himalayan [8]. 
Kim et al studied prediction earthquake occurrence 
by detecting radon radioactivity change[9]. Iovine et 
al have conducted and analyzed the 3 area, where 
occurred earthquake, radon concentration which 
before/after through continuous long-term 
monitoring [10]. 

In contrast with the previous studies focusing on 
the outdoor radon concentration, we have measured 
and analyzed the indoor radon concentrations at a 
university building in Gyeongju, which is located 10 
km away from the epicenter of the 5.1- and 5.8-
magnitude earthquakes in Gyeongju on September 
12 2016, and 22 km away from the epicenter of the 
5.5 magnitude earthquake in Pohang in November 
15, 2017. Gyeongju and Pohang are known to be on 
the same Yangsan Fault and share the geology 
characteristic [11]. This study checked if there is any 
notable pattern between the indoor radon 
concentrations and earthquakes, and if the notable 
pattern, if any, is repeated during the Gyeongju and 
the Pohang earthquakes.  

 
MATERIAALS AND METHODS  

 
Radon measurement device and procedure 

 
As shown in Fig. 1, a RAD7 detector was used to 

measure the indoor radon concentration. The RAD7 



SEE - Nagoya, Japan, Nov.12-14, 2018 

456 
 

can detect radon concentration in the range of 0.1 
pCi/L to 20,000 pCi/L with the relative uncertainty 
of ±5 % [12].  

The RAD7 is able to make continuous 
measurement. The measurements were made on the 
basis of the U.S Environmental Protection Agency 
(U.S. EPA) protocols [13]. Before measurement, 
Rad 7 was purged more than 10 minutes to evacuate 
the remaining radon gas including thorium inside the 
RAD7. After purging, the air inlet nozzle of the 
RAD7 was positioned 1.5 m above the floor, 
considering the breathing zone of a standard man. 
The indoor radon concentration was continuously 
measured every 30 minutes for each measurement. 
The measurements were made at the corridor 
neighboring the main entrance of the first floor in 
the Energy Engineering Hall of Dongguk University 
in Gyeongju. In the corridor, there was no forced air-
conditioning except natural ventilation through the 
entrance door opened and closed by visitors. The 
measurement data were recorded and analyzed by 
using the program embedded in RAD7. 

 

 
Fig. 1 Structure of RAD7 detector 

 
Data analysis method 
 

Gyeongju is located in the southeastern area of 
the Korean peninsula, approximately 360 km away 
from Seoul.  Pohang is located 22 km away from 
Gyeongju. In Pohang on November 15, 2017, the 
5.5-magnitude earthquake occurred. Gyeongju and 
Pohang are on the same Yangsan Fault [14].  

The measurement point was 22 km and 10 km 
away from the epicenter of 5.5-magnitude Pohang 
earthquake and 5.1, 5.8-magnitude Gyeongju 
earthquake as the crow flies, respectively, as shown 
Fig. 2 and Fig. 3.  

Radon concentration could be affected by the 
ambient temperature and humidity. Hence, the inlet 
air temperature was measured by RAD7 upon each 
measurement. 

 
Fig. 2 Pohang earthquake epicenter and 
measurement spot. 

   

 
Fig. 3 Gyeongju earthquake epicenter and 
measurement spot 
 
RESULTS AND CONCLUSION 
 
Measurement results 
 
Indoor radon concentration variation over time 
 

Fig. 4 and Table 1 show the monthly average 
indoor radon concentrations from February 2017 to 
February 2018, except for December 2017 when the 
measurement was not made because of maintenance 
of the RAD7.  
 

 
Table 1 Monthly and seasonal indoor radon concentrations 
 

Season 
Month 

(measurement 
period) 

Monthly average 
indoor radon 
concentration 

[𝐵𝐵𝐵𝐵/𝑚𝑚3] 

Average air inlet 
temperature 

[℃] 

Seasonal average 
indoor radon 
concentration 

[𝐵𝐵𝐵𝐵/𝑚𝑚3] 
Winter 2017.02 18.4 11.0 18.4 ± 1.2 
Spring 2017.03 15.5 13.5 12.4 ± 0.9 
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2017.04 10.5 18.7 
2017.05 10.6 22.3 

Summer 
2017.06 10.0 24.4 

9.9 ± 0.7 2017.07 10.6 28.4 
2017.08 9.0 27.9 

Autumn 
2017.09 12.2 23.9 

15.3 ± 0.9 2017.10 11.4 20.4 
2017.11 15.3 14.3 

Winter 
2018.01 19.8 10.8 

19.4 ± 1.2 
2018.02 18.8 9.9 

Fig. 4 Monthly average indoor radon concentrations 
 

The curve of the monthly average indoor radon 
concentrations is shaped like V-letter. While 
temperatures in spring and summer are higher than 
those in fall and winter, the indoor radon 
concentrations are vice versa. As shown in Fig. 4, 
the annual average indoor radon concentration was 
13.9 ± 1.2 Bq/m3. Table 1 shows the seasonal 
average indoor radon concentrations in autumn and 
winter period in 2017, 15.3 ± 0.9 and 19.4 ± 1.2 
Bq/m3, respectively. 

Previous studies showed that the radon 
concentration could be impacted by temperature, 
pressure, humidity, rainfall, and wind. Using the 
rainfall data obtained from the Korea Meteorological 
Administration, we examined the rainfall’s effect on 
the indoor radon concentration but did not find its 
regular pattern between the two variables in our 
measurements, as shown in Fig. 5 that shows radon 
concentrations and rainfall data over the duration 
from July 10 to Nov 20, 2017. Because our 
measurements were made inside building, wind had 
virtually no impact on it.  

We focused on temperature and humidity. The 
temperature effects were analyzed by comparing the 

radon concentrations during the periods with the 
similar temperatures. Table 2 summarizes inlet 
temperature, humidity, and the average radon 
concentrations.  

Examination of Table 2 and Fig. 5 let us find two 
interesting facts. During the duration from July 10 to 
November 2, 2017, the average radon concentration 
was 11.9 ± 0.9 Bq/𝑚𝑚3 , as shown in Fig. 5. The 
indoor radon concentrations for the duration from 
October 2 to October 16 were mostly less than the 
average. After October 16, the indoor radon 
concentration was much more than the average. 

If the radon concentration deviates by more than 
±2σ from the related seasonal value, it is possible 
to say that radon anomalies are possibly caused by 
earthquake events and not by meteorological 
parameters [15]. We took closer look at the period of 
September 25 to November 21 2017. During that 
period, the average radon concentration was 14.80 ± 
1.0 Bq/𝑚𝑚3  and 2σ value was 20.01 Bq/𝑚𝑚3 . Over 
the duration of November 2 to 17, 2017, the indoor 
radon concentrations exceeded the average + 2σ, 
34.8 Bq/𝑚𝑚3 every day.  
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Fig. 5 Radon and rainfall during July 10 to Nov 20 

Table 2 Comparison of average radon concentration under similar temperature 
 

Year Date 
Inlet air 

temperature  
[℃] 

Humidity 
[%] 

Average radon 
concentration 

[𝐵𝐵𝐵𝐵/𝑚𝑚3] 

2017 

08/29 
~ 09/11 

05/10 
~ 05/15 25.1 21.4 30.30 3.03 11.9 9.2 

09/11 
~ 09/18 

05/15 
~ 05/21 24.1 22.2 5.61 10.00 10.1 9.3 

09/18 
~ 09/25 05/21 

~ 05/31 

23.8 
23.4 

4.10 
7.61 

14.7 
12.9 

09/25 
~ 10/02 

22.4 3.86 12.2 

Average 23.9 22.3 11.0 6.9 12.2 10.5 

2017 

10/02 
~ 10/10 

04/17 
~ 04/25 

21.6 18.2 4.25 3.38 12.0 9.8 

10/10 
~ 10/16 

04/25 
~ 05/01 21.1 19.9 3.95 15.40 10.1 10.9 

10/16 
~ 10/23 

05/01 
~ 05/10 20.1 20.8 3.61 3.02 9.1 11.0 

10/23 
~ 10/30 

05/10 
~ 05/15 

18.6 
21.4 

3.08 
3.03 

14.4 
9.2 

05/15 
~ 05/21 22.2 10.00 9.9 

Average 20.4 20.5 3.7 7.00 11.4 10.0 

2017 

10/30 
~ 11/06 

03/14 
~ 03/21 16.3 13.2 2.88 2.00 14.9 16.9 

11/06 
~ 11/13 

03/21 
~ 03/27 15.7 13.8 2.72 2.13 15.8 13.8 

11/13 
~ 11/20 

03/27 
~ 04/06 

13.5 15.2 2.18 2.15 13.8 16.0 

11/20 
~ 11/27 

04/06 
~ 04/17 13.2 18.1 17.30 2.92 13.4 10.8 

Average 14.7 15.1 6.3 2.3 14.5 14.4 
Fig.6 showed the indoor radon concentrations before and after the earthquake. On November 16, the 
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indoor radon concentration did not exceed the 
average + 2σ , but on November 17, exceeded 
average + 2σ again. Since 3.5- and 3.6-magnitude 
earthquakes on November 19/20, respectively, the 
concentration did not decrease but increases again. 
 

 
Fig. 6 Radon concentration between Nov 14 to 17 
 
Comparison with the Gyeongju Earthquake  

 
Gyeongju earthquake occurred on September 12 

2016. On August 10 2016, about 1 month earlier 
than the earthquake, the peak indoor radon 
concentration was 117.6  Bq/𝑚𝑚3 , and the average 

over August of 2017 was 26.6 ± 24.69 Bq/𝑚𝑚3  [15]. 
One year later, August 10 to 16, 2017, the average 
and peak indoor radon concentrations were 10.2 ± 
0.9 Bq/𝑚𝑚3 and 45.21 Bq/𝑚𝑚3.  

We examined the changes in the indoor radon 
concentrations due to Pohang earthquake. The 
average and peak radon concentrations over 
November 2017 were 17.0 ± 1.1 Bq/𝑚𝑚3  and 
79.05 Bq/𝑚𝑚3 , respectively. Over November 2016, 
the average and peak concentrations were 14.4 ± 1.0 
Bq/𝑚𝑚3  and 76.8  Bq/𝑚𝑚3 , respectively. Table 3 
summarized the indoor radon concentrations in 2016 
and those in 2017. 

The peak indoor radon concentration over 
November 2017 was not much different that over 
November 2016. It was thought that because the 
distance between the Pohang epicenter and the 
measurement spot is two times longer than that 
between the Gyeongju epicenter and the 
measurement spot, the seismic activities had less 
impact. 

 
Table 3 Comparison between the indoor radon concentrations in 2016 and those in 2017 
 

Measurement 
period 

Average indoor 
radon 

concentration 
[𝑩𝑩𝑩𝑩/𝒎𝒎𝟑𝟑] 

Maximum 
radon 

concentration 
[𝑩𝑩𝑩𝑩/𝒎𝒎𝟑𝟑] 

Measurement 
period 

Average indoor 
radon 

concentration 
[𝑩𝑩𝑩𝑩/𝒎𝒎𝟑𝟑] 

Maximum 
radon 

concentration 
[𝑩𝑩𝑩𝑩/𝒎𝒎𝟑𝟑] 

 Gyeongju earthquake (2016. 09.12) 
2016.06.21 

~ 2016.06.23 8.4 

117.6 

2017.06.21 
~ 2017.06.23 14.3 

62.16 2016.07.11 
~ 2016.07.31 11.0 2017.07.11 

~ 2017.07.31 14.5 

2016.08.10 
~ 2016.08.18 26.6 2017.08.10 

~ 2017.08.18 10.2 

 Pohang earthquake (2017. 11. 15) 
2016. 10.19 

~ 2016.10.26 9.8 
67.8 

2017. 10.19 
~ 2017.10.26 15.0 

79.05 
2016.11.01 

~ 2016.11.30 
14.4 2017.11.01 

~ 2017.11.30 
17.0 

 
Concussion 
 

To check if there are any notable changes in the 
indoor radon concentration before and after the 
earthquake, we measured and analyzed the indoor 
radon concentrations at one university building near 
the epicenter of Gyeongju and Pohang. 

As shown in Table 3, we compared the indoor 
radon concentrations at the same periods in the year 
of 2016 and 2017, to identify if the radon 
concentration is influenced by any environmental 
factor except for earthquake. No significant factor, 
except for earthquake, was found, which had 
significantly influenced on the indoor radon 
concentration.  

For earthquakes with magnitudes of 5.0 or 
greater, radon anomalies, that is, the indoor radon 
concentrations exceeding 2 σ  above the seasonal 
average, were observed even month earlier than the 
earthquakes. In some cases, there were noticeable 
patterns between earthquakes and indoor radon 
concentrations.  

We hope that our study will be helpful in 
identifying a clearer relationship between 
earthquakes and indoor radon concentrations. 
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ABSTRACT 
 

The Philippines is suffering from the devastating effect of climate change.  During extreme drought periods 
when it is already too risky to plant rice, farmers are advised to plant vegetables and other short duration crops 
so as to maximize the use of limited water supply and have alternate source of income.  This study evaluated 
the field performance of a locally developed irrigation system designed to be as efficient as possible so as to 
maximize the use of limited supply of water during such conditions and as low cost as possible so that 
smallholder farmers could afford to use it.  The resulting prototype is a do-it-yourself type irrigation system 
which is almost similar in layout as that of the drip irrigation system, except that, among other things, it makes 
use of capillary wicks as drippers (hence called as capillarigation system) and maximizes the use of local and 
recycled materials.  Results of field tests consistently showed that the capillarigation system outperformed the 
existing farmers’ irrigation practices (drip and hose) in terms of water productivity.  In a field planted with 
green pepper (Capsicum annuum L.), the system yielded a higher water productivity of 36.6 g/L as compared 
to the drip irrigation system (9.9 g/L).  The same trend was observed when tested in another field planted with 
eggplants (Solanum melongena esculentum).  Being able to work with unfiltered water, with very low operating 
pressure (15-20cm) and discharge rate (20-30mL/h), the capillarigation system offers some advantages when 
compared with other existing irrigation methods.  It however still needs more field tests so as to further evaluate 
its performance under various crop, field, soil, and water conditions. 
 
Keywords: Capillarigation, Capillary wick irrigation, Climate change, Drip irrigation, Drought 
 
 
INTRODUCTION 
  

The Philippines is suffering from the devastating 
effect of climate change.  Droughts, for instance, 
have become more intense and frequent, causing 
significant losses in crop production.  These 
extreme drought events are associated with El Niňo 
which, as reported by Roberts et al. [1] is affecting 
the country’s rice production both in irrigated and 
in rainfed areas.  The 1998-1999 El Niňo in 
particular, resulted to a significant reduction in the 
paddy rice production, leaving most small holder 
rice farmers in debt.  Another strong El Niňo hit the 
country in 2015-2016 which, according to the 
damaged report of the Philippine Department of 
Agriculture as cited by the Food and Agriculture 
Organization [2], ‘affected 16 of the country’s 18 
regions and of which the impact was strongest in 
Mindanao where 27 provinces were affected’.  The 
occurrence of these extreme drought events is 
expected to continue in the future not only in the 
Philippines but also in other Southeast Asian 
countries, basing from the results of the study by the 
World Resources Institute [3].   

To help enhance farmers’ resilience to climate 
change, the Philippine Rice Research Institute 
(PhilRice) is encouraging the farmers to diversify 

their farming activities through the  Palayamanan, 
a highly diversified and integrated rice-based 
farming system wherein farmers not only plant rice 
but also other crops (vegetables, fruit trees, etc.) as 
well as engage in other farming activities like 
mushroom production (utilizing the rice straws 
generated from rice production as by-products), 
poultry, livestock, and fresh water fish production, 
among others, so as to maximize the use of farm 
inputs and agricultural wastes, and provide farmers 
additional sources of income [4].  During extreme 
drought conditions, vegetables and other upland 
crops are usually planted by Palayamanan farmers 
so as to maximize the use of limited supply of water.   

While the commercially available drip 
irrigation system (DIS) is proven efficient [5, 6], its 
cost of acquisition is high and beyond the financial 
capability of these small holder farmers.  Thus, 
PhilRice developed an irrigation system which was 
designed to be as low cost and highly efficient as 
possible.  To lower down the cost and make it 
affordable to small holder farmers, one of the basic 
criteria in the design and development of the system 
is to make the components easy to fabricate and 
install by the farmers themselves, maximizing the 
use of recycled materials or those that can easily be 
sourced out within their locality.  This led to the 
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idea of using capillary wicks as means of dispensing 
water.  The use of capillary wicks in irrigating 
plants was proven to efficiently work in nurseries, 
saving water, time and labor in irrigation [7].  
However, no advancements had been done yet in 
making use of the capillary wicks in field crop 
production [8].   

Our initial work proved that the use of capillary 
wicks can feasibly be used in an irrigation system 
that is laid out in almost similar manner as that of 
the drip irrigation system.   In this system, called as 
capillarigation system (CS), capillary wicks serve 
as substitute of the drippers following a setup 
shown in Figure 1.  From the tank (made of 200L 
steel drum), water flows out of the float valve into 
a container wherein its depth sets the system’s 
operating depth, typically not more than 15 cm.  
Because water seeks its own level, this level sets the 
limit in all ‘risers’ where capillary wicks are placed.  
Details on the design and construction of the whole 
system, including the results of the laboratory 
studies conducted to identify appropriate wick 
materials and design parameters, was described in 
our previous publication [9].   This paper presents 
the results of our follow up studies conducted to 
evaluate the performance of the CS under actual 
field conditions, together with the existing irrigation 
methods/systems. 

 

 
 

Fig.1 Schematic diagram of the capillarigation 
system showing the various parts [9]. 

 
MATERIALS AND METHODS  
 

This study was conducted at the Central 
Experiment Station of the Philippine Rice Research 
Institute (PhilRice-CES) in Muňoz Science City, 
Nueva Ecija, Philippines (15.6712° N, 120.8908° 
E) during the dry season of 2015 and of 2016.  The 
soil at PhilRice-CES, as reported by Javier et. al 
[10], was classified as Maligaya clay soil, which is 
typically fine and has a bulk density of 1.33 g cm-3.  
In the PhilRice Soil Series Information System, this 

soil is described as ‘heavy clay having poor 
drainage characteristics, high shrink and swell 
capacity upon wetting and drying, producing wide 
cracks in the soil, hard when dry, and has very slow 
permeability’.   

Field trials of the prototype CS were established 
together with two existing irrigation methods: the 
hose irrigation (HI) which is commonly practiced 
by small holder and resource-challenged farmers 
when growing short duration crops, and the DIS 
which is used mostly by advanced and financially 
stable farmers.  The experimental sites were within 
500m radius from the PhilRice’s Agrometeorology 
station.  In all of the field test trials conducted, the 
objective was to compare the performance of the CS 
with the existing irrigation practices in terms of the 
test crop’s performance (yield and agronomic 
parameters) and the water productivity.  Monitoring 
of the soil moisture content (MC) was done at 
different growth stages of the crop, details of which 
are described in each of the following test setup. 
 
Capillarigation vs. hose irrigation (2015 dry 
season) 
 

A 6m x 6.5m field, divided into six parallel 80 
cm x 650 cm plots spaced 20cm apart, was prepared 
for testing the performance of the CS side by side 
with the farmers’ practice of HI using green pepper 
(Capsicum annuum L.) as the test crop. Using 
garden tools, each plot was tilled up to 15-20 cm 
depth, pulverized, and applied with rice hull biochar 
as soil amendment at 5 kg m-2 prior to final leveling. 
In the setting up of the irrigation treatments, each 
plot served as one replication.  No randomization 
was done on the assignment of the plots in order to 
simplify the setting up of the CS. Thus, the first 
three adjacent plots were used in the CS while the 
remaining three plots were used in the HI.  In the 
CS, lateral pipes made from commercially available 
25mm diameter flexible black Polyvinyl Chloride 
(PVC) plastic hose were laid out in the middle of 
each of the three plots.  Risers were installed at 
every 50cm length of the lateral.  Each riser was 
made from the same material (PVC hose) cut to 
15cm lengths and provided with a rubber seal at the 
bottom and a means for water from the lateral to 
flow into it.  Final trimming of the risers was done 
to maintain a freeboard of 2-3 cm.  Two capillary 
wicks were installed at each riser, providing a 
means for dispensing water into the soil.  Each 
capillary wick was made from 5mm (average 
diameter) x 20cm long cotton strands extracted 
from mop heads normally sold in local groceries or 
supermarkets.  To minimize mold accumulation as 
well as water loss due to evaporation, plastic 
drinking straw (6mm dia x 30mm length) were used 
to cover each individual wick.  Once the whole CS 
was laid out, 2-week old green pepper seedlings 
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were transplanted in two rows for each plot, 60cm 
apart and 60cm between hills, with the system’s 
lateral pipe in between each pair of row (Fig. 2).  
Wicks were then directed to each row, maintaining 
a distance of 10cm from its tip to the nearest plant.  
The tip of the wick was also positioned 5cm below 
the ground surface.  In the HI plot, the plants were 
watered twice a day, one in the morning (8-9 AM) 
and one in the afternoon (4-5 PM), at an application 
rate of 0.5 liter per plant using a 20mm garden hose, 
simulating a backyard gardening practice.  
Following the recommended nutrient management 
practice [11], a commercially available complete 
fertilizer (14-14-14) was applied in the second week 
after transplanting (WAT) at 5g/hill followed by 
Urea (46-0-0) and Muriate of Potash (0-0-60) each 
at 4g/hill in the 4th and 6th WAT. 

 

 
 

Fig. 2  A typical setup of a capillarigation system 
showing the placement of the lateral and the wicks 
serving two rows of plants. 

 
To determine the influence of each of the two 

irrigation methods on the moisture of the soil within 
the plants’ root zone, soil samples were taken using 
a soil auger at 10 cm distance from the nearest plant 
and, in the case of the CS, not more than 10cm from 
the nearest wick.  The time of getting of soil 
samples was referenced from the time water was 
applied in the HI plot.  The first sampling was done 
one hour before (B) and the second one was six 
hours after (A) irrigation water was applied in the 
morning.  For the HI plot, the second sampling time 
(A) was done prior to the application of water in the 
afternoon.  Each set of soil samples were taken at 0, 
10, 20, 30, and 40cm depth and were oven-dried 
following the standard laboratory procedures for 
soil MC determination. For the whole crop growth 
duration, three sets of the soil samples were taken, 
one at vegetative stage, another at flowering and at 
fruiting stages of the crop.  

To determine if the irrigation treatments have 
some influence on weed population, occasional 
weeding was done in all plots to keep them weed-
free and the total air-dried weight of all of the 
removed weeds were determined.   

To check the consistency of the wicks to deliver 
water as time passed by, the water flow rate at the 

point where the float valve was installed (which 
represents the sum of all the wicks’ flow rates) was 
monitored weekly. 

 
Capillarigation vs. drip irrigation (2016 dry 
season) 

 
The components for the drip irrigation system 

(DIS) used in the study were locally purchased, 
comprising of 25mm flexible plastic pipe with built-
in emitters (1.2 L h-1 discharge rate) spaced at 30cm, 
cut-off valves, pipe connectors and water filters.  A 
1m3 plastic container was used as water tank which 
was provided with a platform made from iron angle 
bars to elevate it 1m from the ground.   

Water application using the DIS was done by 
opening the valve for a period of two hours daily in 
the morning (8-9 AM) until harvest, simulating the 
typical practice of the local users of the technology.  
In the CS, the lateral which was made of flexible 
PVC pipe in the previous setup, was replaced with 
tarpaulin sheet that had been cut to 30cm width, 
folded longitudinally to form a U-shaped cross-
section and then folded at the ends so that it 
resembled a small channel to hold water (Fig. 3).  
Bamboo sticks anchored on the ground were used 
as stiffeners so that the sides of the tarpaulin would 
stay vertical and be able to hold water.  With this 
modification, the installation of individual risers 
along the length of the lateral was no longer needed, 
further reducing the cost of the system.  Like in the 
previous setup, the same freeboard of 2-3 cm was 
maintained.  .   

 

 
 
Fig. 3 The improved CS setup which made use of 
the tarpaulin sheet for the lateral. 

 
Two field setups were established to compare 

the performance of the CS with that of the DIS.  In 
the first setup, eight 1m x 15m parallel plots were 
made and planted with the same test crop (green 
pepper) and management practices as in the 2015 
setup (CS vs HI).   The first 4 plots were devoted to 
the CS and the remaining four plots were for the 
DIS.  Soil samples were also collected in similar 
manner as in the 2015 setup except for the depth 
which was only up to 30cm.  To measure the total 
volume of water applied in each irrigation treatment 
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(CS and DIS) throughout the whole period of crop 
growth, a calibrated mechanical-type flow meter 
with a resolution of 0.001 m3 was installed at the 
main line of each irrigation system. 

In the second setup, the test crop used was 
eggplant (Solanum melongena esculentum), 
transplanted at 14 days old and spaced at 60cm 
between rows and hills.  Urea (46-0-0) solution of 
10g per 5L water was applied at a rate of 170 mL 
hill-1 at 3, 5, and 9 WAT.  On the other hand, 
Muriate of Potash (0-0-60) solution (10g per 5L 
water) was applied at 7 WAT at 170 mL hill-1 
following Inque and Agres (2017) 
recommendation.    

Monitoring of soil MCs at different root zone 
depths and crop stages were done only in the first 
setup in the same manner as in the 2015 (CS vs HI) 
setup.  The time of getting of soil samples was 
referenced from the time water was applied in the 
DIS, i.e. one hour before drip irrigation was done.  
Each set of soil samples were taken at 0, 10, 20 and 
30cm depth and were oven-dried following 
standard laboratory procedures for MC 
determination. For the whole crop growth duration, 
three sets were taken, one at vegetative stage, 
another at flowering and fruiting stages of the crop.  

 
Data gathered 
 

Unless otherwise specified, the following data 
were gathered in all of the field setups established 
under this study: 
 
Soil MC profile  
 
This was derived from the MC of the set of soil 
samples taken during the three stages of the test 
crop’s growth (vegetative, flowering, and fruiting).  
Standard procedure for oven dry method was 
followed and the MC was expressed in gravimetric 
dry weight basis. 
 
Average soil MC maintained (aMC) 
 
This parameter was used to evaluate the 
performance of the irrigation method in terms of 
supplying water and maintaining soil MC 
conducive for crop growth.  The following formula 
was used:  
 
𝑎𝑎𝑎𝑎𝑎𝑎 =  (𝑑𝑑𝑑𝑑𝑑𝑑)+(𝑠𝑠𝑑𝑑𝑑𝑑)

𝑛𝑛𝑑𝑑+𝑛𝑛𝑠𝑠
        (1)

    
Where dMC = the sum of the MCs taken from the 
represented soil depths, sMC = sum of the MCs 
taken from the represented crop growth stages, nd = 
number of soil depths represented, and ns = number 
of crop stages represented 
 
 

Volume of water applied (V)    
 
This was expressed in per plant and in per unit area 
basis, using the formula, 

 
𝑽𝑽 =  𝑽𝑽𝑽𝑽

𝒏𝒏
       `     (2) 

 
Where Vt = total accumulated volume of water 
applied throughout the whole duration of crop 
growth and n = number of plants  

 
Yield  

 
Yield data were taken from five randomly selected 
inner plants in a selected row of an inner plot.   An 
average was taken to represent the average plant 
yield in each irrigation treatment.    

 
Water productivity (Ewu) 
 
This was computed following the standard formula: 

 
Ewu =  𝑽𝑽𝑽𝑽

𝒀𝒀
         (3) 

 
Where Vt = total accumulated volume of water 
applied throughout the whole duration of crop 
growth and Y = total crop yield in the area covered 

 
Labor requirement  
 
This refers to the labor needed in the setting up and 
in the operation of each of the irrigation method.     

 
Cost of irrigation   
 
The cost of irrigation of each irrigation method was 
computed by taking note of the cost of establishing 
the irrigation system (materials and labor) and the 
cost of operation. 
 
Statistical analysis 
 
Whenever applicable, an analysis of variance 
(ANOVA) was done on the gathered data by 
considering the irrigation methods as treatments 
following a Completely Randomized Design. 
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RESULTS AND DISCUSSION 
 
Capillarigation vs. hose irrigation 

 
Effect on soil moisture content 

 
Comparing the soil MCs at the two sampling 

times during the vegetative stage of the crop, it can 
be observed from Figure 4 that there was an 
increase in soil MCs from the first soil sampling 
time (B) to the second sampling time (A) in the hose 
irrigation method.  The difference is more 
prominent at the ground surface than those beneath.  
On the other hand, in the CS where water was 
applied all the time in small amounts, a reverse 
trend was observed - the soil MC was higher in B 
than in A, in all depths considered, with the largest 
difference observed at the ground surface.  This 
could be explained by the fact that the second 
sampling time occurred in the afternoon (2-3 PM) 
and the decrease observed in the CS could be due to 
water evaporation.   For the hose irrigation, higher 
soil MC was observed at the second sampling time 
(A) since it occurred in the afternoon, just six hours 
away from its most recent application of water (8-9 
AM, same day) while in the first sampling time (B), 
it occurred 23 hours away from its most recent  
application of water.  At 25 DAT and 35 DAT, there 
was no remarkable difference observed in the soil 
MC taken at the ground surface for the two 
irrigation treatments.  One of the reasons is because 
the ground surface had already been covered by the 
crop’s canopy during this time and water loss due to 
surface evaporation was therefore minimized.  As 
shown also in Figure 4, the highest soil MC for the 
CS was observed at 10cm depths particularly during 
the sampling period of 15 and 25 DAT.  This is 
because the tip of the wicks were buried close to this 
depth.  

As shown in Figure 5, the CS maintains a higher 
soil MC than the HI in all depths covered.  Except 
for the 10cm depth which is close to where the tip 
of the wick was buried (5cm), the soil MC in all 
other points are almost the same (~20%).  In the HI, 
on the other hand, the lowest MC was at the surface 
which doubles at 10cm and then gradually increased 
and stabilized at 20 up to 40cm depths.  The marked 
difference in the MC at the first 10cm depth 
between the CS and the HI can be attributed to the 
fact that, in the CS, water in very small amount is 
constantly delivered into the soil throughout the 
whole duration of crop growth whereas in the HI, 
soil dryness happened in between each application 
of water which was twice a day (morning and 
afternoon). 

 

 

 

 
 

Fig. 4 A comparison of the soil MCs at different 
soil depths between the hose irrigation (T1) and 

the capillarigation system (T2) taken at two 
sampling times (B=1h before and A= 6h after 

water was applied in T1), during three stages of 
green pepper growth. 

 

 
 

Fig. 5 Soil moisture content profiles of the 
capillarigation and the hose irrigation. 
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Effect on crop performance and water use 
 
As presented in Table 1, the CS maintained a 

significantly higher average soil MC (20.49%) than 
the HI (14.54%) throughout the whole duration of 
crop (green pepper) growth.   Although their yields 
did not vary statistically, the yield difference is 
remarkable which may merit a deeper analysis.  One 
possible reason could be the assigning of the plots 
which was not randomized, resulting in a high 
coefficient of variance.  Another could be the fact 
that in the CS-irrigated plants, the soil MC was 
always maintained at field capacity while in the HI, 
the soil underwent alternate drying and rewetting 
which may have some beneficial effects.  In spite of 
this however, the CS utilized water more efficiently 
than the HI.   
 
Table 1 A comparison of the average soil moisture 
maintained, total amount of water applied and water 
use efficiency of the two irrigation treatments. 
 

Treatment 
Average 
soil MC 

maintained* 

Yield 
per plant 

(g) 

Water 
applied 

(L 
plant-1) 

Water 
productivity 

(g/L) 

Capillari
-gation 20.49 68.67 29.07 1.61 

Hose 
Irrigation 14.54 86.00 51.00 1.25 
ANOVA  * ns s s 

CV 8.51 41.87 2.69 7.8 
 
Capillarigation vs. drip irrigation  

 
Figure 6 shows the field setup of the CS and the 

DIS wherein in the CS, tarpaulin sheets where used 
as laterals, replacing the PVC hose.  With this 
modification, the labor requirement in the 
installation of the laterals and the wicks had been 
reduced as compared to that in the previous setup 
which made use of the PVC hose as laterals and 
risers. 

 
Effect on soil moisture content 

 
As shown in Figure 7, the CS maintained a 

significantly higher soil MC than the DIS especially 
in the first 10cm of the root depth, in all stages of 
the test crop’s growth. The reason for the low soil 
MC in the DIS especially at the soil surface is 
because sampling was done prior to the application 
of water, or 23 h from the most recent application 
of water.  Thus, prior to sampling, the soil surface 
had been exposed to the hottest period of the day.  
In the CS, on the other hand, water was applied 
continuously in small amounts throughout the 
whole period of crop growth.   
 

 
 
Fig. 6 The field setup of the capillarigation system 

making use of tarpaulin sheets as laterals. 
 

 

 

 
 
Fig. 7 Moisture content (%) profile of the soil taken 
during three stages of crop (green pepper) growth 
and 24h after water was applied in the drip-irrigated 
plants.  Means with the same letter do not vary 
significantly 
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On the average, combining all the soil samples 
taken at different crop stages, the soil MC in CS 
followed the same trend as that in the previous trial 
(CS vs HI) where the highest soil MC was at 10 cm 
depth and slightly decreased at 30-40cm depths. On 
the other hand, the soil MC in the DIS was lowest 
at the ground surface and increases at increasing soil 
depths and stabilizes at 20-30cm (Fig. 8).  
 

 
 
Figure 8.  Soil moisture content profiles under the 
two irrigation methods, the capillarigation and the 
drip irrigation system. 
 
Effect on crop performance and water use  
 

There was no significant difference between the 
two irrigation methods in terms of the number of 
days from transplanting to flowering (22 DAT) and 
fruiting (30 DAT).  In terms of yield, however, plots 
irrigated with the DIS yielded a significantly higher 
harvest than that in the CS (Table 2).  However, like 
in the previous trials, the CS outperformed the DIS 
in terms of water productivity. 
 
Table 2 Performance of the CS as compared to the 
DIS (2016 trial). 
 

 Capillary Drip ANOVA CV 
Setup No. 1 (green pepper, 60m2) 
Yield  
(g plant-1) 433.1 599.8 ns 15.8 
Water 
consumption 
(L plant-1) 

11.8 60.6 s 10.7 

Water 
productivity 
(g L-1) 

36.6 9.9 s 29.6 

Weed density 
(g m-2) 29.2 32.2 ns 28.8 
     

Setup No. 2 (eggplant, 100 m2) 
Yield 
(g/plant) 330.0 352.0 ns 4.5 

Water 
consumption 
(L/plant) 

104.8 237.9 s 11.7 

Water 
productivity 
(g/L) 

3.1 1.5 s 8.48 

Labor requirement 
 

The CS requires labor in setting up its various 
components which is significantly higher than that 
of the DIS (Table 3). In the DIS, all the parts are 
already available hence only the labor of setting up 
was required.  For the CS, on the other hand, around 
70% of the labor is spent in the preparation 
(fabrication) of its various components.  However, 
once the CS had been established, no effort is no 
longer needed with regards to applying water to the 
crops while in the DIS, there are cut-off valves to 
open and close so as to ensure that the water is 
applied just at the right amount.  With regards to the 
hose irrigation, 100% of the labor needed were in 
the application of water to the plants for the whole 
duration (68 days) totaled to 22 labor-h for the 19.5 
m2 area or an average of 1.13 labor-h per m2.       
 
Table 3 Labor requirement in the setting up 
establishment of the two irrigation systems. 
 

Irrigation 
system 

Labor required in 
the establishment 

(labor-h) 

Average 
labor 

requirement  
(labor-h m-2) 60 m2 100 m2 

Capillarigation 9 15.5 0.153 
Drip irrigation 1.5 2 0.022 

 
 
Material cost 

 
As shown in Table 4, the cost of materials 

needed in establishing the CS is computed at Php 
14.58 m-2 while that of the DIS is Php 74.03 m-2, a 
reduction of 80.31%.  Among the reasons that 
contributed to the reduced cost of materials in the 
CS is its operating pressure that is much lower than 
that of the DIS such that an elevated tank is no 
longer needed in the CS.  Another reason is the fact 
that in the CS, a water filter is no longer necessary 
since water is discharged through the capillary 
wicks which does not necessarily require clean or 
filtered water. 
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Table 4 Comparison between the materials used for, and cost of components of, the two irrigation systems 
for a 100m2 irrigated area. 
 

 
 
SUMMARY AND CONCLUSION 
 

With the advent of climate change, drought has 
become more frequent and intense.  Hence, it is 
important to consider how water is applied to the 
plants especially during the time when its supply is 
very scarce. Drip irrigation systems which are 
already commercially available had been proven to 
be efficient however, for small holder farmers 
especially in developing countries like the 
Philippines, it is not widely used simply because of 
its high cost of acquisition.  This study presented 
the field test results of the developed 
capillarigation system which is a low cost variant 
of the drip irrigation system that makes use of 

capillary wicks instead of the conventional 
drippers.   From the results of the study, the 
following conclusions are drawn: 
a. The use of capillary wicks is not only 

applicable in nurseries but also in field crops 
following a setup that is patterned from the drip 
irrigation system.  In this system 
(capillarigation system), the capillary wicks 
replace the emitters in drip irrigation systems as 
means for dispensing water to the plants and 
some parts had been added to lower down the 
system’s operating pressure and provide some 
means to put up the individual wicks; 

b. In all the field trials conducted, the 
capillarigation system yielded the highest 

Major Component Material Used Cost of Component (Php)* 
Drip Capillarigation Drip Capillarigation 

Water supply tank 1 m3 plastic tank 200L steel drum 4,000 900 
Water tank stand Structure made from a 4mm 

thick x 38mm x 38mm steel 
angle bar holding the tank 
1m above the ground 

no stand needed; the 
steel drum was directly 
placed on the ground 

1,500 - 

Water filter and 
other accessories 
prior to delivery 
of water 

Superflow screen filter, 
3m3/hour, 3/4" diameter, 1 
pc @ Php 475/pc 

No filter needed 475 - 

1 pc plastic pail (10L)  20 
1 pc plastic faucet  8 

Supply line ¾” dia flexible PVC hose, 
6m @ Php 8/m 

¾” dia flexible PVC 
hose, 3m at Php 18/m 

48 54 

Lateral and 
components for 
dispensing water  

Dripline, 11.8mm ID, 
12.3mm OD with emitters 
(1.2 Lh-1 discharge) spaced  
30 cm apart, 160m long at 
Php7/m  

Flexible PVC hose, 
12.5mm dia, 25m at Php 
13/m 

1,120 325 
 
 

Cotton twine (from mop 
heads), 5mm dia x 
100mm, 42 pcs at 
Php2.33/pc 

- 97.86 
 

Plastic drinking straw, 
60 pcs at Php 0.13/pc 

- 7.8 

Fittings Quick start fitting, 48mm x 
20mm, 8pcs @ Php15/pc 

PVC elbow, ½ x ¾”, 2 
pcs at Php 15/pc 

120 30 

 PVC tee, ¾”, 1 pc 
@Php30/pc 
 

PVC tee 3/4" x 1/2" x 
3/4", 1 pc at Php 15/pc 

30 
 

15 

 poly reducing tee, 16mm x 
12mm x 16mm, 4 pcs at 
Php15/pc 

- 60 
 

- 

 Tee, 16mm x 16mm x 
16mm, 1 pc at Php20/pc 

- 20 
 

- 

 Elbow, 12mm x 16mm, 2 
pcs at Php15/pc 

- 30 - 

Total cost 7,403 1,458 
Cost per m2 74.03 14.58 
% Reduction 80.31 
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water productivity when compared to the other 
irrigation systems/practices tested; 

c. The material cost of the capillarigation system 
is lower by up to 80% as compared to the drip 
irrigation system.   
More field tests however are still to be done to 

verify these results and to further evaluate the 
performance of the system in wider areas and 
various field and crop conditions.  In particular, 
there is a need to further investigate the reason 
why, in some trials, the yield of the wick-irrigated 
crops are lower than those in the drip-irrigated 
crops. 
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ABSTRACT 
 

Allocation of international water resources needs to play a vital role in the shared river basins. An 
environmental and reliable framework involves not only the competing parties divided by geography and 
national boundaries but also spatially - variable environmental parameters such as water productivity in 
agriculture. In international rivers, the inflow of turbid materials from the drainage basins of the upstream 
definitely affects water quality at the downstream. Consequently, emerging global challenges, such as climate 
change, water scarcity, and population growth have to meet rising demand over time. The Tigris and 
Euphrates (as a case study) give us a good example of the water system in a region politically unstable. 
Although a number of studies on water resources allocation modeling, such as ITETRBM and WATER-
Model, have analyzed the geographic nature of basins, success in achieving sustainable development calls for 
an optimal water allocation model. Based on water productivity conditions, and to achieve stable, long-term 
cooperation among riparian countries and sustainable use of the water resources, international Water Model 
Under Productivity Conditions (WMUPC) gives us an optimal solution. In order to show the impacts of 
water quality changes on downstream users, these results are presented via histogram. The significant finding, 
under previous conditions, is the water quantity available in downstream will be less than the quantity 
required.   
 
Keywords: International Water Resources, Spatial Equilibrium Analysis, The Tigris and the Euphrates 
 
 
1. INTRODUCTION 
 

Freshwater is an indispensable resource for 
human life. It is used for different purposes: 
irrigation, industry, energy production etc., but the 
intensity of its use varies according to climatic 
conditions, economic development, urbanization, 
etc. More than 286 international watercourses 
cross the boundaries of two or more countries [1]. 
The Tigris and the Euphrates are the largest two 
rivers in the Middle East. Their basins span 
notably three countries, Iraq, Turkey, and Syria, 
including more than 126 million people, which 
cover 1.4 million km2 and produce around 70 km3 
of river discharges each year [2]. 

By water resource allocation, international 
rivers developments, including their basins within 
various riparian, can obtain extremes of 
cooperation or dispute. It is generally accepted that 
conflicting demands over the Tigris and the 
Euphrates will intensify. Yet, although the 
importance of recent water allocation models, such 
as ITETRBM and WATER-Model, the literature 
on international water resources allocation an 
modeling is still far from an encompassing 
complex environment common factors. Therefore, 
most of the rivers basins, in politically unstable 
regions, are not able to establish a long-term 
cooperative agreement between the riparian. 

 

2. NEEDS FOR NEW WATER MODEL 
 
The appearance of international water disputes, 

especially in unstable politically and economically 
regions, raises concerns for the future. The 
disputes clearly stem from the mismatch between 
demand and supply of water. The climate 
challenge currently carries very serious issues 
which call for a strategic focus on water resources 
management. Due to low precipitation, Iraq 
depends exclusively on the Tigris and the 
Euphrates waters [2]. If climate change has played, 
and still, a role in reducing the water flow of these 
two rivers, the dams which control the rivers flow 
in the upstream riparian also have negative impacts, 
not only on the volume of the rivers’ waters but 
also on their quality levels.  

Inferior water quality will have a serious 
impact on land and water productivity. The decline 
of water quality needs to be addressed and to be 
included in any allocation model. Due to 
environmental concerns and the rising complexity 
of water demands, realize a water model under 
productivity conditions needs to explain the basin's 
real water availability and to confront population 
growth and development. 

 
3. WATER MODEL DESIGN 

 
The linear water model WMUPC illustrates the 
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international Water Model Under Productivity 
Conditions. In contrast to the other two preceding 
water models, WMUPC model can be used to 
analyze the reduction of water quantity as a reason 
for quality fall. This model facilitates efficient 
analysis of integrated water management among 
the different riparian not only for the present but 
also for the future. Its actual scope covers the 
Tigris and the Euphrates basins. Moreover, 
WMUPC has the ability to be developed to cover 
not only other international watercourse but also to 
add any other environment parameters on specific 
regions and countries.  

 
3.1 Boundary conditions 

 
For the international basins, the optimal model 

of water will depend on a mix of factors, including 
hydrologic characteristics, quality of water 
entering the basins, the water volume that will 
travel down towards the downstream riparian and 
by taking into consideration the constant riparian 
water rights. It is important to recognize that the 
upstream country, Turkey in the case of the Tigris 
and the Euphrates, will always have a different 
agenda for the river that it shares with other 
countries, Iraq and Syria. Thus Turkey will have 
easy access to better quality water sources. 

The Tigris and the Euphrates take their sources 
in Turkey, pass through Syria and enter Iraq from 
the north and north-west. The characteristics of 
these two rivers vary from upstream to 
downstream according to the zones crossed by 
them. The variability of climatic conditions in each 
riparian country, such as temperature and 
precipitation, has played an important role in 
modifying water resources qualitatively and 
quantitatively. Therefore, changes in water 
properties by adding the agricultural drainage 
water, particularly near the northern border of Iraq, 
will seriously affect the water stress in this country. 

For agriculture country, good quality of water 
for irrigation is a prime requisite. There is a 
continuous debate on whether the riparian have to 
respect water quality in an international 
watercourse or just use any quantity of water 
without taking into consideration the water 
demands of downstream water users. Nevertheless, 
as long as the water of good purity helpfully 
affects the productivity of the land, the poor 
quality of the water negatively affects the 
productivity of the land. This change can be 
expressed mathematically by in the WMUPC 
water model.  

 
3.2 Structure of WMUPC 

 
The WMUPC is inspired from the Inter-

Temporal Euphrates and Tigris River Basin Model 

ITETRBM, and from Water Allocation of the 
Tigris and Euphrates Rivershed WATER-Model, 
which developed by [3] and [4] respectively. 
Without consideration of water quality 
requirements, these models aim to allocate water 
resources in the international rivers among Turkey-
Syria-Iraq through a network of supply and 
demand nodes. However, due to water quality 
changes, ignoring these changes will increase 
certainty the conflicts, and significantly reduces 
the chance of successful negotiations along the 
international rivers. In an optimistic manner, the 
WMUPC allocates all nodes of water demand and 
supply by comprising water quality indicators. 

A hydraulic network of supply and demand 
nodes was established and illustrated, as an 
example of the case study, among Iraq, Syria, and 
Turkey. All of the variables pertaining to water 
volume in various regions and sub-regions of the 
Tigris and the Euphrates, such as the volume of 
inflow, outflow, and water consumption for 
agriculture, municipal and industrial, were 
determined during a certain period of time. The 
relationships between the unknown variables and 
the given variables were expressed by a number of 
functions of the given variables. 

The mathematical details of the WMUPC are 
based on quantitative outcome variables as 
follows: 

 
𝐷𝐷 =  𝜀𝜀 (∑𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 + ∑𝑄𝑄𝑇𝑇 +
 ∑𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇)–𝐸𝐸𝐸𝐸𝐸𝐸–∑𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝐸𝐸 − 𝐺𝐺𝐺𝐺𝐸𝐸    ∀ 𝑇𝑇, 𝐸𝐸 ∈ 𝑛𝑛  (1) 
 
Subject to: 
  
𝜎𝜎 =  ∑𝑆𝑆𝑇𝑇 − ∑𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇/ ∑𝑆𝑆𝑇𝑇       (2) 
 
𝜀𝜀 =  𝑘𝑘 −  𝜎𝜎          (3) 
 
where D is the quantity of water Demand; TTW 
refers to the Total Tributary Water; Q is the 
Quantity of water inflow; TRW indicates to Total 
Return Water; Ev expresses the loss of 
Evaporation; TAMIW is the Total Agricultural, 
Municipal and Industrial Water withdrawal; GF 
assigns the Groundwater Feeding; i, is the demand 
and j is the supply nodes of the total nodes n; σ 
refers to the adjustability ratio of water resource; 
SW is the Storage Water quantity; and ε ascribes 
water's adeptness and its productivity, which 
depends on a constant factor k =1 in this paper. 

The water productivity term is used in a variety 
of ways and there is no single definition that suits 
all situations [5]. Therefore, the concept of water 
productivity has been used sometimes as a 
measure of the ability of agricultural systems to 
convert water into food, and sometimes used to 
evaluate the function of irrigation systems as the 
amount of crop per drop [6]. Consequently, the 
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water's adeptness quantitative symbol ε is 
developed here to simulate the impacts of 
irrigation on the water resources system, such as 
the side effects of increasing the Total Dissolved 
Solid TDS, the impact of biological oxygen 
demand BOD, dissolved oxygen DO etc. of the 
rivers.  

The problem of estimating water productivity 
could become more complex for large areas. The 
discrepancy of the meaning of water productivity 
between different users, especially in international 
river basins, will complicate the model 
considerably. To simplify this, the water 
productivity can be assessed by subtracting the 
value of water adjustability, which is demonstrated 
here by the symbol ε. This step will help us to 
illustrate the reduction of productivity of the water 
resource. 

 
3.3 Model network applications 

 
The WMUPC contains 63 demand and 45 

supply nodes similar to the first version of the 
figure, which is developed by [1]. The typical 
allocations of these nodes are illustrated 
schematically in Fig.1. 

 

 
Fig.1 Network structure of the international Water 
Model Under Productivity Conditions WMUPC of 
the Euphrates and Tigris Rivers which is modified 
from [1] with kind permission from the authors.  

In order to be more confident of WMUPC 
outcomes, the model should be calibrated and 
verified to a satisfactory accuracy. Thus, the model 
details are improved and amended significantly in 
accordance with the actual water nodes distribution 
the main riparian countries in the Tigris and the 
Euphrates basins. 

The WMUPC model measures the relations 
between the proposed demand and supply nodes of 
two periods, both lasting for about six months. 
Rainy period is ongoing from January till June, 
while nearly no rainfall can be seen in the dry 
season from July to December. The storage option 
in the reservoirs enables the model to simulate 
water amount for the included periods which could 
satisfy the minimal demands. Water inflows 
depend on tributary inflows in addition to 
backflow water coming from upstream nodes. 
While water outflows depend on evaporation 
losses as well as agricultural, domestic and 
industrial water withdrawal which are illustrated 
by a number of supply nodes. 

To indicate water productivity and quality 
effectiveness at downstream nodes, at this stage of 
research, there is a need for highlight water use in 
various productive and consumptive activities. 
Consequently, to find out the true figure of how 
water quality is affecting its productivity at each 
node, further research needs to be conducted to 
assess that in more detail. It is clear, however, the 
highest level of water use efficiency, reasonably 
achievable by the upstream countries, Turkey and 
Syria in this case. While water use efficiency in the 
downstream countries, like Iraq, will be the lowest 
level. To summarize and simplify the results, the 
indication of water productivity, across different 
sections of the rivers, could hypothetically be 
equivalent to ε in the WMUPC model. 
 
4. RESULTS AND DISCUSSION 
 

In the simulation of WMUPC model, the 
sensitive parameters listed in this water model 
were selected for the Tigris and the Euphrates 
rivers among the riparian countries, in addition to 
water use for domestic, agricultural and industrial 
purposes, including water quality indicator facing 
water productivity. 

The domestic and industrial sectors in Iraq, 
Syria, and Turkey offer a large return rate of water 
for irrigation purposes. So, in case of low water 
flows in an arid zone as Iraq, only the minimum 
agricultural water demands are met. Therefore, the 
country is suffering from a critical lack of water as 
shown in Fig.2.  

In Iraq, the clear indication of the impact of 
changes in water quality on land, although a pretty 
good amount of water, is the significant decrease 
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in land productivity, for example, the number of 
date trees decreased from 33 to 13 million between 
1950 and 2010; the number of sandstorm between 
1951 and 1990 was about 24 days/year, while the 
Ministry of the Environment in Iraq records 122 
sandstorms and more than 280 dusty days from 
2000 to 2010 in addition to the prolonged drought 
and desertification [2]. 

 

 
Fig.2 Water lack and abundance in Iraq. 
 

While in the case of high water flows in a 
humid zone as Turkey, the minimum agricultural 
water demands almost are satisfied and will easily 
meet the requirements of the irrigation. Thanks to 
dam construction in the Euphrates and Tigris in the 
upstream, however, increases the water welfare 
and could thus foster water abstraction in that 
region as shown in Fig.3 and 4. 

    

 
Fig.3 Water lack and abundance in Syria. 
 

 
Fig.4 Water lack and abundance in Turkey. 
 

Thus, the outcomes of the WMUPC show that 

the water productivity is responsible for water 
welfare, even though if this issue has a small 
interest in all riparian countries so far. 
Highlighting the importance of these results and 
the importance of water productivity, as mentioned 
above, isn't in the sense that the water quantity is 
less important quality. The WMUPC is established 
here to increase focus attention on both water 
quality and quantity. 
 
5. CONCLUSION 
 

The asymmetries driven by population growth, 
climate change, economic competition and 
agriculture evolution, over the last century, 
highlight the importance of water efficiency 
evaluation. The quantification of the lack or the 
abundance of international waters, due to changes 
in water quality, is applicable by the modeling of 
water under productivity conditions WMUPC. So, 
the calculations show the ability to reflect water 
quality changes along any river to a valuable 
amount of water quality. 

A shortcoming of this model is that the water 
productivity values do not cover the actual value of 
the nodes in this case study. However, the impact 
of different water uses and effects of water quality 
changes has recently become more observable in 
downstream countries. Therefore, a comprehensive 
database needs to be established in order to 
evaluate and analyze variations of water 
productivity. Furthermore, if the objective is 
finding an effective international water allocation 
tool, the WMUPC enables to represent an 
alternative mechanism for fulfilling the dispute of 
water sharing among any riparian. 
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ABSTRACT 

 
Soft clay soils are type of problematic soil that causes bearing capacity failure and excessive settlement, leading 

to severe damage to buildings and foundation. In this study, bottom ash is used to replace the natural aggregate 
while quicklime is used to increase the bonding between bottom ash particles. This research is aimed to investigate 
the role of single encapsulated lime bottom ash column (LBAC) in improving the shear strength by using 
laboratory scale model. Kaolin is being used as soil sample while lime bottom ash as the reinforced column and 
the column is encapsulated with non-woven geotextile. Laboratory tests are conducted to determine the physical 
properties of bottom ash, kaolin clay, and quicklime sample. Unconfined Compression Test (UCT) also used to 
test the shear strength of the reinforced kaolin samples. There are 21 kaolin samples being tested in this study and 
the dimension of the specimen used is 50mm in diameter and 100mm in height. However, there are two different 
types of diameter of single lime bottom ash column being used which are 10mm and 16mm. The heights of the 
column are 60mm, 80mm and 100mm. The improvement of shear strength of single encapsulated lime bottom ash 
column with area replacement ratio of 4.00% (10mm column diameter) and 10.24% (16 mm column diameter) are 
43.58%, 50.00%, 49.17% and 38.08%, 42.67%, 32.75% at sample penetration ratio, Hc/Hs of 0.6, 0.8 and 1.0 
respectively. It can be concluded that the shear strength of soft clay could be improved by installation of single 
encapsulated lime bottom ash column.  
 
Keywords: sand column, sustainable construction, single encapsulated lime bottom ash column 
 
 
INTRODUCTION 

 
Soft clay soils are type of soil that composed of 

very fine particles and can impedes the flow of water. 
Clay soils are commonly stiff in dry state but heavy 
and sticky when saturated with water. The reduction 
in strength and stiffness of soft clays causes bearing 
capacity failure and excessive settlement, leading to 
severe damage to buildings and foundation [1]. 
Therefore, deep mixing method is used to improve the 
permeability, strength and deformation properties of 
the soil. This method mainly depends on increasing 
the stiffness of natural soil by adding a strengthening 
admixture material such as lime.  

 
Granular columns are widely used to improve the 

performance of weak deposits in order to reduce 
foundation settlement and to increase load-bearing 
capacity [2]. The performance of granular columns 
depends entirely on the characteristics of the 
surrounding material.   

 
The use of stone columns as a ground 

improvement technique in soft cohesive soils is 
increasingly being extended to sites with poorer 
conditions [3]. This is being achieved with the use of 
geosynthetic reinforcement which acts to provide 
additional lateral support to columns, preventing 
excessive bulging and column failure. Although the 
use of geotextile encasement has been investigated 
and implemented on numerous projects, research into 
complex reinforced behavior is ongoing. In addition, 
the concept of using other geosynthetic materials such 
as geogrid for columns, small-scale laboratory testing 
of model sand columns was undertaken. In 
conjunction with this, a numerical modelling study 
was undertaken to further understand the interaction 
between the geogrid, column material and 
surrounding soil. Particular emphasis was placed on 
comparing the behavior of partially encased columns 
to fully encased columns. To simply modelling, the 
side wall friction in the cell was considered negligible 
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and no resistance was applied to the model boundary.  
 
The critical column length is the shortest column 

which can carry the ultimate load regardless of 
settlement [4]. [5] found from their model study that 
the load carrying capacity of the column increases up 
to L/D = 4.1, beyond which there is no increase in 
column capacity. [6] suggested a minimum L/D ratio 
of 4.5, which is required to develop the full limiting 
axial stress on the stone column. [7], [8] reported 
from their experimental study that L/D ratio of 
minimum 6 is required to develop the full limiting 
axial stress on the column. [9] found out from their 
model study that the critical length to be 4–5 D for 
example beyond this length of stone column, no 
significant increase in its capacity has been observed. 
[10] supports the hypothesis of a critical column 
length corresponding to about six column diameters. 

 
Columns longer than critical length did not show 

further increase in load-carrying capacity, however, 
longer columns may be needed to control the 
settlements. Accordingly, rational decisions can be 
taken to tailor design of stone column installations to 
achieve maximum performance at optimum cost. 
 

In this study, bottom ash not only used to improve 
the soft soil strength as it also can reduce the need to 
quarry rock, since bottom ash is used as a substitute 
for natural crushed rock. In addition, it can reduce the 
need to dispose the product to landfill storage. Hence, 
using this material is more sustainable and 
environmentally friendly and avoids the use of natural 
resources such as sand and gravel. However, lime is 
used as a binder to increase the bonding between the 
bottom ash which able to enhance the shear strength 
of the soft soil. Lastly, the undrained shear strength of 
soft clay reinforced with single encapsulated lime 
bottom ash column is determined in order to prove the 
feasibility to implement lime bottom ash column in 
real construction. Thus, varies type of laboratory tests 
need to be conduct based on British Standard (BS) or 
the American Society of Testing Material (ASTM). 
The purpose of this study is to investigate the 
undrained strength of soft clay reinforced with single 
encapsulated lime bottom ash column.  

 
METHODOLOGY  

 
Few tests are conducted toward a small-scale 

model of the bottom ash as granular column and 
kaolin as the soft clay by adding some lime as binder. 
Laboratory tests are conducted to determine the 
characteristics of lime, kaolin and bottom ash based 
on British Standard and American Society of Testing 
Material (ASTM). The model is 50mm in diameter 
and 100mm in height. All the experiments are carried 
out at Soil and Geotechnical Laboratory of Universiti 

Malaysia Pahang. Table 1 shows a list of tests and 
standard used 

 
Installation of Single Lime Bottom Ash Column  

 
In preparing for the installation of Lime Bottom 

Ash Column (LBAC) for the reinforced specimens, 
the holes for the installation of LBAC were drilled 
using drill bit of respective diameter with the 
specimens still inside the mould to prevent it from 
expanding. The lime and bottom ash are installing in 
the holes to achieve relative density of 13.31%.  

 
To maintain a uniform density in each LBAC and 

maintain the lime at 6%, the mass of bottom ash and 
lime used to fill the pre-drilled hole had been based 
on the volume of pre-drilled hole. By referring to this 
method, the same density of 8.15×10−4g/mm3 had 
been produced for every specimen in this study 
 

 
 
Figure 1. Arrangement of installed column in clay 
specimen 
 
Table 1. A list of tests and standard used 
 

Materials Tests Standards 

Kaolin 

Hydrometer 
BS 1377: Part 2 

1990: 9.6 

Standard 

Compaction 

BS 1377: Part 4 

1990: 3.3 

Falling Head 

Permeability 
ASTM D 2434 

Specific Gravity 
BS 1377: Part 2: 

1990: 8.3 

Atterberg Limit 

Liquid Limit 

Plastic Limit 

 

BS 1377: Part 2: 

1990: 4.3 

BS 1377: Part 2: 

1990: 5.3 

Lime Hydrometer 
BS 1377: Part 2 

1990: 9.6 
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Specific Gravity 
BS 1377: Part 2: 

1990: 8.3 

Atterberg Limit 

Liquid Limit 

Plastic Limit 

 

BS 1377: Part 2: 

1990: 4.3 

BS 1377: Part 2: 

1990: 5.3 

Bottom Ash 

Dry Sieve 
BS 1377: Part 2: 

1990: 9.3 

Specific Gravity 
BS 1377: Part 2: 

1990: 8.3 

Standard 

Compaction 

BS 1377: Part 4: 

1990: 3.3 

Constant Head 

Permeability 
ASTM D 2434 

Bottom Ash 

with Lime 

Standard 

Compaction 

BS 1377: Part 4 

1990: 3.3 

Soft Kaolin 

Clay 

Reinforced 

with Single 

Encapsulated 

Lime Bottom 

Ash Column 

 

Unconfined 

Compression Test 

(UCT) 

 

ASTM D 2166 

 
 
RESULTS AND DISCUSSIONS 
 
Physical and Mechanical Characteristics of Kaolin, 
Quicklime, and Bottom Ash 
 

The physical properties of kaolin clay, quicklime, 
and bottom ash have been summarized in Table 2. 
The characteristic of kaolin is nearly same as soft clay 
while bottom ash is almost similar to the natural 
aggregate like sand and fine gravel. In this study, 
quicklime able to increase the bonding between 
bottom ash particles based on its fine particle 
properties 
 
Table 2. Physical and mechanical properties of 
kaolin, quicklime, and bottom ash 
 

Test Parameter Kaolin Lime Bottom 
Ash 

Soil 
Classification 

AASHTO A-6 A-7-5 A-1-a 
(0) 

USCS 
(Plasticity 

Chart) 
MI MV - 

Atterberg 
Limit 

Plastic 
Limit, 𝒘𝒘𝒑𝒑 

(%) 
26 72 - 

Liquid 
Limit, 𝒘𝒘𝑳𝑳 

(%) 
36 61 - 

Plastic 
Index, 𝑰𝑰𝒑𝒑 

(%) 
10 11 - 

Standard 
Compaction 

Optimum 
Moisture 
Content, 
𝒘𝒘𝒐𝒐𝒑𝒑𝒐𝒐 (%) 

20.91 43.00 23.60 

Maximum 
Dry 

Density, 
𝝆𝝆𝒅𝒅(𝒎𝒎𝒎𝒎𝒎𝒎) 

(Mg/𝐦𝐦𝟑𝟑) 

1.53 1.11 1.313 

Small 
Pycnometer 

Specific 
Gravity, Gs 2.62 2.26 2.33 

Falling Head 
Permeability 

Coefficient 
of 

Permeabilit
y, k (m/sec) 

8.96 
x𝟏𝟏𝟏𝟏−𝟏𝟏𝟏𝟏 - - 

Constant Head 
Permeability 

Coefficient 
of 

Permeabilit
y, k (m/sec) 

- - 5.03 
x𝟏𝟏𝟏𝟏−𝟑𝟑  

 
Effect of Single Lime Bottom Ash Colum on Shear 
Strength 
 

The shear strength of all the reinforced specimens 
are proved to be higher than the control sample. 
Meanwhile, the shear strength able to be improve 
after installed the single encapsulate lime bottom ash 
column. Table 3 shows the shear strength results and 
its improvement. 

 
Figure 2 and Figure 3 show the correlation line for 

sample shear strength and improvement shear 
strength of single encapsulated lime bottom ash 
column. From Figure 2 the value of correlation 
cohesion, R2 for diameter 10mm and 16mm are 
0.9124 and 0.7443 respectively. Whereas, From 
Figure 3 the value of correlation cohesion, R2 for 
diameter 10mm and 16mm were 0.9255 and 0.6767 
respectively. If the value of correlation cohesion, R2 
nearer to 1, thus means the result is more accurate. 
 
Table 3. Shear strength results and its improvement 
 

Height 
Penetratio

n Ratio, 
𝑯𝑯𝒄𝒄/𝑯𝑯𝒔𝒔  

Shear Strength, 𝑺𝑺𝒖𝒖 
(kPa) 

Averag
e Shear 
Strengt

h, 𝑺𝑺𝒖𝒖 
(kPa) 

Improveme
nt of Shear 
Strength, 
∆𝑺𝑺𝒖𝒖 (%) 1 2 3 

Controlled Sample 

0 11.5
9 

12.4
3 

11.9
8 12.00 - 

Single Encapsulated Lime Bottom Ash Column (10mm) 

0.6 17.3
3 

16.2
8 

18.0
7 17.23 43.58 

0.8 18.2
7 

17.0
8 

18.6
6 18.00 50.00 

1.0 17.9
3 

17.1
0 

18.6
6 17.90 49.17 
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Single Encapsulated Lime Bottom Ash Column (16mm) 

0.6 17.4
2 

16.7
4 

15.5
4 16.57 38.08 

0.8 17.0
8 

17.5
4 

16.7
4 17.12 42.67 

1.0 16.3
5 

15.9
4 

15.5
0 15.93 32.75 

 

 
 
Figure 2. Correlation graph of shear strength with 
height penetration ratio for single lime bottom ash 
column with diameter 10mm and 16mm 
 

 
 
Figure 3. Correlation graph of improvement shear 
strength with height penetration ratio for single lime 
bottom ash column with diameter 10mm and 16mm 

 
Morphological Properties 
 

From the Scanning Electron Microscope (SEM), 
the particles of the lime bottom ash were greyish, 
spherical and had rough, gritty surface textures. Some 
of the particles were spherical whereas there are also 
popcorn type particles. The surfaces of the particles 
are observed to have pores and dusty. The the 
appearance of the bottom ash particles is porous, 
angular and irregular in shape and possesses a rough 
texture by using microscope. Figure 4 And Figure 5 
show Morphology images of lime bottom ash by 
SEM at 10μm and 100 μm magnification. Based on 
the figures, quicklime can enhance the bonding 
between bottom ash particles 

 
Figure 4. Morphology images of lime bottom ash by 
SEM at 10μm magnification 

 

 
 
Figure 5. Morphology images of lime bottom ash by 
SEM at 100μm magnification 
 

CONCLUSIONS 
 
The major focus of this study is to check out whether 
there is any improvement on undrained shear strength 
of soft kaolin soil after reinforced with single 
encapsulated lime bottom ash column with two 
different column diameters and different length of 
penetration. Based on laboratory test results analysis, 
the following conclusions can be made: 

 
1. Kaolin characterized as MI by referred to Unified 

Soil Classification System (USCS) which 
indicates that it was medium plasticity silts based 
on its liquid limit (36%) and plasticity index 
(10%). The specific gravity of kaolin is 2.62 and 
it also classified as clayey soil, A-6, based on 
AASHTO classification system. This is because 
kaolin clay is well graded and its grain size is in 
the range between clay to fine silt. From the 
compaction test, the result show that maximum 
dry density, ρd(max) for kaolin is 1.53Mg/m3 
with the optimum moisture content of 20.91%. 
Other than that, the permeability coefficient of 
kaolin is 8.96 x 10−12m/s. 
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2 Tanjung Bin bottom ash that used in this study 
was categorized as A-1-a group which consisting 
predominantly of stone fragments or gravel, 
either with or without a well-graded binder of 
fine material. The maximum dry density of 
bottom ash is 1.313Mg/m3 while its optimum 
moisture content is 23.60% based on the result of 
the compaction test. Its specific gravity is 2.33. 
However, the permeability coefficient of bottom 
ash is 5.03 x 10−3m/s which mean it has a good 
drainage characteristic that able to discharge 
water.  

 
3 For quicklime, it characterized as by referred to 

the Unified Soil Classification System (USCS). 
From the result, it shows that its liquid limit is 
71% while its plasticity index is 10% thus 
considered as low plasticity silt. Besides that, the 
specific gravity of quicklime is 2.26. According 
to the AASHTO classification system, this kaolin 
to be classified as clayey soil, A-7-5 which 
proved that it has moderate plasticity indexes in 
relation to liquid limit and may be highly elastic 
as well as subject to considerable volume change. 
Moreover, the maximum dry density for 
quicklime is 1.11Mg/m3 with optimum moisture 
content 43.00%. 

 
4.  Installation of single encapsulated lime bottom 

ash column into kaolin soil can enhance the shear 
strength of the soft soil. For the result, it shows 
that with the installation of single encapsulated 
lime bottom ash column of diameter 10mm with 
penetration ratio Hc/Hs of 0.6, 0.8 and 1.0, it can 
increase the shear strength from 12kPa up to 
17.23kPa, 18.00kPa and 17.90kPa respectively. 
However, for the single encapsulated lime bottom 
ash column of diameter 16mm with penetration 
ratio Hc/Hs of 0.6, 0.8 and 1.0, the shear strength 
increase from 12kPa up to 16.57kPa, 17.12kPa 
and 15.93kPa respectively. 
 

5.  In this study, the installation of single 
encapsulated lime bottom ash column proved that 
it able to improve the shear strength of kaolin soil. 
Based on the test conducted, the installation of 
10mm diameter of single encapsulated lime 
bottom ash column with area replacement ratio of 
4% can improve the shear strength of kaolin up to 
43.58%, 50.00% and 49.17% at sample 
penetration ratio, Hc/Hs of 0.6, 0.8 and 1.0 
respectively. However, for the 16mm diameter of 
single encapsulated lime bottom ash column with 

area replacement ratio of 10.24%, it can improve 
the shear strength up to 38.08%, 42.67% and 
32.75% at sample penetration ratio, Hc/Hs of 0.6, 
0.8 and 1.0 respectively. This shows that the 
improvement of shear strength does not fully rely 
on the column penetration ratio. 
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ABSTRACT 

 
We have found that the adsorption immobilization of the serine protease α-chymotrypsin (α-CT) onto bamboo 

charcoal powder (BCP), which is a kind of biochar, improves the transesterification rate of N-acetyl-L-tyrosine 
ethyl ester (N-Ac-Tyr-OEt) with n-butanol (BuOH) in 9 organic solvents. Organic solvents strongly affected the 
catalysis of BCP-adsorbed α-CT. The transesterification rate of BCP-adsorbed α-CT was much superior to that of 
free α-CT in every organic solvent. Especially, the transesterification rate of BCP-adsorbed α-CT was about 760 
times higher than that of free α-CT in n-butyl acetate. 
 
Keywords: Biochar, Adsorption, Enzymatic catalysis, Solvent effect 
 
 
INTRODUCTION 

 
An enormous amount of greenhouse gas such as 

CO2 has recently been emitted from industries, and 
thereby has caused serious global warming problems 
[1], [2]. Accordingly, the application of biomass 
materials, which are carbon neutral, to energies and 
functional materials is crucial to reduce greenhouse 
gas emissions [3], [4]. However, most of biomass 
materials such as forestry residues have hardly been 
utilized in the field of functional materials. 
Accordingly, the development in the high value-
added application of biomass materials has been 
desired to provide the multiple effective utilization 
system of biomass materials. 

Enzymes are biocatalysts, which exhibit their 
outstanding biological activity under mild conditions, 
and have widely been used in pharmacy, 
biotechnology, and chemical industry [5]-[7]. Typical 
applications of enzymes are biotransformation, 
biosensor, biofuel cell, and so on. Enzymes are 
generally stable in a cell. However, they are gradually 
denatured and inactivated under various physical and 
chemical stresses such as heat, organic solvents, and 
so on [8]. In order to enhance the stability of enzymes 
used in vitro, enzyme immobilization, where enzyme 
molecules are attached to solid carriers, has widely 
been used [9]-[11]. The main required features of 
enzyme carriers are chemical stability, thermal 
stability, insolubility under reaction conditions, high 
affinity to enzymes, biocompatibility, presence of 
reactive functional groups, availability, price, 
regeneration, reusability, and so on. When enzymes 
are immobilized onto carriers through adsorption, the 
catalytic activity, specificity, and stability of enzymes 
are influenced by the nature of carriers. Accordingly, 
the performance of enzymes can be enhanced by 
selecting an appropriate carrier.  

In order to apply biomass materials to enzyme 
carriers, we have so far examined the adsorption of 
enzymes onto biochar, which is derived from biomass 
materials such as forestry residues. We have found 
that enzymes are effectively adsorbed onto biochar 
[12], [13], and biochar-adsorbed enzymes exhibit the 
high thermal stability in water [14]-[17]. Moreover, 
we have reported that the adsorption of enzymes onto 
biochar sufficiently improve the enzyme activity in 
acetonitrile [18], [19].  

In our present work, we have assessed how the 
nature of organic solvents affects the catalysis of 
enzymes adsorbed onto biochar in organic solvents. 
We have used bovine pancreas α-chymotrypsin (α-
CT) as a model protein since it is well investigated 
regarding its structure, functions, and properties [20]. 

 
MATERIALS AND METHODS  

 
Materials 

 
α-Chymotrypsin (EC 3.4.21.1 from bovine 

pancreas) (type II, 52 units/mg solid)( α-CT) was 
purchased from Sigma-Aldrich Co. (St. Louis, USA). 
N-Acetyl-L-tyrosine ethyl ester (N-Ac-Tyr-OEt) and 
N-acetyl-L-tyrosine (N-Ac-Tyr-OH) were also from 
Sigma-Aldrich Co. (St. Louis, USA). Organic 
solvents used in the present work were of guaranteed 
grade, and were obtained from Kanto Chemical Co. 
(Tokyo, Japan). All organic solvents were dried by 
storing them over dry 0.3 nm molecular sieves (Wako 
Chemical Co.) for at least 24 h prior to use. 
 
Preparation of Bamboo Charcoal Powder 
 

To prepare bamboo charcoal as a biochar, under 
nitrogen atmosphere, bamboo waste was dried at 
180 ℃ for 2 h, was pyrolyzed at 450 ℃ for 2 h, was 



SEE - Nagoya, Japan, Nov.12-14, 2018 

481 
 

carbonized at 350 ℃ for 3 h, and then was cooled at 
100 ℃ for 1 h by pyrolyzer (EE21 Pyrolyzer, EEN 
Co. Ltd., Japan) [19].  Bamboo charcoal powder 
(BCP) was obtained by grinding the resultant bamboo 
charcoal with jet mill (100AS, Fuji Sangyo Co. Ltd., 
Japan).   
 
Characterization of Bamboo Charcoal Powder 
 

The SEM micrograph was obtained using a 
scanning electron microscope (JSM-7500FA, JEOL, 
Japan) operating at 15 kV. The sample for SEM was 
prepared on a carbon tape without vapor deposition. 

All samples were outgassed at 300oC for 8 h 
prior to the nitrogen adsorption measurements. The 
specific surface area of BCP was obtained using a 
micropore system (BELSORP-mini II, BEL 
JAPAN, INC.), and the pore size distribution was 
calculated with the use of the micropore analysis 
method (MP method).   

The surface of BCP was analyzed by X-ray 
photoelectron spectroscopy (XPS) (Quantum-2000, 
ULVAC-PHI Co. Ltd.) operating at an x-ray beam 
size of 100 μm. 

 
Adsorption of α-Chymotrypsin onto Bamboo 
Charcoal Powder 
 

As a typical procedure, 5 mL of 0.01 M 
phosphate buffer solution at pH 7 containing 300 μM 
α-CT and 3 g/L BCP was placed in a 10-mL test tube 
with a screw cup, and was incubated at 25 ℃ and 120 
rpm for 24 h.  After adsorption, the mixture was 
filtrated with a membrane filter (pore size: 0.1 μm, 
Millipore Co. Ltd.). The amount of α-CT adsorbed 
onto BCP was calculated by subtracting the amount 
of α-CT included in the supernatant liquid after 

adsorption from the amount of α-CT in the aqueous 
solution before adsorption. The amount of α-CT was 
measured at 280 nm by UV/vis spectrophotometer 
(UV-1800, Shimadzu Co. Ltd.). 
 
Measurement of Catalytic Activity of α -
Chymotrypsin 
 

The standard reaction for transesterification was 
carried out as follows: Three milliliter of an organic 
solvent containing 0.2%(v/v) water, 10 mM N-Ac-
Tyr-OEt, 1000 mM n-butanol, 1 mM acetanilide, and 
free α-CT or BCP-adsorbed α-CT (30 μM) was placed 
in a 4 mL screw-cap vial, and was incubated at 120 
rpm and 25 oC. The amounts of the reaction 
components were periodically determined with 
HPLC (Shimadzu LC-10A) (Shimadzu Co., Kyoto, 
Japan) using a TSK-GEL ODS-80TM column (Tosoh 
Co., Tokyo, Japan) eluted with water-acetonitrile (6:4 
by volume) at 0.5 mL/min with detection at 270 nm.  
Acetanilide was used as an internal standard. 

 
Measurement of Fourier Transform Infrared 
(FTIR) Spectroscopy   
 

FTIR measurements of free α-CT and BCP-
adsorbed α-CT were carried out using a Jasco FT/IR 
spectrometer model FT/IR-4100. A KBr pellet 
containing 0.5 mg of free α-CT or BCP-adsorbed α-
CT powder per 100 mg of KBr was prepared, and 
the measurements were performed using 512 scans 
under 4.0 cm-1 resolution. 

 
RESULTS AND DISCUSSION 
 
Characterization of Bamboo Charcoal Powder 
 

Bamboo charcoal has been prepared by 
pyrolyzing bamboo waste at low temperatures under 
nitrogen atmosphere to produce functional groups, 
which were used as a binding site for the adsorption 
of enzymes. The resultant bamboo charcoal was 
grinded by jet mill to obtain the fine bamboo charcoal 
powder (BCP), whose diameter was about 7 μm. 

The surface area of BCP was 294 m2/g, and was 
similar to that of a conventional wood charcoal. 
Figure 1 shows the pore size distribution of BCP. The 
range of pore diameter was mainly from 0.6 nm to 1.2 
nm, and was much smaller than the size of α-CT since 
the size of α-CT is 5.1 x 4.0 x 4.0 nm [20]. This result 
indicates that most of enzymes is adsorbed onto the 
surface of BCP in direct contact with bulk organic 
solvents during the enzymatic reaction in organic 
solvents. 

Figure 2 shows the scanning electron 
micrograph of BCP. The surface of BCP looked like 
smooth. As mentioned above, since the pore size of 
BCP was the order of micropores, the pores on the 

Fig. 1 Pore size distribution of bamboo charcoal 
powder (BCP). 
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surface of BCP might not be observed under the 
magnification measured in the present work. 

The chemical property of the surface of BCP has 
been measured by X-ray photoelectron spectroscopy 
(XPS). The elemental composition and binding state 
from the surface to 3~5 nm depth can be detected by 
XPS. As shown in Table 1, aromatics, aliphatics, 
single C-O bond (alcohol, ether, phenol, C-OH of an 
enol-keto group), double bonded carbon oxygen 
groups, carbonyl, quinone, and carboxyl groups were 
mainly detected by waveform separation of C1 peaks 
of narrow scan spectrum. 

The amount of α-CT adsorbed onto BCP was 9.8 
μmol/g. The charge of α-CT was positive in the buffer 
solution at pH 7 since the isoelectric point of α-CT is 
9.1 [20]. On the other hand, the ζ-potential of BCP 
was negative at pH 7 in the buffer solution at pH 7 
[12]. These indicate that the electrostatic force 
between the positively-charged α-CT molecules and 
the negatively-charged surface of BCP mainly 
contributes to the adsorption of α-CT onto BCP. 
 
Solvent Dependence of Conformation of BCP-
Adsorbed α-CT 
 

There have been some reports that the native 
conformation of enzymes may be altered when 
enzymes are immersed in organic solvents [21], [22]. 

Table 2 shows the ratio of the absorbance at 1650 cm-

1 to the absorbance at 1630 cm-1 (ABS1650/ABS1630) of 
free α-CT and BCP-adsorbed α-CT after they were 
immersed in organic solvents for 24 hr. The bands at 
ca. 1650 and 1630 cm-1 are respectively assignable to 
α-helix and intramolecular β-sheet, which are 
secondary structures of enzymes [23]. Before the 
solvent immersion, the absorbance ratio 
(ABS1650/ABS1630) of BCP-adsorbed α-CT was 
greater than that of free α-CT. The absorbance ratio 
(ABS1650/ABS1630) of BCP-adsorbed α-CT after the 
solvent immersion was different from that before the 
solvent immersion. Likewise, the absorbance ratio 
(ABS1650/ABS1630) of free α-CT was altered by the 
solvent immersion. Moreover, the absorbance ratio 
(ABS1650/ABS1630) of BCP-adsorbed α-CT after 
acetonitrile immersion was almost similar to that after 
n-octane immersion, while the absorbance ratio 
(ABS1650/ABS1630) of free α-CT after acetonitrile 
immersion was smaller than that after n-octane 
immersion. The α-helical structure of α-CT molecule 
is more changeable than β-sheet, since the β-sheet 
structure is the main backbone of α-CT molecule 
[20]. Consequently, the higher absorbance ratio 
corresponds to the higher secondary structure. Those 
results indicate that the conformation of BCP-
adsorbed α-CT is hardly influenced by the nature of 
solvents, compared to the case of free α-CT. 
 
Solvent Dependence of Catalysis of BCP-
Adsorbed α-CT   
 

Figure 3 shows the α-CT -catalyzed reaction 
scheme [24], [25]. When N-acetyl-L-tyrosine ethyl 
ester (N-Ac-Tyr-OEt) is used as a substrate, the 
enzymatic reaction proceeds by the formation of 
enzyme intermediates between the active site of 
enzymes and the substrate. In water α-CT catalyzes 
the hydrolysis reaction of N-acetyl-L-tyrosine ethyl 

Table 1 Waveform separation of C1s peaks. 

Peak number Band Binding energy (eV) Atomic percentage (%) 

1 C-C, C-H 284.78 63.87 

2 C-O 286.12 10.93 

3 O-C-O 287.1 3.29 

4 C=O 288.48 2.57 

5 COOH 289.48 0.03 

 
Table 2 Ratio of the absorbance at 1650 cm-1 to the absorbance at 1630 cm-1  

(ABS1650/ABS1630) of free α-CT and BCP-adsorbed α-CT provided by the  

FTIR measurement after the solvent immersion. 

Solvent ABS1650/ABS1630 (-) 

 Free α-CT BCP-adsorbed α-CT 

None 1.14 1.47 

Acetonitrile 1.15 1.51 

n-Octane 1.20 1.53 

 

Fig. 2 SEM image of bamboo charcoal 
powder (BCP). 

Fig. 3 Reaction scheme of α-CT-catalyzed 
transesterification of N-acetyl-L-tyrosine ethyl 
ester (N-Ac-Tyr-OEt) with n-butanol (BuOH) 
to N-acetyl-L-tyrosine butyl ester (N-Ac-Tyr-
OBu) and competing hydrolysis (N-Ac-Tyr-
OH). 
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ester (N-Ac-Tyr-OEt) with water to give N-acetyl-L-
tyrosine (N-Ac-Tyr-OH). On the other hand, in 
organic solvents α-CT mainly catalyzes the 
transesterification reaction of N-acetyl-L-tyrosine 
ethyl ester (N-Ac-Tyr-OEt) with another substrate, n-
butanol (BuOH) to produce N-acetyl-L-tyrosine butyl 
ester (N-Ac-Tyr-OBu). Thus α-CT, which is 
hydrolase, can beneficially catalyze the synthetic 
reaction in organic solvents, although expensive 
energy substances such as adenosine triphosphate 
(ATP) are needed to take place conventional synthetic 
reactions by enzymes in water [24]. 

The catalysis of free α-CT and BCP-adsorbed α-
CT was markedly dependent upon the nature of 
organic solvents as shown in Fig. 4. The catalytic 
activity of BCP-adsorbed α-CT was much superior to 
that of free α-CT in organic solvents. The 
transesterification rate of free α-CT in n-octane 
exhibited 813-fold, compared to that in n-butyl 
acetate, while the transesterification rate of BCP-
adsorbed α-CT in n-octane was 1.3 times greater than 
that in n-butyl acetate.   

Figure 5 shows the relation between the catalytic 
activity and the hydrophobicity defined as log P 
where P is a partition coefficient for a given solvent 
between n-octanol and water [26]. The 
transesterification rate of free α-CT and BCP-
adsorbed α-CT increased with an increase in the 

hydrophobicity of organic solvents. Likewise, the 
hydrolysis rate of free α-CT and BCP-adsorbed α-CT 
tended to increase with increasing the hydrophobicity 
of organic solvents. The hydrophobicity contributes 
to the partition of water between enzyme molecules 
and the bulk organic phase in reaction systems [27], 
[28]. When a certain amount of water is added into 
organic solvents, the amount of water associated with 
enzyme molecules increases in an increase in the 
hydrophobicity of organic solvents. Thereby, the 
flexibility of enzyme molecules, which is essential for 
catalytic activity, is enhanced by the hydration of 
enzyme molecules, and then the catalytic activity 
increases. On the other hand, hydrolysis reaction is 
promoted by water molecules around enzymes. As 

Fig. 4 Solvent dependence of transesterification 
catalyzed by free α-CT (A) and BCP-adsorbed α-
CT (B). Free or BCP-adsorbed α-CT was placed 
in the organic solvent containing 0.2%(v/v) 
water, 10 mM N-Ac-Tyr-OEt, 1000 mM BuOH, 
and 1 mM acetanilide, and the resulting mixture 
was shaken at 120 rpm and 25 oC. 

Fig. 5 Relationship of log P of organic solvents 
with transesterification rate (A) or hydrolysis 
rate (B) of free α-CT and BCP-adsorbed α-CT. 
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shown in Fig.5, the transesterification rate of BCP-
adsorbed α-CT was much superior to that of free α-
CT at the low hydrophobicity. For instance, the 
transesterification rate of BCP-adsorbed α-CT was 
about 760 times higher than that of free α-CT in n-
butyl acetate (log P = 1.7). Moreover, BCP-adsorbed 
α-CT depicted the high transesterification rate in 
acetone and acetonitrile, compared to the case of free 
α-CT. An enzymatic reaction in hydrophilic solvents 
has the advantage of the solubility of a variety of 
substrates including drug derivatives, which are 
poorly soluble in hydrophobic solvents [29]. As 
discussed above, since the native conformation of 
BCP-adsorbed α-CT was maintained in hydrophilic 
organic solvents, BCP-adsorbed α-CT could exhibit 
the high catalytic activity, compared to the case of 
free α-CT. On the other hand, no correlation between 
the catalytic activity and the other parameter (e.g. 
dielectric constant, hydrogen bonding parameter, 
solubility parameter, and viscosity) was shown. 
 
CONCLUSION 
 

We have demonstrated that the nature of organic 
solvents affects the catalysis of free α-CT and BCP-
adsorbed α-CT. BCP-adsorbed α-CT exhibited the 
high catalytic activity, compared to the case of free α-
CT in organic solvents. Especially, the 
transesterification rate of BCP-adsorbed α-CT was 
much superior to that of free α-CT in hydrophilic 
organic solvents. The native conformation of BCP-
adsorbed α-CT did not change with the nature of 
organic solvents, while that of free α-CT changed to 
some extent. 
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ABSTRACT 

 
In the present work, efforts to decrease unit weighs of the geopolymer mortar around 2,400 kilograms per cubic 

meter to be lightweight aerated geopolymer which density lower than 1,800 kilograms per cubic meter and study 
the properties of lightweight aerated geopolymer based on binders composed of high calcium fly ash, and 
aluminium powder was studied. Compressive strengths and densities of lightweight geopolymers with aluminium 
powder contents of 0-0.20%wt, NaOH concentrations of 7.5-12.5 molars, liquid to fly ash ratios of 0.45-0.65, 
Na2SiO3 to NaOH ratios of 0.33-1.5, sand to fly ash ratio of 0.6-1.4, curing temperatures of 25-100 degree Celsius, 
and curing period of 1-24 hours. were tested. In addition, SEM and ultrasonic pulse velocity of lightweight aerated 
geopolymer were determined. Results showed that the lightweight aerated geopolymer high calcium fly ash and 
aluminium powder with the 28-day compressive strength of 1.2-12.6 MPa and densities of 770-1,560 kilogram 
per cubic meter, with satisfactory strength could be made. 
 
Keywords Geopolymer, High Calcium fly ash, Aluminium powder, Lightweight aerated Geopolymer, Curing. 
 
 
INTRODUCTION 

 
The unit weight of normal concrete is 2,300 - 

2,500 kg/m3 which contributes a large dead load on 
the building design.  Lightweight concrete as shown 
in Table 1 has thus been invented to reduce the unit 
weight and in effect reduce the dead weight of the 
structure. Lightweight concrete with unit weight less 
than 1,800 kg/m3 [1] but still maintains the required 
compressive strength for various tasks. For example, 
lightweight structural concrete is defined as concrete 
with compressive strength more than 17.0 MPa and a 
28- day air-dried unit weight not exceeding 1,850 
kg/m3 [2]. Special structural lightweight concrete 
with a density of 1,725 kg/m3 and maximum 
compressive strength of 60.0 MPa has been reported 
[3]. Lightweight concrete can be used in roof decks 
and floors or lightweight concrete masonry block. 
 
Table 1 Classification of concrete in accordance with 

unit weight [1] 

Classification 
Unit Weight 

(kg/m3) 
Ultra-lightweight concrete <1200 

Lightweight concrete 1200 < UW < 1800 

Normal-weight concrete ~2400 
Heavyweight concrete >3200 

 
Lightweight can be divided into three categories. 

The first type is no-fine concrete (NFC) consisting of 
cement, coarse aggregate, and water with no sand. 
The cement paste is coated around the coarse 
aggregate and provide point-to-point contact to leave 
interstitial voids. The second type is lightweight 
aggregate consisting of both coarse and fine 
lightweight aggregate for producing lesser unit 
weight concrete. Lightweight aggregates were drawn 
from 2 sources viz., natural materials such as pumice 
stone and burnt clay, and synthetic materials such as 
foam and plastic. The last type is aerated and foamed 
concrete with voids in the hardened cement paste or 
mortar matrix causing low-density. This type of 
concrete can be divided into two main types; foam 
concrete and aerated concrete. Foam concrete is 
obtained by mixing cement paste or mortar with 
stabilized foam. After hardening, the foam cells form 
concrete of a cellular structure [4]. Foam filling is 
divided into two processes; the first drawing foam 
from foam machine and injecting into concrete for 
mixing and second filling foaming agent into mortar 
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admixture then mixing by the high shear mixer. 
Aerated concrete mostly related with this study since 
aerated or gas concrete can be mixed with or without 
aggregates which fizz within concrete by a chemical 
reaction between hydrate calcium oxide and 
aluminium following equation (1). 

 
2Al+3Ca(OH)2+6H2O = 3CaO.Al2O3.6H2O+3H2 (1) 
 
However to obtain good quality aerated concrete,  the 
products need autoclaving at a temperature of 175°C 
and a pressure of 8 atm [4]. The manufacturing thus 
requires high energy and also involves high budget in 
the assembly line. 

However, the essential material for autoclaved 
aerated concrete is Portland cement which constitutes 
the cost and environmental considerations. The 
production of Portland cement in 2014 was around 
4.3 billion tons [5] The production of 1 ton of cement 
produces nearly 1 ton of CO2 emission [6]. 
Geopolymer is an alternative binder with lower 
carbon dioxide emission than Portland cement with 
many similar or better qualities such as heat-resistant, 
high performance and chemical-resistant [6]. Besides 
good quality,  a number of recycled waste materials 
can be used for producing geopolymer [7] [8] [9] with 
the implication that it is liable to be significant 
cementing material in the future. It is synthesized 
using starting material rich in silica and alumina and 
activated with a high alkali solution at normal room 
temperature or higher temperatures of 40-80 oC [10] 
[11]. 

In the alkaline environment of geopolymer, 
aluminium powder can react and form hydrogen [12]  
[13]. The reaction between NaOH and aluminium is 
used to produce lightweight aerated geopolymer [14] 
[15] [16].  The present paper aims to produce 
lightweight aerated high calcium fly ash-based 
geopolymer mortars using aluminium powders. The 
density, compressive strength, microstructure and 
spatial distribution of void were studied. With the 
different amount of aluminium powder, NaOH 
concentration, liquid/fly ash ratio, Na2SiO3/NaOH 
ratio, sand/fly ash ratio, various curing temperatures 
and curing periods. 

 
EXPERIMENTAL PROGRAM  
 
Materials 

 
The fly ash from Mae Moh power station in the 

north of Thailand was used as a starting material with 
basic qualities as shown in Table 2 and the chemical 
composition analyzed by X-ray fluorescence (XRF) 
technique as shown in Table 3. The chemical 

composition of 64.3% of SiO2+Al2O3+Fe2O3 and 
23% CaO indicate that it is a high calcium fly ash 
according to ASTM C 618 [18]. From the XRD 
analysis, it consists mainly of amorphous phase with 
some peaks of crystalline phases of magnetite, 
magnesioferrite, dachiardite, and calcium aluminum 
oxide as shown in Fig. 1. This lot of fly ash was rather 
fine with the Blaine fineness of 5,100 cm2/g. The fly 
ash particles are spherical with a smooth surface as 
shown in Fig. 2. The aluminium powder with the 
minimum assay of 93.0 % is irregular in shape as 
shown in Fig.3. River sand passed sieve #50 (300 um) 
and retained on sieve #100 (150um), with basic 
properties as shown in Table 2 was used. The 7.5, 10, 
and 12.5 molars (M) NaOH solutions and sodium 
silicate (Na2SiO3) solution with 15.32% Na2O, 
32.87% SiO2, and 51.8% water were used as alkali 
activators.  
 

 
Fig. 1 XRD patterns of fly ash. A-Magnetite: 

Fe3O4;C-Magnesioferrite: Fe2MgO4;D-
Dachiardite:Na1.1K.7Ca1.7Al5.2Si18.8O48 
(H2O)12.7; N-Calcium Aluminum Oxide: 
CaAl2O4. 

 

 
Fig. 2 SEM micrograph of fly ash powder 
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Fig. 3 SEM micrograph of aluminium metal fine 

powder 
 

Table 2 Physical properties of materials 

Materials Fly ash Sand 

Specific gravity 2.49 - 
Fineness by Blaine air 
permeability (cm2/g)   5,166.00  - 

Fineness modulus - 1.00 

Density (kg/m3) - 2.60 

Water absorption (%) - 3.63 
 
Table 3 Chemical composition of Fly Ash (by weight) 

Chemical composition Content (wt. %) 
SiO2 30.58 
CaO 22.81 

Al2O3 17.10 
Fe2O3 16.60 
SO3 5.64 

MgO 2.24 
K2O 2.21 
Na2O 1.47 
TiO2 0.53 
P2O5 0.21 
BaO 0.15 
SrO 0.14 

MnO 0.12 
L.O.I. 0.20 

 
Mix proportion 
 
Mix compositions 

From the preliminary test, a mix with NaOH 
concentration 10 molar, liquid to ash ratio (L/A) of 
0.55, sodium silicate/ sodium hydroxy ratio (NS/NH) 
of 1.5, sand/ash ratio (S/A) of 1, curing temperature 
of 40 C, curing period of 24 hr. and test age of 28days 
was used as the standard mix. Eight series of mixes 

were summarized in Table 4.  
 
Table 4 Weight ratios of geopolymer lightweight 

mixes 
Series Variant Unit 
AL 0.0(A),0.05(B),0.1(F),0.15(J),0.2(K) % 
NH 7.5(E),10(F),12.5(G) M 
LA 0.45, 0.55(F),0.65 - 
SH 3/2,3/3,2/3(F),1/3 - 
SA 0.6(H),0.8,1.0(F),1.2,1.4(D) - 
CT 25(I),40(F),60,80,100('C) oC 
TC 1,3,6,12,24(F) hr. 
DA 3,7,14,28 Day 

Note: 
AL: Percent of Aluminium powder by weight of fly 
ash, NH: NaOH concentration, LA: Liquid 
alkaline/ash ratio, SH: Sodium silicate/NaOH ratio, 
SA: Sand/ash ratio, CT: Curing temperature, CP:  
curing period, DA: Age of sample 
 
Details of mixing 
 

The mixing process began with mixing fly ash and 
sodium hydroxide solution for three minutes. After 
that, sand was added, and mixing was continued for 
minutes. Sodium silicate and aluminium powder were 
then added and mixed for another 3 minutes. The 
fresh mortar was placed into 50 mm cube molds. The 
samples were left to expand for 30 minutes and 
leveled off the excess. The samples were left in a 
controlled 25 °C room for 24 hr. Finally, the 
specimens were demolded and wrapped with plastic 
sheet and stored in a 25°C and 50% RH controlled 
room. 

 
Details of test 
 

The unit weight of aerated geopolymers was 
determined as described in ASTM C 138/C138M-14 
[17]. The compressive strength was tested after the 
unit weight determination in accordance with ASTM 
C109/C109M-13 [18]. The report results are the 
average of three samples. The test of ultrasonic pulse 
velocity (UPV) was done in accordance with ASTM 
C597 [19]. The microstructure of sample was studied 
with SEM. 
 
RESULTS AND DISCUSSIONS 
 

Fig.4 showed that Physical description of 
lightweight geopolymer when sample gets a hard 
status that clearly when add more aluminium powder 
there was more pore on the sample surface. 
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Fig. 4 Physical description of lightweight 

geopolymer 
Aluminium powder contents (Series AL) 
 

The results of density and compressive strength of 
lightweight aerated geopolymers with various 
aluminium powder contents are shown in Fig. 5. The 
density and compressive strength decreased with the 
increasing aluminium powder contents as expected. 
The density of geopolymer was in the range of 750-
1,950 kg/m3 with the corresponding strength range of 
1.20-3.70 MPa. The 28-day compressive strength of 
samples with aluminium powder contents of 0, 0.05, 
0.10, 0.15, and 2.0 % were 3.71, 2.84, 2.35, 1.73, and 
1.22 MPa, respectively. The increase in aluminium 
powder contents increases the air bubbles [15] and 
thus reduce the strength of the sample which accord 
with SEM analysis in Fig.6. Shows structure 
deteriorated when more bubbles were added. 

 

 
 

Fig. 5 Compressive strength and density at 7 and 28 
days of lightweight geopolymer at various 
aluminium powder contents (Series AL) 

 

  

  
 
Fig.6 SEM of sample A, B, F and J Order from left to 
right and top to bottom, respectively. 
 
NaOH Concentration (Series NH) 
 

The results of the effects of NaOH solution 
concentrations on density and compressive strengths 
of lightweight aerated geopolymer are shown in Fig. 
7. The increase in NaOH concentration resulted in the 
reduction in density and compressive strength. For 
normal high calcium fly ash geopolymer, the increase 
in NaOH concentration enhanced the dissolution of 
fly ash [20], but the very high  NaOH concentration 
resulted in the increased viscosity of the mix and the 
polycondensation was hindered [21]. The NaOH 
concentration for optimum strength is around 10 M. 
For the system with aluminium powder; the low 7.5 
M NaOH resulted in high density and high strength 
mixture. The relatively high density was a result of 
the formation of a low amount of bubble. At low 
NaOH concentration, the setting time of geopolymer 
was rather fast due to the high calcium ion content. 
The fast setting characteristic resulted in the 
stiffening of the matrix and thus hindered the 
formation of a bubble. For the mix with high NaOH 
concentrations of 10 and 12.5 M, the leaching out of 
calcium ions was suppressed and the setting time was 
lengthened. The matrix was thus less stiff than that 
with low 7.5 M NaOH mix and the formation of the 
bubble could continue resulting in the lower density 
geopolymer and lower strength as well. After 
considered SEM Fig.8 found that the texture of 
sample E had most density but in sample G, the 
surface of fly ash able to react but not much in density 
like sample E and F 
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Fig. 7 Compressive strength and density at 7 and 28 

days of lightweight geopolymer at various 
NaOH Concentration (Series NH) 

 

  
Fig.8 SEM of sample E and G Order from left to right 
and top to bottom, respectively. 
 
Liquid alkaline to fly ash ratio (Series LA) 
 

The results of density and compressive strength 
of lightweight aerated geopolymer with various liquid 
alkaline to fly ash ratios are shown in Fig. 9. The mix 
with L/A ratio of 0.55 had the lowest density of 1,100 
kg/m3 and lowest compressive strength of 4. 6 MPa. 
At low L/ A ratio of 0. 45, the workability of the 
mixture was low due to the low liquid in the mix. The 
formation of the bubble was hindered in this case as 
the paste was too stiff resulting in high density and 
slightly high strength geopolymer.  Increase in the 
liquid portion to L/ A ratio of 0. 55 resulted in a 
mixture with adequate workability which allowed the 
bubble to form and resulted in the geopolymer with 
required low density.  Further increase in the liquid 
portion to L/ A ratio of 0. 65 resulted in a high 
workability mix with low ability to retain the formed 
gas resulted in a high-density geopolymer.  It is thus 
very important to use the proper amount of liquid to 
ash ratio to obtain an optimum mix with required low 
density with adequate strength.  
 

 
 
Fig. 9 Compressive strength and density at 7 and 28 

days of lightweight geopolymer at various 
Liquid to Fly Ash Ratio (Series LA) 

 
Na2SiO3 to NaOH (Series SH) 
 

The result found that Na2SiO3 to NaOH 
plentifully affected to compressive strength and 
density. Even though 28-day optimum compressive 
strength that had 45 MPa was obtained with Na2SiO3 
to NaOH ratios of 1.00 but density rate was over than 
1,800kg/m3 and not regarded as lightweight aerated 
concrete. If consider in density, we might realize that 
Na2SiO3 to NaOH ratios reducing will cause lower 
viscosity since sodium silicate was more viscous than 
sodium hydroxide. Therefore, Na2SiO3 can keep more 
air bubbles [10] when Na2SiO3 to NaOH ratios 
decreased which showed in Fig.10, Na2SiO3 to NaOH 
ratios of 1/3, found that compressive strength was 
reduced since the decreasing in strength in this range 
of Na2SiO3 to NaOH ratios was due to the silica 
content of mixture reducing [22]. Moreover, high 
NaOH did not cause higher SiO2 and Al2O3 leaching 
[20] since SiO2 and Al2O3 in Fly ash are limited but 
NaOH solution exceed will reduce compressive 
strength rate. A similar trend of the result was 
reported for the normal weight high calcium fly ash 
based- geopolymer mortars. The compressive 
strengths of mortars with high Na2SiO3 to NaOH 
ratios of 1.5 and 3.0 were reduced compared to that 
with Na2SiO3 to NaOH ratios of 1.0 [11] over OH 
filling will fizz a large number of air bubbles and 
reduce density rate [13].  
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Fig. 10 Compressive strength and density at 7 and 28 

days of lightweight geopolymer at various 
Na2SiO3 to NaOH (Series SH) 

 
Sand to Fly ash ratio (Series SA) 
 

The results of the effects of sand to fly ash ratio 
on compressive strength and density of lightweight 
aerated geopolymer are shown in Fig. 11. Sand to Fly 
ash ratio had an influence on the strength of 
geopolymer but the influence was rather small. The 
result showed that after filled sand into the 
compressive composition strength and density of 
lightweight aerated geopolymer rate will increase 
because of sand replacing air bubbles. After 
considering the results, sand to fly ash ratio more than 
1 will not be beneficial to compressive strength and 
increase the sample density rate. From SEM Fig.12. 
found that texture paste of the sample H had highest 
homogeneous since air bubbles not kept within the 
sample. If we only applied the result from SEM, we 
might not explain the result of the low compressive 
strength of sample H, but after explained by SEM 
displays, the results that accorded with compressive 
strength were clearly showed. The sample that had 
low rate of sand to fly ash ratio could not keep air 
bubbles like sample H since most of the large bubbles 
will rise up because sand is the factor that increases 
sticky rate for fresh lightweight aerated geopolymer 
and compresses the bubbles in order to stop their 
floating as showed in Fig.6 and 12 (D, F, and H). 
 

 
 

Fig. 11 Compressive strength and density at 7 and 28 
days of lightweight geopolymer at various 
Sand to Fly ash ratio (Series SA) 

 

  
 
Fig.12 SEM of sample D and H Order from left to 
right, respectively. 
 
Curing temperature (Series CT) 
 

The results of compressive strength and density of 
lightweight aerated geopolymer with various curing 
temperatures are shown in Fig.13. The optimum 
curing temperatures was 60 °C and the strength of 3.3 
MPa. An increase in curing temperatures from 25 °C 
to 60 °C resulted to develop on compressive strength 
accorded with several research works that studied 
about an increase in temperature of curing to 60 °C 
enhanced the geopolymerization and increased the 
compressive strength [11], [23], [24], [25]. Even 
though temperature curing increasing is the factor that 
support geopolymerization method but when the 
temperature reaches over 80 °C, the solution will 
rapidly evaporate, the reaction will not extremely 
occur, the sample will be dry, shrink and become to 
micro crack sample. In term of SEM analysis that 
showed in Fig.14, the compressive strength was 
plentifully reduced from temperature curing at 60 °C 
was 3.3 MPa to 1.8MPa at 80 °C decreasing as 45 % 
in order that temperature curing increasing will 
reduce compressive strength as well. Moreover, the 
temperature that higher than 80 °C restrained the 
development of compressive strength and the 
sample’s compressive strength tends to be reduced 
based on the further ages. However, an increasing of 
curing temperatures reduced density rate but not 
much effective since the high-temperature curing 
caused watered solution lost their moistness more 
than curing at a low temperature, so the sample 
weight was decreased as well [11], [26]. An 
interesting aspect of lightweight aerated geopolymer 
production is; autoclave treatment is not important for 
producing, on the other hand, OPC concrete 
production still needs autoclave [27], [28] that will 
reduce the process, energy and production cost. 
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Fig. 13 Compressive strength and density at 7 and 28 

days of lightweight geopolymer at various 
curing temperature (Series CT) 

 

  
Fig.14 SEM of sample C and I Order from left to 
right, respectively. 
 
Curing period (Series CP) and Age of the sample 
(Series DA) 
 

The results of compressive strength and density of 
lightweight aerated geopolymer with various curing 
period are shown in Fig.15. Density had changed 
without significance with 1,055 Kg/m3 as its rate 
signified that the curing period could not affect to air 
bubbles fizzing or the sample evaporation when cured 
with 40 °C. However, an increasing curing period will 
increase compressive strength rate. The results 
accorded with Görhan 2014 research which described, 
when curing temperature of 65°C and increasing 
curing period from 2, 5 and 24 hours geopolymer that 
compounded with NaOH 9 M’s compressive strength 
will increase to 13, 16 and 21 MPa, respectively. [29].  

 

 
 
Fig. 15 Compressive strength and density at 7 and 28 

days of lightweight geopolymer at various 

curing period (Series CP) 
 

Fig.16 showed that when the sample aged 
compressive strength will continuously develop and 
density rate of the sample had a little change with 
average density rate as 1,058 kg/m3. However, in this 
test the sample was cured with 40 °C and the result 
accorded with Fernández-Jiménez 1999 research that 
studied about curing temperature of 45 °C [33] but 
cannot find out that lightweight aerated geopolymer 
will develop their compressive strength further aged 
in any cases. Since the relation of lightweight aerated 
geopolymer compressive strength development has to 
consider the main factor like curing temperature. 
According to the research, curing in high temperature 
will be beneficial to early compressive strength but it 
will reduce along with its ages [30] Moreover, if 
curing with relative humidity> 90%, the sample’s 
compressive strength will continuously develop [31]. 
 

 
 
Fig. 16 Compressive strength and density of 

lightweight geopolymer age (DA) 
 
 
CONCLUSION 

Based on the obtained data, the following 
conclusions can be drawn. 

1. Suitable Liquid to Fly Ash Ratio for lightweight 
aerated geopolymer production, lowest density 
should be 0.55. 

2. An aluminium powder increasing increased H2 
bubbles and reduced sample’s density and when the 
numbers of void increased compressive strength and 
its development will be reduced. 

3.  An increasing of NaOH Concentration make 
rapid and aggressive H2 bubbles on the other hand 
high increasing NaOH Concentration generate large 
air bubbles but density not much reduced. 

4.  Na2SiO3 to NaOH have a major effect on the 
viscous of fresh specimens If there are high quantities 
the specimens will give a highly viscous, and also 
affect the setting time, therefore, air bubbles 
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maintaining has to relate with setting time if setting 
time is late, the bubbles will rise up to the surface and 
density rate will increase. 

5. Sand to Fly ash ratio not much affect to density 
rate and found that the suitable Sand to Fly ash ratio 
is 1.0 

6.  Curing temperature and curing period gave a 
little effect to density rate but in compressive 
strength, an increasing of curing temperature during 
25-60 °C will increase compressive strength on the 
other hand if curing with over 60 °C will harm to 
compressive strength and its development tends to be 
reduced. 

7. The results showed that the lightweight aerated 
geopolymer High-Ca fly ash and aluminium powder 
with 28-day compressive strength of 1. 2-12. 6 MPa 
and densities of 770-1,560 kg/m3 could be made. 
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ABSTRACT 

 
In this research, the properties of fluidized bed coal-bark fly ash geopolymer mortar containing additives viz., 

ordinary Portland Cement (OPC) and micro silica (MS) were studied. The fluidized bed coal-bark fly ash was a 
waste from a power plant boiler in Khon Kaen, Thailand. The geopolymer mortar was made from fluidized bed 
coal-bark fly ash, sand, sodium silicate solution, NaOH solution, and additives. The additives were used to replace 
the fluidized bed coal-bark fly ash at the level of 0 - 15 % by weight. The mortars with liquid alkaline/ash ratios 
of 0.9-1.4, sodium silicate/NaOH ratios of 0.33-3.00, NaOH concentrations of 5-15 molars, OPC and micro silica 
contents of 0 - 15 % by weight of fly ash, and curing at ambient temperature were tested. The geopolymer mortars 
with 28-day compressive strengths between 5.5 and 27.0 MPa and densities between 1970 and 2175 kg/m3 were 
obtained. The addition of OPC and micro silica enhanced the strength development of geopolymer mortar with the 
optimum OPC content of 10 % and micro silica content of 15 %. It is shown here that the fluidized bed coal-bark 
fly ash geopolymer mortar containing OPC and micro silica as additives with ambient temperature curing 
possesses sufficient strength. The use of this product can reduce the energy consumption in cement production and 
increases the sustainability of construction industry.  
 
Keywords: Coal-bark fly ash, Fluidized bed, OPC, Micro silica, Geopolymer 
 
 
INTRODUCTION 

 
Cement is the main material in construction. In the 

cement production process, a large amount of 
limestone is obtained from the limestone mountain. It 
is processed through washing, grinding, baking and 
other processes and huge energy is thus used. The 
temperature up to 1,400 degrees Celsius is needed and 
a large amount of carbon dioxide (CO2) is released 
into the atmosphere.  Every 1 ton of Portland cement 
comes out of the furnace, about 1 ton of CO2 is 
produced [1]. This results in an increase in the 
greenhouse effect. 

For this reason, the researches have been 
conducted to develop alternative materials to 
substitute cement to reduce the above-mentioned 
problems. The potential binder to substitute Portland 
cement is geopolymer materials. Geopolymer is an 
environmentally friendly binder with binding 
capacity based on aluminosilicate [2, 3]. It provides 
high strength in a short time when modulate heat is 
applied. The temperature used is not very high around 
40-80 degrees Celsius [4]. The geopolymer can be 

used for the production of precast concrete such as 
pillars, beams, walls and finished flooring which are 
suitable for work requiring high compressive strength 
in a short time.  

Today, the precast concrete is in high demand in 
the market because it is convenient and fast to work.  
However, heat curing also increase the cost of the 
product. Curing at room temperature causes the 
geopolymer to develop the strength slowly [4]. The 
additive materials such as silica fume or micro silica 
are used to help develop strengths. It helps to improve 
the compressive strength of the geopolymer cured at 
room temperature. 

In addition, the production of geopolymer can 
utilize the waste from the manufacturing process in 
the industrial sector. This includes agricultural 
products such as rice husk ash, bagasse ash, and other 
biomass ash; the garbage industry, including waste 
ash, and the electricity industry, including fly ash and 
bottom ash.  

In this research, fly ash was selected to use. The 
fly ash was a waste from a power plant boiler in Khon 
Kaen, Thailand. It used the wood scraps, which are 
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the waste materials from the paper production 
process. The factory has burned these wood scraps to 
produce electricity together with the use of sub-
bituminous coal in the Fluidized Bed Combustion 
(FBC). 

The fluidized bed combustion uses small scale 
pulverized coal mixed with limestone, and sprays into 
the furnace with the hot air. The coal and limestone, 
which are sprayed into the furnace, are suspended in 
the hot air. It looks like a boiling liquid while the coal 
burns, the limestone acts as a sponge trapping sulfur 
dioxide. This process can reduce the amount of sulfur 
that is released by combustion by as much as 90% [5]. 
In addition, the combustion at temperatures below 
1,000 ° C reduces the amount of pollution caused by 
nitrogen in the combustion system. However, the fly 
ash obtained from this system is irregular in shape 
with high crystallinity because the burnt temperature 
is not very high. This fly ash can be used as a 
pozzolanic material but It is not as good as the fly ash 
obtained from the pulverized burning system. Also, it 
has high calcium and sulfur content [6] to be used in 
the work of geopolymer materials. The properties and 
effects of ash will have to be investigated. The co-
burning of coal and biomass is now also practiced in 
the other country [7, 8]. This co-burning of coal and 
biomass has recently been applied and thus there is no 
statistical report on this. In addition, the use of 
fluidized bed coal-bark fly ash as a binder source is 
not yet financially supported by the Thai government. 
The support would promote the use of waste materials 
and is an essence tool for future use of waste. 

Therefore, this research has studied the properties 
of geopolymer with fluidized bed furnace system ash 
from burning sub-bituminous coal with wood derived 
from the paper production at burning temperature 
below 1,000 ° C. It has high calcium and sulfur 
contents. The purpose is to recycle the waste from the 
industry for maximum benefit. This is the 
development of materials for use in the construction 
which is environmental friendly and sustainable. 

 
EXPERIMENTAL PROGRAM 
Materials 

In this study, materials consisted of fluidized bed 
coal-bark fly ash (FCB-FA) was a waste from a power 
plant boiler in Khon Kaen, Thailand, ordinary 
Portland cement (OPC) and micro silica (MS) of 0, 5, 
10, and 15 % by weight of fly ash, sodium hydroxide 
(NaOH) of 5, 10, and 15 M, sodium silicate with 
15.32% Na2O, 32.87% SiO2, and 51.8% water, and 
river sand. the physical properties of materials are 
shown in Table 1. The specific gravity of FCB-FA 
was 2.86 with median particle size of 23.9 µm. The 
FCB-FA consisted of a high content of 21.14% SiO2, 
8.02% Al2O3, 10.98% Fe2O3, and 35.8% CaO with 
the loss on ignition (LOI) of 0.28% as shown in Table 
2. It was, therefore, a class C in accordance which 
ASTM C618 [9]. The XRD of MS and OPC as shown 

in Fig. 1 and the morphology of FCB-FA by SEM as 
shown in Fig. 2 indicated that the shape of FCB-FA 
was irregular with some additional small pores. 
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Figure 1. The XRD of MS and OPC 

 

 
 

Figure 2. The morphology of FCB-FA by SEM 
 

Mix proportion  
   OPC and MS content 

To study the effect of OPC and MS content, the 
OPC and MS contents of 0, 5, 10, and 15 % by weight 
of fly ash were used in one series. The compressive 
strength and density of fluidized bed coal-bark fly ash 
geopolymer were determined. 



SEE - Nagoya, Japan, Nov.12-14, 2018 

497 
 

 

Table 1. The physical properties of materials 
Materials MS OPC FCB-FA Sand 
Specific gravity 2.16 3.15 2.86 2.61 
Median particle size (µm) 13.8 18.7 23.9 - 
Fineness modulus - - - 2.65 
Unit weight (kg/m3) 460 1440 875 1360 
Water absorption (%) - - - 1.17 

 

Table 2. Chamical composition of materials (by 
weight)  

Chemical 
compositions (%) FCB-FA MS OPC 

SiO2 21.14 92.4 20.8 
Al2O3 8.02 - 4.7 
Fe2O3 10.98 0.33 3.4 
CaO 35.8 2.52 65.3 
K2O 5.36 3.13 0.4 
Na2O 0.33 - 0.1 
SO3 11.56 0.96 2.7 
LOI 0.28 0.21 0.9 
 
Mix compositions 
In order to obtain adequate data, a number of 

series of mixes were tested as follows. 
Series OPC: To study the effect of OPC content, 

all mixtures used constant NaOH of 10 M, NS/NaOH 
ratios of 1.00, aggregate (A)/FA of 2.75 cured at 
ambient temperature. L/FA of 0.9, 1.0, 1.1, 1.2, and 
1.3 and OPC content of 0, 5, 10, and 15 % by weight 
were tested. 

Series MS: To study the effect of MS content, all 
mixtures used constant NaOH of 10 M, NS/NaOH 
ratios of 1.00, A/FA of 2.75 cured at ambient 
temperature. And varies L/FA of 0.9, 1.0, 1.1, 1.2, 
and 1.3 and MS content of 0, 5, 10, and 15 % by 
weight were tested. 

Series NS/NaOH: This series was used to study 
the effect of sodium silicate/NaOH ratios. All 
mixtures used constant NaOH of 10 M, OPC and MS 
content of 10 % by weight, A/FA of 2.75 cured at 
ambient temperature, and NS/NaOH ratios of 0.33, 
0.67, 1.0, 1.5 and 3.0.  

Series [NaOH]: All mixtures used constant OPC 
and MS content of 10 % by weight, NS/NaOH ratios 
of 1.00, A/FA of 2.75 cured at ambient temperature. 
Three NaOH concentrations viz., 5, 10 and 15 molars 
were used to study the effect of NaOH concentration. 

Series A/FA: This series was used to study the 
effect of aggregate/fly ash ratio. all mixture used 
constant OPC and MS content of 10 % by weight, 
NS/NaOH ratios of 1.00, NaOH of 10 M with cured 
at ambient temperature. The A/FA of 2.50, 2.75, and 
3.00 were tested. 

 

Details of Mixing 
All mixtures were made and cured at ambient 

temperature. OPC and MS content of 0, 5, 10, and 15 
% by weight of FCB-FA, concentration of NaOH of 
10, 12.5, and 15 molars, sodium silicate/NaOH ratios 
(NS/NaOH) of 0.67, 1.00, and 3.00, aggregate/ash 
ratios of 2.50, 2.75, and 3.00. The mixing was done 
in a pan mixer with following step: 

- FCB-FA, OPC and MS were mixed for 5 min. 
- NaOH was added and mixed for 5 min. 
- Sand was added and mixed for 5 min. 
- Sodium silicate was added and mixed for 5 min.  
 
The fresh fluidized bed coal-bark fly ash 

geopolymers were placed into 50 x 50 x 50 mm cubes 
molds according to ASTM C109/C109M-16a [10]. 
The specimens were wrapped with plastic sheet and 
placed in a 25 °C controlled room for 24 hours. 
Finally, the specimens were demolded and stored in a 
25 °C controlled room. The textures of fluidized bed 
coal-bark fly ash geopolymer mortar containing 
additives are shown in Fig. 3. 

 

 
 
Figure 3. The sample of fluidized bed coal-bark fly 
ash geopolymer mortar containing additives 

 
Details of test 

Compressive strength and density 
The 50 x 50 x 50 mm cube specimens were tested 

for density and compressive strength. The density 
was determined at 28 days using the compressive 
strength specimens as described in ASTM C 
138/C138M-14 [11]. The compressive strength was 
measured after the density determination. The cube 
specimens were tested to determine the compressive 
strength in accordance with ASTM C109/C109M-
16a [10]. The reported unit weight and compressive 
strengths were the average of three samples. 

 
RESULTS AND DISCUSSIONS 
Compressive strength and density 

Series OPC 
The results of compressive strength of fluidized 

bed coal-bark fly ash geopolymer with various L/FA 
and OPC content are shown in Fig. 4. The 
compressive strength of fluidized bed coal-bark fly 
ash geopolymer with additives depended on both 
L/FA and OPC contents. For the OPC content, the 
compressive strength increased with increasing OPC 
content from 0 to 10 % by weight of fluidized bed 
coal-bark fly ash. This was due to the increased 
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amount of calcium from Portland cement. As a result, 
the reaction form additional hydration products of C-
S-H and C-A-S-H which coexisted with normal 
geopolymer products and improved compression [12, 
13]. For the high OPC replacement level of 15 %, the 
increase in compressive strength started to cease and 
in some cases significant decreases were observed. 
The high OPC content of 15 % resulted in some 
strength reduction due mainly to the modifications of 
microstructure of hydration products and the amount 
of cement is too high to make the mixture dry [14, 
15]. For example, the compressive strengths at 28 
days of mixes with L/FA of 0.9 with volume of OPC 
of 0, 5, 10, and 15 % by weight were 9.2, 16.8, 22.9, 
and 22.0 MPa, respectively.  

With regards to L/FA, the compressive strength 
decreased with increasing L/FA. Due to the ratio of 
liquid to fly ash is too high, the result was bleeding 
and thus resulted in the reduction in compressive 
strength [16, 17]. For example, the compressive 
strengths at 28 days of 15 % OPC with L/FA of 0.9, 
1.0, 1.1, 1.2, and 1.3 were 22.0, 20.4, 19.6, 18.4, and 
16.4 MPa, respectively.  

 

 
 

Figure 4. Compressive strength of series OPC at 28 
days 
 
     Series MS 

The results of compressive strength of fluidized 
bed coal-bark fly ash geopolymer with various L/FA 
and MS contents are shown in Fig. 5. For the MS 
content, the compressive strength increased with 
increasing MS content from 0 to 15 % by weight of 
fluidized bed coal-bark fly ash. The particles of silica 
fume were very small and highly amorphous phase 
could react quite quickly [18]. For example, the 
compressive strengths at 28 days of mixes with L/FA 
of 0.9 with volume of MS of 0, 5, 10, and 15 % by 
weight were 9.8, 18.6, 24.5, and 34.5 MPa, 
respectively. 

With regards to L/FA, the compressive strength of 
fluidized bed coal-bark fly ash geopolymer tended to 
decrease with increasing L/FA. For the example, the 
compressive strengths at 28 days of 15 % OPC with 
L/FA of 0.9, 1.0, 1.1, 1.2, and 1.3 were 34.5, 25.0, 
30.5, 20.5, and 4.2 MPa, respectively.  

 

  
Figure 5. Compressive strength of series MS at 28 
days 
 
     Series NS/NaOH 

The results of compressive strength of fluidized 
bed coal-bark fly ash geopolymer with various 
sodium silicate/NaOH ratios and OPC, MS content of 
10 % by weight are shown in Fig. 6. It was found that 
the optimum compressive strength was with sodium 
silicate/NaOH ratios of 1.00. The increased in 
silicate/NaOH ratios affect to the pH value and 
increased the compressive strength [19]. In contrast, 
for the silicate/NaOH ratios above 1.00, the increase 
in sodium silicate content also increased the viscosity 
of mixture and this resulted in the difficulties in 
casting and adversely affect the compressive strength 
[20].  For example, the compressive strengths at 28 
days of mixes with control and NS/NH of 0.67, 1.00, 
and 3.00 were 6.7, 15.5, and 11.1 MPa, respectively. 

When considering MS and OPC contents; the 10 
% MS gave mix with compressive strength higher 
than 10 % OPC due to MS or micro silica is a very 
reactive pozzolanic material because of its extreme 
fineness and very high amorphous silicon dioxide 
content [21]. For example, the compressive strengths 
at 28 days of mixes with NS/NH of 0.67 of control, 
10 % OPC and 10 % MS were 6.7, 9.3, and 15.4 MPa, 
respectively. 

 
 

  
Figure 6. Compressive strength of series NS/NaOH 
at 28 days 
 
     Series [NaOH] 
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The results of the compressive strength of 
fluidized bed coal-bark fly ash geopolymer with 
various [NaOH] and OPC, MS content of 10 % by 
weight are shown in Fig. 7.  

 

 
 

Figure 7. Compressive strength of series [NaOH] at 
28 days 

 
The increased in NaOH from 10 M to 12.5 M 

resulted in the increasing compressive strength. For 
example, the compressive strengths at 28 days with 
the volume of control with NaOH of 10, 12.5, and 15 
M were 15.5, 15.8, and 10.3 MPa, respectively. The 
low compressive strength with low NaOH due to 
setting time of paste was short with low NaOH [22, 
23]. The NaOH influence the setting time of the 
geopolymer. At low NaOH, the leaching out of silica 
and alumina was low but high in Ca2+ and the 
amount of calcium was sufficient for the precipitation 
and reacted to form calcium aluminate hydrate and 
calcium silicate hydrate. Thus, the setting time of 
geopolymer was related to the amount of available 
calcium [24, 25]. In contrast, an increased NaOH 
from 12.5 to 15 M resulted in a decrease in the 
compressive strength. At high concentration of 
NaOH, the compressive strength decreased due to the 
excessive hydroxide ions causing aluminosilicate gel 
precipitation at the very early stages and resulting in 
low compressive strength [13, 26, 27]. 

  
Series A/FA 

The results of compressive strength of fluidized 
bed coal-bark fly ash geopolymer with various 
aggregate/fly ash ratio (A/FA) and OPC, MS contents 
of 10 % by weight are shown in Fig. 8. The increase 
in aggregate/fly ash ratio resulted in a slightly 
decrease in compressive strength due to the volume 
of cementitious materials decreased.  

When considering MS and OPC contents; at the 
same Series NS/NaOH, the compressive strength of 
10 % MS was higher than that of 10 % OPC due to 
MS is a very reactive pozzolanic material. 

 

 
 

Figure 8. Compressive strength of series A/FA at 28 
days 

CONCLUSIONS 

Based on the obtained data, the following 
conclusions can be drawn: 

1. When considering varies L/FA with OPC and 
MS contents; the compressive strength increased with 
the increasing volume of OPC from 0 to 10 % by 
weight. In contrast, when the OPC increased from 10 
to 15 % by weight, the compressive strength 
decreased. For the volume of MS, the compressive 
strength increased with the increasing of the volume 
of MS from 0 to 15 % by weight.  

2. For series NS/NaOH; the NS/NaOH of 1 gave 
the highest compressive strength and apart from this, 
the strength of geopolymer started to drop. The 10 % 
MS gave compressive strength higher than 10 % OPC 
due to MS is a very reactive pozzolanic material.  

3. For the control and 10 % OPC samples of series 
[NaOH], the increase in NaOH from 10 M to 12.5 M 
resulted in the increasing compressive strength. In 
contrast, an increase in NaOH from 12.5 to 15 M 
resulted in a decrease in the compressive strength. At 
10 % MS, the increase in NaOH from 10 M to 15 M 
resulted in the decreasing compressive strength 

4. For series A/FA; the increase in A/FA resulted 
in a slight decrease in compressive strength and the 
compressive strength of 10 % MS was higher than 
that of 10 % OPC. 

5. The results showed that the 28-day compressive 
strengths between 5.5 and 27.0 MPa and densities 
between 1970 and 2175 kg/m3 were obtained. The 
addition of OPC and MS enhanced the strength 
development of geopolymer mortars with the 
optimum OPC content of 10 % and MS content of 15 
%. The use of this product can reduce the energy 
consumption in cement production and increases the 
sustainability of construction industry.   
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ABSTRACT

Milling surface quality normally depends on the value of surface roughness and delamination factor. 
The milling parameters, which are cutting tool geometry and fiber pull-out, are the major factors affecting the 
value of surface roughness and delamination factor in milling kenaf fiber reinforced plastic composite. The 
objectives of this research are to study the effects of milling parameters, to evaluate the fiber behavior, and to 
determine the optimum conditions for a range of milling parameters in order to minimize surface roughness 
(Ra) and delamination factor (Fd) using response surface methodology (RSM). RSM with central composite 
design (CCD) approach was used to conduct a non-sequential experiment and analyzed the data from the 
measurements of surface roughness and delamination factor. This study focused on the investigation of 
relationship between the milling parameters and their effects on kenaf reinforced plastic composite materials 
during cutting process. Kenaf composite panels were fabricated using vacuum assisted resin transfer molding 
(VARTM) method that was pressurized below 15 psi using a vacuum pressure. The results showed that the 
optimum parameters for better surface roughness and delamination factor were cutting speed of 500 rpm, feed 
rate of 200 mm/min, and depth of cut of 2.0 mm. The feed rate and cutting speed are expected to be the 
biggest contributors to surface roughness and delamination factor. Finally, different cutting tool geometries 
also influenced the fiber pull-out that affect surface roughness and delamination factor in milling kenaf fiber 
reinforce plastic composite materials.

Keywords: Kenaf fiber, Surface roughness, Delamination factor, Response surface methodology

INTRODUCTION

 Natural fiber is a hairy-like raw material that 
comes from natural resources such as animal, 
mineral, and plant fibers. Also, natural fiber is 
sustainable as well as eco-efficient; therefore, it has 
been used to replace glass fiber and other synthetic 
polymer fibers that have various kinds of 
applications in engineering [1]. Natural fiber is 
famous for its flexibility for processing because it is 
less delicate to health hazards and damage in 
machine tools during manufacturing. Furthermore, 
natural fiber has a lot of beneficial characteristics, for 
example considerably high tensile strength, 
satisfying aspect ratio of fiber, and low density, but 
due to the nature of the composite, machining of 
composite materials becomes a major cause of 
concern in the industry [1]. Natural fiber is a 
renewable source; hence, its cost is very low 
compared to man-made fibers. In addition, natural

fiber is a biodegradable material. In other words, it is 
an environmentally friendly fiber that is not harmful 
to the environment. Therefore, it can be used to 
substitute non-biodegradable materials in product 
development.

Kenaf  Fiber Composite

The main constituents of kenaf are cellulose (45–57 
wt.%), hemicelluloses (21.5 wt.%), lignin
(8–13 wt.%), and pectin (3–5 wt.%) [2]. 
Wambua et al. claimed that poor mechanical 
properties could be the result of lack of 
firmness between the polymers
(hydrophobic) and the natural fiber
(hydrophilic) [3]. Kenaf fiber offers better 
interfacial adhesion to matrix polymer than other 
natural fibers [4]. Matrix polymer can support the 
fibers, transfer the stresses to fibers to bear most 
of the load, prevent direct
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physical damage to fibers, and improve ductility and 
toughness of the whole composite [5]. Epoxy 
produces no toxic gases and offers high temperature 
resistance that enables it to be used at high 
temperature [6]. Hafizah et al. studied the tensile 
behavior of kenaf fiber reinforced with several 
polymer composites and concluded that kenaf 
reinforced epoxy composite had the highest ultimate 
tensile strength and the Young’s modulus [7]. 
Various research has been conducted and it has been 
proven that machining parameters possess significant 
effects on the performance and quality of natural 
fiber composite [8], [9].

Milling Kenaf  Fiber Composite

Erkan et al. claimed that increased spindle speed 
worsened the damage factor and increased the plastic 
deformation rate on an end-milled fiber reinforced 
plastic composite [10]. Davim et al. claimed that feed 
rate was expected to affect delamination rather than 
cutting speed for the machining of fiber reinforced 
plastic [11]. Ramulu et al. studied the machining of 
polymer composite and stated that better surface 
finish could be obtained with higher cutting speed 
[12]. The impact of depth of cut is not as important 
as cutting speed and feed rate in composite 
machining; however, it still gives a significant effect 
on machining process [13]. Besides, the milled 
surface is getting smoother as the flute of the cutting 
tool increases [10]. The end-mill cutter can be made 
of either a high-speed steel or a carbide insert and 
usually has a straight shank or a tapered shank. 
Normally, the cutter rotates on a workpiece in a 
perpendicular axis but it can still be tilted in order to 
match the need of producing a machine-tapered or 
curved surface. However, milled composites always 
tend to have surface roughness and delamination 
problem that depends much on cutting parameters 
and the composite’s characteristic [14]. Thus, an 
optimum setting of these parameters is needed to find 
out in order to control the quality of a workpiece. 
The advantages of a high-speed steel (HSS) cutting 
tool over a carbide cutting tool are higher strength to 
withstand cutting forces and lower cost. However, a 
carbide insert cutting tool is better than an HSS tool 
in metal cutting due to its great abrasion resistance 
and high temperature resistance, which allows it to 
be used in machining process at high speed without 
the need to consider overheating situation. For 
machining of natural fiber composites, an HSS 
cutting tool is sufficient to meet this research’s 
purpose.

Delamination Factor

Delamination of a natural fiber composite can be 
described as the loss of adhesion between the layers 
that can lead to critical damage of the reinforcement 
layers (separation). Hocheng et al. believed that 
delamination can be worsened by increasing the feed 
rate of milling parameters [15]. The damage of the 
composite is greater if the operation is conducted 
with high cutting speed and high feed rate [14]. 
Furthermore, Hocheng et al. stated that delamination 
can be worsened by increasing the feed rate and tool 
life can be shortened by increasing the cutting speed 
that causes higher torque [15]. Davim et al. studied 
the effects of cutting speed and feed rate on 
delamination of glass fiber reinforced plastic during 
machining with two different matrices [16]. The 
damage of the composite is greater if operated with 
high cutting speed and high feed rate[14].

METHODOLOGY

Materials Preparation 

Kenaf reinforced epoxy composite materials
were prepared using vacuum-assisted resin transfer 
molding (VARTM) method. The method was used to 
transfer resin to natural fiber in a vacuum condition 
for molding with the assistance of a vacuum pump. 
The kenaf fiber in mat form was cut into the 
dimensions of 300 mm × 300 mm × 5 mm 
(thickness). Two layers of kenaf fiber mat were used 
and mixed with epoxy resin. The resin was prepared 
in the ratio of 4 (800 g epoxy) to 1 (200 g hardener). 
The VARTM manufacturer recommended this ratio 
for fabricating kenaf fiber reinforce plastic composite 
materials. The VARTM method is gaining the 
interest of manufacturers due to its ease of handling 
and low preparation cost. Figure 2 shows the actual 
setup of VARTM. The composite panels were then 
cut into small workpiece with the approximate 
dimensions of 75 mm × 30 mm × (8–10 mm) for 
milling process.

Milling Parameter

The milling parameters of this research were 
based on the work by Babu et al. since they studied 
the machining of natural fiber composite. The 
parameter setting in this research was based on the 
previous parameters used in the work by Babu et al.
[8]. Table 1 shows the parameters used in this 
research in which all the units were converted to suit 
the use of a computer numerical control (CNC) 
milling machine. The three parameters used in this 
research were spindle speed (rpm), feed rate (mm/
min), and depth of cut (mm), with low and high
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levels for each parameter. A two-level factorial 
design of experiment was selected with eight 
experiment runs designed using Design Expert 7.0 
software. Four center points were added to seek for 
the significance of the curvature and error testing. If 
the curvature of the results is insignificant, a linear 
modeling equation is sufficient to express the 
optimization. If the curvature is significant, there is a 
chance for applying RSM. In RSM, the CCD 
approach was used to obtain a quadratic modeling 
equation for parameter optimization. RSM was used 
to develop a second-order modeling equation that has 
better accuracy in expressing the optimization.

Table 1  Parameter setting for milling process.

Milling parameters Low Hig
h

Center point

Spindle speed (rpm) 500 100 700
0 

Feed rate (mm/min) 200 
120 0

750

Depth of cut (mm) 1 3 2

Measurement of  Delamination factor

The results of delamination factor were 
obtained after milling processes. The 
delamination factor (Fd) can be determined 
using (1).

Fd = Wmax / W  (1)

Where, 
Fd = Factor of delamination
Wmax= maximum width of the delamination area 
W = width of original cut

Fig. 1  Example measurement of delamination factor 
(Fd)

RESULTS AND DISCUSSION

Table 2 Result for delamination factor (Fd) using 
screening parameter setting.

Run Spindle
speed (rpm)

Feed rate
(mm/min)

Depth of
cut (mm) Fd

1 1000 1200 1 1.11
3

2 500 200 1 1.03
9

3 500 1200 1 1.07
7

4 750 700 2 1.04
2

5 750 700 2 1.06
7

6 1000 1200 3 1.01
6

7 750 700 2 1.06
2

8 1000 200 3 1.13
4

9 1000 200 1 1.12
4

10 750 700 2 1.03
4

11 500 1200 3 1.07
5

12 500 200 3 1.03
5

ANOVA analysis for screening process of 
delamination factor (Fd)

The curvature is significant (see Table 3) and it 
indicates that there is a chance for developing a 
quadratic modeling equation using RSM with CCD 
approach. From the analysis of variance (ANOVA) 
test for delamination factor (Fd), spindle speed was 
the most significant factor (p value = 0.0068) 
affecting delamination. The depth of cut was the 
second significant factor (p value = 0.0292) whereas 
the feed rate was the least factor (p value = 0.2237). 
In order to apply RSM, CCD (see Table 4) was 
added to further investigate the parameters for 
delamination by constructing a second-order 
modeling equation.

Results of delamination factor (Fd ) using Central 
Composite Design (CCD)

Table 4 Result for delamination factor (Fd) using 
Central Composite Design.

Run Spindle Speed(rpm)
Feed rate
(mm/min)

Depth of Cut
(mm) Fd

1 1000.00 1200.00 1.00 1.075
2 1000.00 200.00 1.00 1.134
3 500.00 1200.00 3.00 1.077
4 750.00 700.00 2.00 1.062
5 1000.00 200.00 3.00 1.113
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6 500.00 200.00 1.00 1.035

7 750.00 700.00 2.00 1.034

8 500.00 1200.00 1.00 1.124

9 1000.00 1200.00 3.00 1.067

10 750.00 700.00 2.00 1.042

11 750.00 700.00 2.00 1.039

12 500.00 200.00 3.00 1.016

13 1170.45 700.00 2.00 1.083

14 750.00 -140.90 2.00 1.012

15 329.55 700.00 2.00 1.021

16 750.00 700.00 2.00 1.059

17 750.00 700.00 2.00 1.038

18 750.00 1540.90 2.00 1.087

19 750.00 700.00 0.32 1.054

20 750.00 700.00 3.68 1.046

Table  3   ANOVA result of delamination factor (Fd) 
using 2FI Design

ANOVA analysis using Central Composite 
Design of delamination factor (Fd )

Table 5  ANOVA result of delamination factor (Fd) 
using Central Composite Design

After obtaining the experimental result using CCD, 
ANOVA test was conducted again to determine the 
significance of the three factors and the significance

of lack of fit of the quadratic modeling equation as 
shown in Table 5. From Table 5, the main factors 
significant to Fd were spindle speed with F value of 
9.67 (0.72%), feed rate with F value of 4.86 (4.4%) 
and the AB interaction with F value of 18.43 
(0.06%). The AB interaction (spindle speed and feed 
rate) had the largest effect on kenaf composite to 
laminate, followed by A (spindle speed) and B (feed 
rate). The graphs of Fd versus A, B, and AB 
interaction are plotted in Figure 2, Figure 3, and 
Figure 4, respectively.
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Source Sum of squares
Degree of
freedom

Mean square F-value
p-value
Prob>F

Model 0.012 4 2.957E-003 20.75 0.0012
significant

A-spindle speed 2.319E-003 1 2.319E-003 16.27 0.0068

B-feed rate 2.622E-004 1 2.622E-004 1.84 0.2237
C-depth of cut 1.157E-003 1 1.157E-003 8.12 0.0292
AB 8.090E-003 1 8.090E-003 56.78 0.0003
Curvature 3.456E-003 1 3.456E-003 24.26 0.0026

significant
Residual 8.549E-004 6 1.425E-004 - -
Lack of Fit 4.073E-004 3 1.358E-004 0.91 0.5300

Not significant
Pure Error 4.476E-004 3 1.492E-004 - -

Source Sum of squares Degree of
freedom

Mean square F-value p-value
Prob>F

Model 0.0145 3 0.0048 10.99 0.0005
significant

A-Spindle speed 0.0043 1 0.0043 9.67 0.0072
B-Feed rate 0.0021 1 0.0021 4.86 0.0435
AB 0.0081 1 0.0081 18.43 0.0006
Residual 0.0066 15 0.0004 - -
Lack of fit 0.0059 11 0.0005 3.21 0.1357

Not significant
Pure of error 0.0007 4 0.0002 - -
Cor Total 0.0227 19 - -
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Fig. 2  Effect of A (Spindle speed) for 
delamination factor (Fd)

Fig. 3 Effect of B (Feed rate) for delamination factor
(Fd)

Fig. 4 Effect of AB (Spindle speed and Feed rate) 
interaction for delamination factor (Fd)

Figure 2 shows the effect of spindle speed on FD, 
where FD increased slightly with the increase
of spindle speed at tfeed rate of 700 mm/min

and depth of cut of 2 mm. FD decreased for lower 
spindle speed. This phenomenon is caused by the 
vibration of the cutting tool with high spindle speed 
during milling process. With large vibration, high FD 
is produced on top of the ductile composite materials 
laminated. Besides, high feed rate (Figure 3) 
produced high FD. Spindle speed and depth of cut 
remained in the middle range.  

In Figure 4, the depth of cut maintained at 2 mm, 
where the red line indicates the high level of feed 
rate (1,200 mm/min) and the black line indicates 
the low level of feed rate (200 mm/min). It can 
be clearly observed that low feed rate (200 min/
mm) with high spindle speed will produce the 
worst delamination factor. A good FD will be 
produced using lower feed rate (200 mm/min) 
with lower spindle speed. Davim et al. shared the 
same viewpoint that high cutting (spindle) speed 
caused great damage on glass fiber reinforced plastic 
composites during machining [19]. The non-linear 
relationship between the feed rate and FD might 
be caused by opposite milling to the orientation of 
kenaf fiber. The results obtained might be less 
accurate if all the specimens are not milled in the 
direction of orientation of fiber. In addition, 
previous researchers concluded that low feed 
rate causes small damage on composites [8], [15].

Optimum parameter and modeling equation for 
optimization of delamination factor

The  second  order  modeling  equation  for
optimization of milling parameters on minimizing 
delamination factor (Fd) is shown in (1).

Fd = 0.85466 + 2.492 x 10-4 A + 2.163 x 10-4 B 
– 2.55 x 10-7 AB

 (1)

Where 
A= spindle speed (rpm)
B= feed rate (mm/min)
C= depth of cut (mm) in terms of actual value.

Table 6  Optimum parameter and conformation test
for delamination factor (Fd)

Spindle
speed
(rpm)

Feed rate
(mm/min

)

Depth
of cut
(mm)

Calculated
Fd

Measured
Fd

Percentage
error (%)

530 310 2 1.012 1.032 1.93
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Table 6 shows the percentage error between 
calculated (Fd) using the equation (1) and the 
measured Fd. The measured (Fd) was located at 
the prediction range (0.96 - 0.06) and the 
percentage error was only 1.93% which proved 
the modeling equation and the suggested 
optimum parameters can be accepted.

CONCLUSION

The suggested optimum milling parameters in this
research for the minimization of Fd were 530 rpm of 
spindle speed, 310 mm/min of feed rate, and 2 mm of 
depth of cut. For the optimization of delamination, 
the curvature shown in ANOVA after the 23 factorial 
design of experiment was significant. This enabled 
the utilization of RSM with CCD approach that 
requires more experimental runs to collect data for 
constructing a second-order modeling equation. CCD 
approach was selected and eight additional 
experimental runs were added. Low spindle speed 
and low feed rate caused less delamination on milled 
kenaf composites. In addition, with deeper depth of 
cut, the possibility of delamination can be reduced.
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ABSTRACT 

This paper presents the development and hardware implementation of the hybrid artificial neural networks that 
is included learning vector quantization (LVQ) and radial basis function (RBF) for the vertical handover decision 
algorithm in order to keep the always best connected (ABC) ubiquitous wireless networks. The LVQ is 
unsupervised learning and also the RBF is appropriate the non-linear data decision. The proposed approach is 
based on the merit function as the received signal strength indicator, bandwidth requirement, mobile speed and 
monetary cost of service to consider using field programmable gate arrays (FPGAs) logical architecture design. 
Additional, the hybrid architecture describes in VLSI hardware description language (VHDL). WCDMA, 
Advanced LTE and WLAN are cooperated topology in the experimental. The experimental results are depicted a 
high correlation with the hybrid artificial neural networks that is simulated by MATLAB and can increase the 
computation speed compared with the standard personal computer (PC) thus FPGA is suitable in the real world 
situations as the non-real time and real time applications for the future wireless communication system. 

Keywords: Embedded, Field Programmable Gate Array, Quality of Service, Vertical Handover, Wireless 
Networks 

INTRODUCTION 

Artificial neural networks (ANNs) have been 
studied widely over many years. One of the most 
popular with ANNs is the radial basis function neural 
network (RBFNN) [1] that is suitable the non-linear 
data but this algorithm does have to use the large 
information. Additionally, the artificial neural 
networks are the mathematical model that is inspired 
the functioning of the human brain. It can be utilized 
in classification, clustering, prediction, control 
system, recognition problems and so on [2]-[5]. In 
this paper, the hybrid artificial neural networks 
includes the learning vector quantization (LVQ) and 
radial basis function (RBF) that is used for the vertical 
handover decision since this algorithm is appropriate 
the small to medium information and can support the 
non-linear data that is proper the non-real time and 
real time applications for the fifth generation (5G) 
wireless networks as the future communications. 

Nowadays the wireless mobile devices such as 
smartphones or tablets need to access the internet at 
anywhere and anytime. When the mobile terminals 
can connect the same network is also known the 
horizontal handover (HH) procedure; on the other 
hand, the mobile terminals can connect the different 
networks or technologies as the vertical handover 
(VH) procedure. The VH procedure is supported the 
increasing complexing of the wireless networks in 
heterogeneous scenarios furthermore the quality of 

service (QoS) parameters are the indicator of the 
effective heterogeneous networks (HetNets), 
respectively. 

The remainder of this paper is structured as follow. 
Section II, the hybrid artificial neural networks 
approach based on FPGA for vertical handover 
decision is depicted. Finally, the experimentation 
results and conclusion are discussed in Section III and 
IV, respectively. 

HYBRID ARTIFICIAL NEURAL NETWORKS 
APPROACH BASED ON FPGA FOR 
VERTICAL HANDOVER DECISION  

The hybrid artificial neural networks (Hybrid 
ANNs) consist of the learning vector quantization 
(LVQ) that is based on the competitive layer and the 
radial basis function (RBF) layer i.e. the Gaussian 
distribution function neural networks as shown in Fig. 
1. The Kohonen presents the LVQ owing to the
classification method the same way as the 
competitive layer of cluster with Self-Organizing 
Map (SOM) also known as unsupervised learning 
while the RBF is the technique of training by descent 
gradient algorithm with updated the weights and 
centers of learning. Firstly, the competitive layer is 
the distance learning as follow [6]-[8]. The distance 
learning is based on the Euclidean distance that is 
measured to adaptive during the training data sets i.e. 
received signal strength indicator (RSSI), bandwidth 
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Fig. 1 Hybrid artificial neural networks for vertical handover decision. 

(BW), mobile speed (MS) and monetary cost (C) 
metrics as Eq. (1) 

     wxwxxw  Td ,        (1) 

where   D
Dxx  ,...,1x  is the input samples 

with D  dimensional. Also, the  Cyi ,...,1 ;

Ni ,...,1  is the sample labels, and C  is the number 
of classes. The  is a full DD  matrix size and 
must be the positive definite and the iw  is defined as 

the receptive field of training patterns as 

      .,, xwxwwXx jij
i ddijR 
 

(2) 

The arbitrary Euclidean distance in Eq. (1) is reduced 
to Eq. (3) when the   is ignored to being diagonal 
matrix and use instead with the Gaussian distribution 
function learning in the radial basis function neural 
networks layer  
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Hybrid Artificial Neural Networks for Vertical 
Handover Decision  

The hybrid ANN has been programmed in VLSI 
hardware description language with the objective of 
allowing its portability to any processing 
environment for mobile device. In this case, it has 
been successfully tested on an embedded processor 
based on a small and low power FPGA device. 
Additionally, the hybrid ANN is operated procedure 
that is depicted in Table 1. 

Hardware Evaluation of Hybrid Artificial Neural 
Networks 

Field programmable gate arrays (FPGAs) have 
been promoted in many applications such as wireless 

Table 1 Pseudo-code of proposed algorithm 

Hybrid Artificial Neural Networks Approach 
1:   Collect the handover metrics: RSSI, BW, MS, C  

2:   Generates the initial hybrid artificial neural networks-

3:   in order that the handover occurs or not?  

4:   if handover factor > 0.6 then 

5:      Handover initiation process ++ 

6:   else 

7:      Dropped call ++ 

8:   end  if 

9:   Obtain the number of handover 

10: Obtain the number of dropped call 

communications, data processing, and etc [9]-[10]. 
The FPGAs consist of the three fundamental 
components as the logic blocks, interconnection 
resources and I/O cells in order to achieve 
configurability. In this paper, the cmod A7-35T 
breadboardable artix-7 FPGA module is used because 
it is the same look like a mobile device. In addition, 
there is a small and the breadboard friendly has 48-
pin DIP form factor board built around a Xilinx Artix-
7 FPGA. The board also includes a USB-JTAG 
programming circuit, USB-UART bridge, clock 
source, Pmod host connector, SRAM, Quad-SPI 
Flash, and basic I/O devices. These components make 
it a formidable, albeit compact, platform for digital 
logic circuits and MicroBlaze embedded soft-core 
processor designs using Xilinx's development 
software as Vivado as shown in Fig. 2. 

Fig. 2 Platform of cmod A7-35T breadboardable 
artix-7 FPGA module. 

EXPERIMENTAL RESULTS 

In the experimentation, the handover decision is 
performed by a mobile terminal (MT) that is adopt the 
mobile-controlled handover (MCHO) strategy. 
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Moreover, this section is divided into 3 sub-sections 
as experimental structure, experimental parameters 
and performance analysis, respectively. 

Experimental Structure  

The heterogeneous wireless networks cooperate 
with Wide-band Code Division Multiple Access 
(WCDMA), Long Term Evolution (LTE) and 
Wireless Local Area Network (WLAN) as illustrated 
in Fig. 3. The coverage areas of WCDMA, LTE and 
WLANs are equal to 2,500 meters, 1,000 meters and 
35 meters, respectively. The tightly and loosely 
coupled are interworked in the seamless wireless 
topology. WLAN and LTE are connected to 
WCDMA core network via radio access network in 
tightly coupled type. In the other hand, the WLAN 
and LTE can access the IP network without 
connecting to WCDMA. Thus, the loosely coupled 
type is introduced in the proposed algorithm since its 
coupling provides a flexible and an independent 
environment due that this scheme is based on mobile 
IP (MIP) [11].  

The user preferences and network characteristics 
are different therefore the handover decision criteria 
in the proposed approach is different together. Such 
as, the real time applications (e.g. video conference), 
handover should be performed as rapid as possible in 
order to minimize the delay. On the contrary, the 
amount of data transmission is more important than 
the delay so that the handover criteria for non-real 
time service is to attempt to connect WLAN/LTE as 
long as possible due to higher data rate.  

Experimental Parameters 

The correspondent node (CN) generates the 
constant bit rate (CBR) multimedia traffic using a 64-
byte packet size is sent every 0.1 second and user 
datagram protocol (UDP) is the transport protocol 
applied between the networks that includes the 
detection of the new networks and the allocation of 
new IP address. The experimental parameters of 
WCDMA, LTE and WLAN are utilize as depicted in 
Table 2. 

Performance Analysis 

The experimental, the average arrival rate of new 
calls is fixed at 10 calls/sec and average call holding 
time is equal to 180 sec. The user’s speed is a uniform 
distribution as equal to 1-30 m/s and user movement 
is modeled as the random waypoint mobility in 6,000 
x 6,000 sq.m topology size for each speed. The hybrid 
ANN can decrease the number of handover since this 
proposed method brings the benefit of self-organizing 
map and radial basis function that is suitable the non-
linear data communication namely the Gaussian 

distribution as demonstrated in Fig. 4. Also, the 
number of dropped call refers to the unsuccessful 
handover call causes the mobile node to be 
disconnected and is the fewest by using hybrid ANN 
as illustrated in Fig. 5. 

LTE

WiFi 1

WCDMA

WiFi 2

R=2500m

R=1000m

R=35m R=35m

Fig. 3 Heterogeneous wireless networks structure. 

Table 2 Summary of the experimental parameters 

Parameters WCDMA LTE WLAN 

Frequency (GHz) 

Coverage area (m) 

Transmission 

power (w) 

2.1 

5000 

1.0 

2.6 

1000 

0.5 

2.4  

100 

0.1 

Bit rate (Mbps) 0.384 35 54 

Latency (ms) 

Mobile speed 

(m/s) 

Bit error rate     

(per 10^8) 

Monetary cost rate 

35 

80 

50 

0.8 

25 

130 

100 

0.7 

3 

5 

200 

0.4 

In another experimental, the execution time 
displays the time needed by the FPGA and PC 
implementation as shown in Fig. 6. Figure 6 indicates 
the algorithm is nearly executed with the constant 
number of neurons when compares with the PC 
although increases almost linearly as the number of 
neurons in the approach increases.  

CONCLUSION 

The hybrid artificial neural networks are used 
the received signal strength indicator, bandwidth 
requirements, mobile speed and monetary cost as the 
multi-criteria factors in order to the vertical handover 
decision. The experimental results indicate the 
proposed approach that outperforms another 
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algorithm as reducing the unnecessary handover and 
dropping call, respectively. Correspondingly, the 
execution time is independently the number of 
neurons.  
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Fig. 4 Number of users and number of handovers. 

Fig. 5 Number of users and number of drop calls. 

Fig. 6 Number of neuron and execution time. 
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ABSTRACT 

 
There is an issue in the identification of commonality across several localities associated with the problem of 

cargo movement via modes of transport other than road. The approach in this paper considers movement from the 
locality of the multi jurisdiction of the Mekong Region, an agglomeration of Myanmar, Thailand, Laos, Vietnam, 
Cambodia and southern China.  A mathematical approach was developed to analyze the impact of cargo movement 
away from the road transport sector to greener alternative rail mode. The analytical appreciation is considered 
from the review of large scale cargo movement across the region. Results from the data analysis are indicative of 
an environmentally friendly or a green freight alternative. The mathematical model described in this paper is used 
to consider freight modal shifts under various infrastructure development scenarios. The outcome from the analysis 
results is the input into ongoing research to identify common mathematical functions across other jurisdictions. 
The conclusion is that there is a likelihood that common mathematical procedures are applicable in several 
localities. 
 
Keywords: Mekong, GDP, Cargo, Mode 
 
 
INTRODUCTION 

 
The Mekong region in this context is defined to 

include seven localities namely the nation states of 
Myanmar, Thailand, Lao People’s Democratic 
Republic (PDR), Cambodia, Vietnam and the two 
southern provinces of Guangxi and Yunnan within 
the People’s Republic of China (PRC). The extent of 
the major infrastructure network is presented in Fig 1. 
The focus of this paper is the modal analysis of cargo 
or freight movement throughout the Mekong. 

Within the any region, the transport mode of cargo 
transport by road is an essential factor in economic 
activity and has historically played a strong role in the 
development for many areas across the globe. In 
many regions and countries with a single jurisdiction, 
there is growing trend to develop strategies that move 
away from the dominance of cargo transport by road 
toward alternative environmental friendlier modes.  

In a broader world context, almost all cargo 
movements are dependent on road transport. In for 
example, even in the European Union as reported in 
an earlier report [1], cargo movement in 2009 was 
dominated by the road sector. The road modal share 
for any of the major country members did not fall 
below sixty percent. This was true even in the case of 
Germany where twelve percent of cargo moves via the 
mode of inland water.  

In France, the cargo modal share is eighty percent 
increasing to eighty five percent in the United 
Kingdom. Whilst the modal share in Italy is just over 
ninety percent. Thus, even in the context of the 
developed European Union cargo movement, road 
transport is the most significant mode. This 
dominance of the road sector makes it difficult to 
realize the objective of the European Union to reduce 
the dependence on road transport. 

 
Fig. 1 The Mekong Region. 
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The Agenda 2020 of the European Union calls for 
member countries to reduce greenhouse gas 
emissions. There is implicit in this agenda within the 
Union the desirability of taxing fuels on road based 
transport, [2] thus encouraging by financial incentives 
a modal shift away from the dominant road sector. 
The Union is providing incentives towards a greener 
movement of freight with consequently fewer 
greenhouse emissions which in essence is to reduce 
the road component of cargo movement following the 
Paris Agreement on Climate Change [3] and [4] . This 
of course leads to the need of improving the 
alternatives to cargo movements by road. 

 
THE REGIONAL SITUATION 

 
There are two parts in the understanding of 

regional cargo movement namely the movement 
infrastructure, the transport supply and the actual 
amount and nature of cargo movement on the 
network, the demand side.  

Within the framework of the regional transport 
network for the Mekong assembled as part of this 
research in the development of an analytical transport 
modelling tool, the primary regional road network 
identified as depicted in the earlier Fig. 1 is some 
37,000 kilometers in length. The identified rail 
network is of some 17,000 kilometers in length. The 
length of the rail network is thus some 34% of the 
major transport corridor by comparison in length. 
There is a significant regional rail network although 
there are some missing connections between the 
earlier defined seven localities within the Mekong. 

In addition to the land transport network, there is 
a further 10,000 kilometers each of Inland Waterway 
Transport(IWT) and Coastal Shipping or Sea Mode 
included in the transport network. For the movement 
of people an extensive air transport network is 
incorporated into the overall network framework. 

The cargo road mode of transport is often driven 
by the lack of high quality alternatives. In the 
understanding of the cargo transport demand today 
and that of the future, the key inputs are the macro 
economic indicators. These indicators reflect the 
overall development of each of the seven locality and 
the propensity for cargo movement. 

 
Historical Activity Levels 
 

Between 1998 and 2014, the Gross Domestic 
Product (GDP), as measured in constant US dollars in 
the base year of 2010 at market prices has grown at 
an overall of 8.6% per annum. The regional 
population has grown at 0.8% per annum. As depicted 
in Table 1, there is differential growth by locality with 
Myanmar registering the highest growth in GDP 
closely following by the two Chinese provinces. 
Thailand which is starting at a higher level of GDP 
also registers significant economic growth over this 

period. 
Population growth is seen as the higher in the two 

larger population localities of Cambodia and Vietnam. 
The Lao PDR has the highest historical population 
growth albeit from a lower base. 

The noted differential growth rates in the future 
are likely to lead to changes in the distribution of GDP 
Use at most three levels of headings that correspond 
to chapters, sections and subsections. 

 
Table 1 Locality growth per annum 1998 - 2014 

 
Locality GDP Population 

Cambodia 10.1% 1.4% 
Guangxi, PRC 12.4% 0.1% 
Yunnan, PRC 11.3% 0.9% 

Lao PDR 9.7% 2.1% 
Myanmar 13.4% 0.8% 
Thailand 6.3% 0.7% 
Viet Nam 8.6% 1.1% 

 
Associated environmental concerns 

 
The continued movement of cargo via the road 

mode especially over long distances will also lead to 
a continued increase in emission gases. This is not in 
alignment with the overall Paris environmental 
agreement. Whilst to some degree, such emissions 
from within cities for personal mobility have been 
contained. This is not the case for the movement of 
cargo especially over long distances. Within the 
context of another large jurisdiction namely Egypt 
[5], the use of the road-based transport mode has 
increased exponentially in the last few years.  

Whilst this phenomenon has fulfilled a variety of 
economic goals and expectations, unfettered growth 
is increasingly contributing to various negative 
environmental impacts. This high level of usage in 
Egypt is a historic consequence of pricing policies 
(such as the fuel subsidy), and “road focused” capital 
works programs. There is a beginning of an 
understanding of the notion that a more balanced 
approach to providing cargo mobility is desirable 
especially in respect to the transportation of cargo 
within the borders of Egypt. 

For example, in another large country jurisdiction 
such as Australia, over the period 1990 to 2006, 
overall transport emissions grew by 27.4 per cent, 
however emissions from the movement of freight 
grew by 40 per cent. Freight transport emissions now 
contribute around four per cent of the national 
emissions total throughout the country and are 
forecast to more than treble to thirteen per cent by 
2020 as reported in a recent freight transport review 
paper [6]. 

 
 

METHODOLOGY  
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The most commonly used tool for understanding 

the movement of people or cargo throughout a 
defined geographical space is a transport model, [7] 
and [8]. A classic four step transport model is 
developed as the analytical tool for the examination 
of cargo movement through the region. The structure 
for understanding movement within the Mekong is 
built initially from the understanding the existing 
regional movement. 

 Of course, cargo movement does not happen in 
isolation.  The four-step procedure is followed both 
for the movement of cargo and people as depicted in 
Fig. 2. In the final step, the network assignment 
combines all movement across all transport network 
infrastructure. In fact, the performance of the road 
network is defined by both the movement of people 
and cargo. 

 

 
Fig. 2 The regional model structure. 

 
Data Preparation 
 

The base input data are a collation of databases 
available by locality held by the various responsible 
agencies throughout the region. The master transport 
network includes all known transport projects at 
present, both existing and proposed, that are 
incorporated into a master network with the potential 
opening year of any new project provided as a 
network parameter. At the same time the economic 
and population datasets are prepared for the base time 
horizon of 2015 and a future time horizon of 2050. 

The data is prepared in detail at the level of traffic 
analytical zone that correspond to administrative 
boundaries with the amalgamation of smaller 
administrative areas into a single traffic zone.  

The zone system adopted for model is the same as 
that for the earlier 2006 GMS Transport Sector 

Strategy Study[9]. Within the two provinces of China 
there are 30 zones. In Myanmar, there are 40 zones 
whilst Thailand has a total of 56 zones. There are 17 
zones and 24 zones in Lao PDR and Cambodia 
respectively. Finally, Viet Nam has 49 zones. Thus, 
the model has a total of 216 internal zones. The total 
number of zones is 254 including 38 external zones 
of which 30 of the externals represent seaports. 

 
The Key Inputs – the Drivers of Future Demand 
 

The two planning inputs, drivers of future cargo 
movements are the regional GDP and the population. 
The future economic and population projections are 
based on trend data except for Thailand[10], 
Myanmar[11] and Vietnam[12]. In these three 
localities, the economic and population projections 
were derived from the national transport databases. 

Regional GDP distribution 
The Mekong wide GDP is projected to increase at 

6.2% per annum until the year 2025 and estimated to 
grow at 5% per annum thereafter until 2050. These 
overall projected growth rates are in line with earlier 
detailed historical growth rates[13] as well as those 
available from national transport databases. The key 
important change in the future is the forecast 
distribution balance of GDP. As earlier noted, the 
differential locality growth rates predict a change in 
regional economic distribution. 

In 2015, as depicted in Fig 3., Thailand has nearly 
40% of regional GDP. This is projected to decrease to 
under 20% by 2050. This share of GDP is transferred 
to the two Chinese provinces and Myanmar by 2050. 
By 2050, the two Chinese provinces are projected to 
increase their share of overall GDP by 15% from an 
initial 39% to 54% whereas Myanmar will increase 
its share of regional GDP from 7% to 10%. The 
remaining localities of Lao People’s Democratic 
Republic (PDR), Cambodia, Vietnam are expected to 
maintain approximately their existing share of GDP. 
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Fig. 3 Distribution of GDP by locality. 

Regional population Distribution 
The regional population is projected to increase at 

0.8% over the overall time horizon between 2015and 
2050. Between 2015 and 2050, the regional 
population is anticipated to grow from 340 million to 
some 453 million people thus forming a potentially 
significant trading block. The regional population 
distribution is depicted in Fig 4. 

 

 
Fig. 4 Distribution of Population by locality. 
 
Unlike GDP, the population distribution is 

unlikely to change significantly. The regional 
population share of Viet Nam increases from 28% to 
32%. The regional population share of Thailand 
decreases by approximately three percent. The 
change in distribution in all other localities is less than 
2%.  

Impact of Distribution Change 
The change in distribution between localities is 

important because such change will impact the likely 
future pattern exchange of cargo movement between 
the localities.  

 
The Structure of Cargo Movement 
 

For the analysis of cargo movements, the key 
modes represented within the model are road, rail, 
inland waterways transport and coastal shipping. The 
model developed is known as the Mekong Regional 
Transport Model henceforth referred to simply as the 
MRTM. 

Cargo movement is divided into 5 commodity 
classifications. The MRTM was developed to 
produce forecasts of passenger and 5 categories of 
cargo movement by mode for the time horizons of the 
base year of 2015 and two future horizons of 2025 
and 2050. 

The parameters in the equations vary by locality 
and commodity group. The five commodity groups 
were summarized based on the international 
Harmonized System codes also referred to as simply 
the HS codes. These codes are an internationally 
standardized system of names and numbers to 
identify an individual product. The code is an 8-digit 
number but broad classifications are developed using 
the first two digits of the code. 

Broadly the five commodity categories in 
numerical order one through to five are agriculture, 
processed food, wood products, chemicals and 
miscellaneous goods. The link of the five commodity 
categories to the Harmonized System of coding is 
presented in Table 2 which tabulates the first two-
digits of the HS code against the commodity category. 

 
Table 2 Cargo commodity category 

 

Category Description 
HS Code 

Start End 
1 Agricultural 1 15 
2 Processed Food 16 24 
3 Chemical/Mineral 25 40 
4 Wood/Skins 41 49 
3 Chemical/Mineral 50 63 
4 Wood/Skins 64 67 
5 Miscellaneous 68 97 

 
THE ANALYSIS  

 
The focus of this research as stated earlier is on 

the modal allocation and the key input parameters 
namely the population and GDP. However, prior to 
the modal allocation step, there are the two earlier 
steps associated with trip generation and distribution 
of cargo movement. Cargo movement generations are 
estimated by traffic zone via a relationship linking 
population and GDP per capita in a series of linear 
regression equations derived for each locality 
separately.  

Cargo trip distribution used the Fratar growth 
factor distribution method [14] that takes as a base an 
existing distribution patterns sourced from an earlier 
Mekong study [9]. The trip distribution is across all 
localities so that there are not separate trip 
distribution procedures via locality. 

 For the mode split step, the commodity 
movement cost and travel times are the key inputs 
into the freight mode split model. The mode split 
structure for freight is a hierarchical three-level mode 
split logit model as depicted in Fig 5. The total cargo 
trips were distributed across four modes. At the first 
level, coastal trips are separated while at the second 
level, inland water transport trips are separated, with 
the final level being the allocation of movement 
between road and rail. In many cases, the mode 
choices were limited to road and rail since there was 
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no logical route via other modes. 
The MRTM’s master transport network includes 

all known transport projects at present, both existing 
and proposed, that are incorporated into a master 
network with the potential opening year of any new 
project provided as a network parameter. In this 
manner, there is an inbuilt flexibility as it is actual 
possible to develop the network other than for the two 
future time horizons of 2025 and 2050. 

The structure of the binary logit equations is 
shown in Eq. 1.  

 
 

 
Fig. 5 Modal Allocation Structure 
 
The cost of travel on alternative modes is referred 

to as the generalized cost of travel and is a function of 
time and cost.  

 

                                     (1) 

 
Equation (1) defines the probability of using mode 

1 as opposed to mode 2 whereas V1 and V2 are the 
generalized travel costs associated with modes 1 and 
2 respectively. 

The variables in the determination of generalized 
travel cost namely travel time and the cost are 
weighted by scale factors. These scale factors are 
presented in Table 4 by commodity category for each 
level of the modal analysis. The cost of travel by the 
various modes of travel was determined by locality.  

The final step was the assignment or the allocation 
of the flow of people and freight to air, road, rail, 
inland waterway and coastal shipping networks. The 
final network travel times across the road network 
were estimated following a capacity restrained 
assignment. 

In the case of the road network, the movement of 
persons by car and bus were converted into equivalent 
passenger car units together with the cargo-carrying 
trucks on the network. The impact of person and 
cargo trips were combined in consideration of the 
impact on the shared road network. 

It was necessary to convert cargo movements 
allocated to road network into vehicles via load 
factors. The remaining freight trips do not use the 

road network except for access to the non-road 
network (e.g. truck to rail).  

In the case of truck trips there was also an implied 
back loading factor to allow for trucks returning from 
their destination without any load. The non-road trips 
are then assigned to their respective networks such as 
rail. This results in a final network that representd 
travel across all modes. 

 
Table 4 Scale factors by commodity category  

 
Category Equation 

Level 
Time Cost 

1 1 -0.2244 -0.0001 
2 1 -0.0004 -0.0004 
3 1 -0.0858 -0.0004 
4 1 -0.0355 -0.0004 
5 1 -0.0355 -0.0004 
1 2 -0.0194 -0.0001 
2 2 -0.0387 -0.0004 
3 2 -0.0732 -0.0006 
4 2 -0.0169 -0.0004 
5 2 -0.0173 -0.0001 
1 3 -0.3892 -0.0008 
2 3 -0.2078 -0.0003 
3 3 -0.176 -0.0008 
4 3 -0.5941 -0.0034 
5 3 -0.5891 -0.0006 

 
Passenger vehicles and trucks share the road 

networks. For the traffic movements assigned to the 
road network, there is a feedback loop to adjust the 
road traffic speed until there is equilibrium across the 
network (i.e. that assumed input speeds match the 
actual output speeds after the traffic assignment). The 
travel time on the road network impacts the mode 
split of both person and cargo movement. All the 
assigned trips across all networks are combined into 
a single output network following the equilibrium 
procedure. 

One potential bottleneck for the movement of 
cargo between the different localities is both the 
formality and physical barriers at international border 
crossing points. This is currently being addressed by 
various cross regional organizations such as The 
Greater Mekong Rail Association. In the distant 
future scenario, these are resolved to facilitate 
economic prosperity. 

 
The Model Validation 

 
The validation of the model was undertaken from 

data sources not currently used as input data in the 
model development. Two such comparisons are 
discussed here. The base output from combined road 
vehicle movement in 2015 was validated against 
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screen line traffic counts in Thailand in the north-west 
and south-east where such traffic has the potential to  
be travelling to locality crossing points. The 
screenline comparison of vehicle traffic was within 
10%.  

A Big Data comparison was made between the 
model estimation of the overall trade between 
Thailand and the two localities of Yunnan and 
Guangxi in China via a comparison of the two custom 
databases. The estimation of trade between the two 
Chinese localities and Thailand is 1,409 tonnes on 
average per day in 2015 compared to an observed 
volume of 1,400 tonnes per day. The comparison is 
good.   

 
RESULTS AND CONCLUSIONS  

 
In the current situation incorporating all 

infrastructure proposals, there is a small modal shift 
in terms of tonne-kilometes of travel. However, this 
implies that significant more effort is required to 
ensure modal shift away from the road sector. 

 
The Future Result 

 
Cargo movement as measured in terms of tonne-

kilometeres of travel  is estimated to grow at 4.9 % 
per annum between 2015 and 2025. However, as a 
result of the changing interaction between the 
economic parameters, the differential distribution of 
cargo across localities changes as depicted in Fig 6. 

In 2015, Thailand has nearly 50% of regional 
cargo movements. This is projected to decrease to 
under 40% by 2050. This share of cargo is transferred 
across all localities by 2050. By 2050, the two 
Chinese provinces are projected to increase their 
share of overall cargo movements by 40% from an 
initial 14% to 20% whereas Myanmar will decrease 
its share of regional movement from 12% to 9%. The 
localities of Lao People’s Democratic Republic 
(PDR) and Vietnam are expected to increase 
approximately their share of cargo movement. 

 

 
Fig. 6 Distribution of cargo travel by locality 

 
In the current proposal incorporating all new rail 

infrastructure proposals of the seven localities, there 
is a small modal shift in the movement of cargo as 
reported in Table 5. Truck remains the dominant 
mode of transport across the region.  

The modal share of the alternative non-road 
modes in combination increases nearly four times. 
The modal share increases of rail alone increases by 
nearly 150%. There is in this case also an estimated 
shift to IWT as a direct result of increased road 
congestion. 

 
Table 5 Modal shift between 2015 and 2050 

 
Mode 2015 2050 
Truck 98.43% 96.29% 
Rail 0.78% 1.30% 
IWT 0.18% 0.24% 
Sea 0.62% 2.17% 

 
Another issue that arises from the continual 

maintenance of the high cargo modal split towards 
road movement is that by 2050, there is an estimated 
significant change in the distribution of road traffic 
across the region. As depicted in Fig. 7, by 2050, that 
there is a dramatic shift in the sharing of regional road 
space in terms of road movement as measured in 
terms of passenger car units. 

Today, trucks account 23% of all movements 
across the regional road network, the model 
developed in this research suggests that this will rise 
to 45% in a future scenario. This is a significant 
change and is likely to have an impact on traffic 
accidents. 
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Fig. 7 Road Usage (pcu-km of travel) 
 
The Future Result-Ultimate Scenario 

 
In the case of an ultimate rail scenario such as the 

double tracking of the complete existing region rail 
together with improved border crossings, there is in 
this case an ultimate shift in cargo movement. Truck 
remains the dominant mode of transport across the 
region. The modal share of the alternative modes in 
combination increases nearly seven times.  

The modal share increase in rail alone is of the 
order of five times higher as depicted in Table 6. The 
transport model prepared as part of this research is an 
analytical tool that is an initial starting point for 
researchers to understand the mobility of cargo 
throughout the Mekong.  

 
Table 6 Modal comparison – increase infrastructure 

 
Mode 2015 2050 
Truck 98.43% 92.62% 
Rail 0.78% 5.09% 
IWT 0.18% 0.46% 
Sea 0.62% 1.83% 

 
If the localities of the Mekong are to consider 

modal shift away from the road there will likely need 
to be a change in the pricing structure of the 
movement of cargo by road and rail. Such a change 
in cost is reported in a test case in Table 7. 

 
Table 7 Modal comparison – cost differential 

 
Mode 2015 2050 
Truck 98.43% 89.48% 
Rail 0.78% 7.90% 
IWT 0.18% 0.45% 
Sea 0.62% 2.15% 

 
 

In this test case, the cost differential is changed 
with an increase in the cost of cargo movement by 
truck whilst at the same decreasing the cost of cargo 
movement by rail. This suggests that there is a 
potential for the truck modal share of the movement 
of cargo across the Mekong to fall below the 90% 
level.  

 
Feasibility of Green Cargo Shift 
 

When considering the development of new 
infrastructure in the Mekong Region to assist in the 
transfer to Green freight movement, the desired 
modal split should be pursued in a realistic manner 
taking the growth trend in road cargo into account. 
Large increases in the sector capability of the non-
road sector are implementable but difficult from a 
practical and economic point of view.  

The long-term forecast for the region 
demographically in accordance with the various 
locality economic forecasts demonstrates via 
infrastructure development that it is possible to halt 
the fact that the road sector for cargo movements was 
continuing to approach the one hundred percent mark. 
Of course such movement away from the road sector 
is not achievable overnight so that the mathematical 
model considers a thirty five year time frame for 
intermodal shift[15]. 

The dilemma is the establishment of Green Cargo 
Movement and the shifting of cargo movements from  
the dominant road mode to alternative modes. The 
development of the mathematical model for cargo 
movement has enabled the transport planner 
practitioner to advance the understanding of cargo 
movements and provide a numerical framework for 
the understanding the impact of a green cargo modal  
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ABSTRACT 

  
In this research, the compressive, flexural, and shear bond strengths of high strength-high volume fly ash mortar 

containing high calcium fly ash (HCFA) of various finenesses were studied. The mortars were made from ordinary 
Portland cement (OPC), HCFA, sand, water, and Type D admixture. The HCFA was from Mae Moh power station 
in the north of Thailand. Three types of HCFA fineness viz., as-received coarse fly ash (CF), medium fineness fly 
ash (MF, passed sieved No. 100), and fine fly ash (FF, passed sieve No. 200) were used to replace OPC at the 
levels of 0-70 % by weight of binder. The results showed that the high strength-high volume fly ash mortars with 
satisfactory 28-day compressive strengths between 70.0 and 114.0 MPa, shear bond strengths between 7.2 and 
18.0 MPa, and flexural strengths between 15.9 and 27.6 MPa were obtained. Test results also indicated that the 
use of FF gave significantly higher strengths than the use of CF and MF. Specifically, the compressive strength of 
mortar containing 50%FF was very high at 110.0 MPa. The FF could thus be used to improve the strengths of high 
volume fly ash mortar for uses in various architectural and structural works requiring high strength products. 

 
 
Keywords: High calcium fly ash, Fly ash fineness, High volume fly ash, High strength mortar, Shear bond strength 
 
 
INTRODUCTION 

   Currently, the construction of wall in building 
mainly uses ready-made concrete materials in the 
form of concrete blocks. In the past, the concrete 
blocks for wall possesses low strength and thus the 
use is relatively limited. For diverse usage, the 
strength development is substantially improved such 
that it can be used in structural work as well [1]. 

One of the important use of the block is the 
preformed wall for the housing units. The ready-made 
preformed wall can be fabricated at the concrete plant 
and transport to the construction site. This drastically 
reduces the time required for the construction of 
building or housing complex. This results in rapid 
construction using concrete block panels as shown in 
Fig. 1. The joining of the blocks in making preformed 
wall required a high strength mortar such that the wall 
can be transported to the site without damage.  

To develop a sufficiently high strength mortar, it 
is necessary to use a high cement content and this 
results in high cost. In addition, the production of 
cement is an energy intensive process. Coupled with 

the burning of calcareous material, the production of 
cement thus produces a large amount of carbon 
dioxide. For every ton of Portland cement coming out 
of the furnace,  almost 1 ton of carbon dioxide (CO2) 
was released into the atmosphere [2]. 

       

 
 

Figure 1. The rapid construction of wall using 
preformed concrete blocks 
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It is therefore important to reduce this greenhouse 
gas emissions into the atmosphere by using the 
environmental friendly cementitious material 
products  [3] or alternatively use less cement with the 
use of high volume pozzolanic material to replace 
Portland cement. The available fly ash in large 
quantity is the high calcium fly ash from Mae Moh 
Power station in the north of Thailand which has been 
shown to be a good pozzolan. This amount of calcium 
is rather high and increases with the increasing depth 
of coal mining [4]. The use of this fly ash in concrete 
increases the porosity, but the average pore size is 
reduced [5, 6] and the interfacial zone between 
aggregate and matrix is improved [7].  

In order to utilize the fly ashes effectively, the 
coarse portions of fly ashes have to be processed. 
Grinding and classification can be used to increase 
the fineness of the fly ash. It has been demonstrated 
that the compressive strength of concrete with fly ash 
can be improved by using finer fly ashes [8-13]. In 
addition, the use of fine fly ash with spherical particle 
and smooth surface result in some better mechanical 
properties i.e. to increase the strength and improve the 
durability of mortar and concrete compared to the 
coarse fly ash [8-10]. The shrinkage is also in reduced 
compared to the control but slightly increased 
compared to the use of coarser fly ash [14].  

Therefore, in this study, the use of high calcium 
fly ash with different finesses to improve the strength 
of high volume fly ash jointing mortar is studied.  The 
as-received fly ash, the medium fineness fly ash 
passed sieve No. 100 and the fine fly ash passed sieve 
No. 200 were used to produce high strength mortar. 
The results will enable the use of fly ash more 
effectively through the classification and high volume 
usage with ensured high strength.    

 
EXPERIMENTAL PROGRAM 
Materials 

Materials used in this research consisted of 
ordinary Portland cement (OPC), river sand, water 
and high calcium fly ash (HCFA). The HCFA was the 
by-products from Mae Moh power station in 
Lampang province, northern Thailand. It was 
classified to three lots of HCFA fineness viz., as-
received coarse fly ash (CF), medium fineness fly ash 
passed sieved No. 100 (MF), and fine fly ash passed 
sieve No. 200 (FF). The physical properties of 
materials are shown in Table 1. 

The morphology of HCFA by SEM as shown in 
Fig. 2 indicated that the shape of HCFA was spherical 
with smooth surface. The chemical compositions of 
HCFA are shown in Table 2. The specific gravity of 
HCFA was 2.66 with median particle size of 18.6 µm. 
The HCFA consisted of a high content of 36.20% 
SiO2, 15.52% Al2O3, 14.25% Fe2O3, and 22.57% CaO 
with the loss on ignition (LOI) of 0.88%. The XRD 
of HCFA as shown in Fig. 3 indicated the high 

amorphous content with relatively large hump around 
22-38 ᵒ2Ꝋ.   

 

Table 1. The physical properties of materials 
Materials Sand OPC HCFA 
Specific gravity 2.61 3.15 2.66 
Median particle size (µm) - 14.6 18.6 
Fineness modulus 2.65 - - 
Unit weight (kg/m3) 1360 1440 - 
Water absorption (%) 1.17 - - 

 

 
 

Figure 2. The morphology of HCFA by SEM 
 

 
 

Figure 3. The XRD of HCFA. M-Maghemite: Fe2O3; 
Fe3O4; H-Hematite; A-Anhydrite; C-Calcium Oxide; 
Q-Quartz. 

 

Table 2. Chemical composition of materials (by 
weight)  

Chemical 
compositions (%) HCFA OPC 

SiO2 36.20 20.8 
Al2O3 15.52 4.7 
Fe2O3 14.25 3.4 
CaO 22.57 65.3 
K2O 1.63 0.4 
Na2O 0.33 0.1 
SO3 8.9 2.7 
LOI 0.88 0.9 
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Mix proportion  
   The HCFA contents 

To study the effect of HCFA fineness, as-received 
coarse fly ash (CF), medium fineness fly ash passed 
sieved No. 100 (MF), and fine fly ash passed sieve 
No. 200 (FF) were used to replace OPC at the levels 
of 0-70 % by weight for the manufacturing of high 
strength jointing mortars. 

The compressive strength, flexural and shear bond 
strengths of high volume fly ash-high strength mortar 
were determined. 

 

 
 

a. Dummy Bottom Section 
 

 
 

b. testing of shear bond strength 
 
Figure 4. The shear bond strength test of high 
volume fly ash-high strength mortar  
 

Details of Mixing 
All mixtures were made with binder to sand ratio 

of 1:0.33, superplasticizer (SP) of 0.50 % of binder 
and water to binder ratio of 0.24. For mixing, OPC 
and HCFA were firstly mixed together until the 
mixture was homogenous. Next, sand was added and 
mixed for 5 min. Finally, water and SP were added 

and mixed for 3 minutes to obtain a homogenous 
mixture.  

The fresh high strength mortar was placed into 
50x50x50 mm cube molds, 75x75x150 mm and 
75x75x300 mm prism molds. The specimens were 
demolded at 1 day and stored in water.  

 
Details of test 

Compressive strength and density 
The cube specimens size 50x50x50 mm were 

tested to determine the compressive strength in 
accordance with ASTM C109/C109M-16a [15]. The 
reported compressive strengths were the average of 
three samples. 

 
Shear bond strength 
The prism specimens size 75x75x150 mm were 

tested to determine the shear bond strength in 
accordance with ASTM C882/C822M [16]. The 
reported shear bond strength was the average of three 
samples. The sample bond strength of high volume 
fly ash-high strength mortar with concrete by slant 
shear are shown in Fig. 4. The 28 day-strength of 
dummy concrete was 70.0 MPa. The contact surface 
of the dummy concrete was cut surface by diamond 
saw. 

 
Flexural strength  
The prism specimens size 75x75x300 mm were 

tested to determine the flexural strength in accordance 
with ASTM C293-02 [17]. The reported flexural 
strength was the average of three samples.  

 
RESULTS AND DISCUSSIONS 
Compressive strength  

 

 
 

Figure 5. Compressive strength of high volume fly 
ash-high strength mortar at 28 days 
 

The results of compressive strength of high 
volume fly ash-high strength mortar are shown in Fig. 
5. The compressive strength increased with 
increasing HCFA content from 0 to 30 % by weight. 
The compressive strength development from all fly 
ash was quite good, especially the fine fly ash. At low 
replacement level, the compressive strengths of fly 
ash mortar were higher than mortar without fly ash 

0% 10% 20% 30% 40% 50% 60% 70%
CF 94.7 100.3 102.6 103.3 92.4 96.2 79.6 74.0
MF 94.7 103.6 106.6 105.3 100.0 93.0 86.0 83.2
FF 94.7 104.1 113.0 114.0 109.3 110.6 94.6 91.6
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due to  the pozzolanic reaction of fly ash and the 
filling effect [10]. In contrast, for the high volume 
HCFA replacement, the strength started to decrease 
with more than 30 % replacement. With more than 
50% replacement the compressive strengths were less 
than that of the control. For example, the compressive 
strengths at 28 days of mixes with CF with volume of 
HCFA of 0, 10, 20, 30, 40, 50, 60, and 70 % by weight 
were 94.7, 100.3, 102.6, 103.3, 92.4, 96.2, 79.6, and 
74.0 MPa, respectively.  

With regards to types of HCFA fineness, the 
compressive strength increased with increasing 
HCFA fineness. The filling effect of fly ash 
contribute to the relatively good compressive strength 
development of the concrete containing HCFA. The 
used of finer fly ash resulted in further enhancement 
of the compressive of concrete [8-10]. For example, 
the compressive strengths at 28 days of 30 % fly ash 
with HCFA fineness of CF, MF, and FF were 103.3, 
105.3, and 114.0 MPa, respectively.  
 
Shear bond strength        
      

   
  

Figure 6. Shear bond strength of high volume fly ash-
high strength mortar at 28 days 
 

The results of 30º slant shear bond strength test of 
high volume fly ash-high strength mortar are shown 
in Fig. 6. For the mixes with CF and MF, the shear 
bond strength increased with the increasing volume 
of HCFA from 0-30 % fly ash. For example, the shear 
bond strength at 28 days of mixes with MF with 
volume of HCFA of 0, 10, 20, 30, 40, 50, 60, and 70 
% by weight were 8.2, 7.8, 10.6, 12.8, 10.2, 12.4, 9.8, 
and 8.6 MPa, respectively. The increase in the 
replacement levels resulted in a drop in the strength 
of the samples. However, the results also indicated 
that the strength of the 70% fly ash mortar was still 
comparable to that of the control. For the fine fly ash, 
the shear bond strength of FF increased with the 
increasing volume of HCFA from 0-50 % 
replacement levels. The increased shear bond strength 
was due to increased compressive strength with the 
increase in pozzolanic reaction of fly ash and the 
filling effect of the fine fly ash particles [9].  

With regards to types of HCFA fineness, the shear 
bond strength increased with increasing HCFA 
fineness. For example, the shear bond strength at 28 
days of 30 % fly ash with HCFA fineness of CF, MF, 
and FF were 12.8, 15.1, and 16.9 MPa, respectively. 
This is because the high fineness HCFA has  high 
surface area resulting in the high internal bond 
strength of the cement paste [18] and thus resulted in 
the high shear bond strength between high strength 
mortar and old concrete substrate.  
 

  
         a. 10 % HCFA               b. 20 % HCFA 
 

  
 c. 30 % HCFA d. 40 % HCFA
  

  
 e. 50 % HCFA f. 70 % HCFA 
 
Figure 7. The failure of shear bond strength 

 
In addition, the fracture characteristics of slant 

shear prisms are shown in Fig. 7. The slant shear bond 
prisms failed in the monolithic mode where cracks 
were formed in both section of high strength mortar 
and old concrete substrate [19] which indicated the 
relative high resistance to damage of high strength 
mortar and high bonding between the two surfaces.  

0% 10% 20% 30% 40% 50% 60% 70%
CF 8.2 7.8 10.6 12.8 10.1 12.4 9.8 8.6
MF 8.2 8.0 12.4 15.1 13.3 12.9 12.2 12.6
FF 8.2 14.0 14.2 16.9 17.6 17.9 10.6 7.2
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Flexural strengths       

The results of flexural strength of high volume fly 
ash-high strength mortar are shown in Fig. 8. For the 
mixes with CF and MF, the flexural strengths 
increased with the incorporation of the fly ash. For 
example, the flexural strength at 28 days of mixes 
with MF with volume of HCFA of 0, 10, 20, 30, 40, 
50, 60, and 70 % by weight were 15.9, 21.1, 18.3, 
18.9, 18.8, 18.4, 19.4, and 19.0 MPa, respectively.  
Moreover, the flexural strength of FF were further 
increased with the incorporation of FF especially at 
the 10 – 30 % replacement levels. Normally, the trend 
of flexural strengths was similar to those of 
compressive strengths [20]. In this case, with the 
incorporation of fly ash, the flexural strengths were 
improved slightly better than those of compressive 
strengths.   

With regards to types of HCFA fineness, the 
flexural strength of base line was 15.9 MPa and the 
flexural strength increased with increasing of HCFA 
fineness. For example, the flexural strength at 28 days 
of 10 % fly ash with HCFA fineness of CF, MF, and 
FF were 17.5, 21.1, and 26.6 MPa, respectively and 
representing an average improvement of 67 % from 
base line. The increasing of flexural strength was due 
to the increase in the reaction products from increased 
reaction of fine HCFA. This  was associated with the 
improvement of compressive strength and shear bond 
strength of high strength mortar which led to overall 
improvement in the flexural strength [19].       

 

  
  

Figure 8. Flexural strengths of high volume fly ash-
high strength mortar at 28 days 
    
CONCLUSIONS 

Based on the obtained data, the following 
conclusions can be drawn: 

1. The increasing in HCFA fineness resulted in the 
improvement of the compressive, shear bond and 
flexural strengths of mortar.   

2. For compressive strength, the optimum volume 
of HCFA was 30 % with substantial increase in 
compressive strength. 

3. For shear bond strength, the behavior was 
similar to that of compressive strength. However, the 

optimum replacement level of fine FF was increased 
to 50 % suggesting that a larger amount fly ash could 
be incorporated providing that its particle was fine.  

4. For the flexural strength, the trend of results 
was similar to the improvements in compressive and 
shear bond strengths. The improvement with the 
incorporation of FF was more evident in the flexural 
strength.  The improvement represented an average of 
67 % from base line for the 10 % replacement level. 

5. The results showed that high strength-high 
volume fly ash mortars with satisfactory 28-day 
compressive strengths of between 70 and 114 MPa, 
shear bond strength between 7.2 and 18.0 MPa, and 
flexural strength between 15.9 and 27.6 MPa were 
obtained. Moreover, test results indicated that the use 
of FF gave significantly higher strengths than the use 
of CF and MF. The FF could thus be used to improve 
the strengths of OPC mortar and used as an alternative 
mortar for various architectural and structural works 
requiring high strength products. 
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ABSTRACT 

 
This research investigates the use of bottom ash to improve the unconfined compressive strength of poor 

subbase. Lateritic soil that used in test represented weak subbase soil in road construction. This research 
performed on lateritic soil mixed with cement 1-1.5%, kaolin 0.5-1% and the different percentages of bottom ash 
was between 2-8% by weight of soil. The unconfined compressive strength of the soil improvement tends to 
increase with an increase in the amount of bottom ash. However, the unconfined compressive strength of the 
samples slightly increased when the amount of bottom ash was exceeded 6%. The results demonstrated bottom 
ash can develop the early strength of soil. As shown in the results of soil mixed with cement 1.5%, kaolin 1%, 
and bottom ash 6-8% can be developed the strength near the soil mixed with cement 3% in 7 days. Moreover, the 
addition 6% of bottom ash and 0.5% of kaolin in the soil samples mixed with cement 1.5% can be increased the 
compressive strength 87% of the samples without bottom ash and kaolin. The required strength of subbase 
improvement should more than 689 kPa at the curing time 7 days. The results demonstrated the strength of soil 
mixed with 1.5% cement, 0.5% kaolin and 4-8% bottom ash was higher than the required strength. Therefore, 
bottom ash can develop the strength of poor subbase and reduced the utilized amount of cement to improve the 
strength of soil.  
 
Keywords: Lateritic soil, Bottom ash, Compressive strength, Kaolin, Subbase 
 
 
INTRODUCTION 

 
The lateritic soil has been used in road 

construction of Thailand and developing in the rural 
area. The subbase of road constructions was 
constructed by lateritic soil. However, it's become 
the realize problem of lateritic soil. This is because 
the poor lateritic soil is low compressive strength 
and poor durability. Therefore, the bearing capacity 
of poor subbase was lower than the minimum 
strength requirement for road construction. 
Subsequently, the rain infiltration or the water 
inundates the subbase can be causing the road 
damage. [1], [2]. This problem represents to 
emphasis for improvement in engineering properties 
of lateritic soil such as compressive strength, 
durability, and permeability [2].  

The most commonly used additive for soil 
stabilization is ordinary Portland cement. To build a 
subbase with cement stabilized ash alone is not yet 
common, but this is one of the high volume ash 
application being promoted by ash producers [3]. 
The use of ash or the pozzolanic materials combined 
with cement to improve the strength of soil can be 
reduced the cost of the soil stabilization. Therefore, 
this study investigated on the use of bottom ash, 
which is the by-product from Mae Moh power plant 
to improve the strength of poor subbase. 

 

Ash removed from the base of the furnace is 
termed bottom ash [3]. Bottom ash (BA) is a solid 
waste available in Mae Moh power plant in the north 
of Thailand is about 0.8 million tons and is disposed 
of a landfill near the power plant [4]. It is coarser 
than fly ash, ranging in size from fine sand to gravel 
[3]. Bottom ash is larger in size and very irregular, 
containing pores and cavities [5]. Ground to a proper 
fineness, bottom ash can be used as a pozzolan that 
produces relative strength [6]. The chemical 
compositions of bottom ash were 39.3% SiO2, 
21.3% Al2O3, Fe2O3, 2.1% K2O, 16.5% CaO, 1.0% 
Na2O and 1.4% loss on ignition. The bottom ash has 
increased pozzolanic activity and used to partially 
replace Portland cement. The utilization of bottom 
ash as a cementitious a partial replacement of 
cement is possible [4]. 

Bottom ash serves well as structural fill and 
construction [3]. A variety of research on the 
mobilization of coal bottom ash for use as the 
cementitious material has been utilized. The bottom 
ash has increased the pozzolanic activity [7], [8]. 
Therefore, many types of research have been used 
the bottom ash as fine aggregate in concrete [9], 
asphaltic [10]. On the other hand, the bottom ash can 
involve clay minerals and increases the value of 
supporting capacity of the clay and increasing the 
compressive strength value [11]. 

This paper investigated the use of bottom ash 
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combined with cement which a partial replacement 
by kaolin to improve the strength of the poor quality 
of soils. There are many of additive that has been 
tested the effect to develop the engineering 
properties of lateritic soil. In order to reduce costs by 
replacing some cementations stabilizers with non-
cementations additives [12, 13, 14]. Kaolin soil is a 
mineral of soil, which some of these noncement 
additives. In chemical terms, kaolin has many 
cementing materials consists of SiO2, Al2O3, and 
Fe2O3. These elements can improvement bonding, 
durability and stabilization of soil. [15].  

The objective of this paper is investigating the 
use of bottom ash to improve the strength of poor 
subbase. In order to increase the strength of subbase 
higher than the required strength which suggested by 
the Thailand Department of highways. The 
unconfined compressive strength of the soil 
improvement should be more than 689 kPa. 

 
MATERIALS AND METHODS 

 
The lateritic soil which has poor quality was used 

in the experiment. The strength of the soil samples 
was less than the required strength which suggested 
by the Thailand department of highways. The soil 
samples were conducted on Atterberg limits and 
sieve analysis test to determine the properties and 
classification of the samples. Portland cement type 1, 
kaolin and bottom ash were mixed in the soil 
samples to improve the strength. Kaolin obtained 
from Lampang province of Thailand. Bottom ash 
obtained from Mae Moh power plant in Lampang 
province of Thailand as shown in Fig. 1. 

The maximum size of bottom ash mixed with the 
soil samples was 4.75 mm. All admixture stored in 
plastic bags to maintain their dry condition. The soil 
samples were mixed with cement, kaolin and bottom 
ash in the ratio accordance with Table 1. The 
mixture code in group A represented the soil 
samples mixed with cement 1.5-3% by weight of the 
soil samples. The mixture code in group B 
represented the soil samples mixed with cement 1%, 
kaolin 1% and the different percentages of bottom 
ash 2-8% by weight of soil. The mixture code in 
group C represented the soil samples mixed with 
cement 1.5%, kaolin 0.5% and the different 
percentages of bottom ash 2-8% by weight of soil.  

The difference between the mixture in group B 
and C is the percentage of Portland cement and 
kaolin. The combination of cement and kaolin in the 
mixture of B and C samples was 2% by weight of 
the soil samples. However, the amount of cement in 
the mixture group B was less than group C 0.5%. 

 
 
 

 
 

Fig.1 Bottom ash obtained from Mae Moh power 
plant. 

 
The soil samples mixed with cement, kaolin and 

bottom ash, according to Table 1 were conducted in 
modified compaction tests and unconfined 
compression tests. 

 
Table 1. The mixture ratio of admixture mixed with 

the soil samples. 
 

Mixture 
Code 

Cement 
(%) 

Kaolin  
(%) 

Bottom 
Ash (%) 

A1 1.5 - - 
A2 2 - - 
A3 3 - - 
B1 1 1 2 
B2 1 1 4 
B3 1 1 6 
B4 1 1 8 
C1 1.5 0.5 2 
C2 1.5 0.5 4 
C3 1.5 0.5 6 
C4 1.5 0.5 8 

Note: The amount of cement, kaolin and bottom ash 
mixed with soil is percent by weight of soil. 

 
The modified Proctor compaction tests on the 

samples in each mixture were conducted in 
accordance with AASHTO T180. This test is 
intended to be used to determine the maximum dry 
density and optimum moisture content in each 
mixture of the samples. The samples were manually 
compacted in five equal layers using the modified 
compaction effort. 

Unconfined compression tests are intended to be 
used to determine the compressive strength of the 
samples. Unconfined compression tests were 
conducted in accordance with AASHTO T 208. The 
soil samples mixed with cement, kaolin and bottom 
ash in the ratio according to Table 1 were used in 
this test. The samples mixed with water at the 
optimum moisture content (OMC) for each mixture 
which obtained the values from the modified 
compaction tests. The samples were compacted in 
five equal layers using modified compaction effort. 
After completing the compaction process, each 
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sample was extruded from the compaction mold and 
was then cured in the plastic bag until tested. The 
specimens were cured in the in the plastic bag for 3, 
7 and 14 days. Following the curing process, the 
samples were soaked in water for 2 hours and then 
compressed the samples by the compression 
machine. The results represented by the influence of 
bottom ash on the strength of soil improvement. 
However, the Thailand Department of highways 
suggested that the unconfined compressive strength 
of subbase improvement should be more than 689 
kPa at the curing time 7 days. Therefore, the 
optimum bottom ash content to improve the strength 
of soil can be defined by the test results. 
 
RESULTS AND DISCUSSIONS 

 
The Engineering Properties of Lateritic Soil 

 
The soil samples were conducted on Atterberg 

limits, sieve analysis test, and modified compaction 
tests to determine the engineering properties of the 
soil samples. Liquid limit, plastic limit, and 
plasticity index of the soil samples were 27%, 17%, 
and 10% respectively. Fig. 2 shows the particle size 
distribution of the soil samples in this study. 
However, according to the AASHTO classification 
system, the soil samples were in A-2-4. The 
gradation of soil samples is excellent to good for 
subgrade materials when considered on the general 
subgrade rating of AASHTO. Moreover, the results 
of modified compaction tests demonstrated the 
maximum dry density of the soil samples was 
approximately  1940 kg/m3 and optimum moisture 
content was 9.9%. 

 

 
 

Fig. 2 Particle size distribution of the soil samples 
used in the test. 

 
Maximum Dry Density and Optimum Moisture 
Content 

 
The modified compaction tests were conducted 

on soil samples mixed with cement, kaolin and 
bottom ash in a ratio accordance with Table 1. The 
results of compacted soil samples mixed with 
cement 1.5%-3% as shown in Fig. 3. The results 
showed the dry density of the samples mixed with 

cement was slightly different from the samples 
without cement. The maximum dry density of the 
samples A1, A2 and A3 was 1957 kg/m3, 1959 
kg/m3, and 1946 kg/m3 respectively. The optimum 
moisture content of the samples A1, A2 and A3 
were 9.7%, 9.8%, and 10.2% respectively. 

 

 
 

Fig. 3 Dry density and moisture content 
relationship of the soil improvement by 
cement. 

 
The results of soil samples mixed with cement, 

kaolin and bottom ash shown in Fig. 4 and Fig. 5. 
The results in Fig. 4 illustrates dry density and 
moisture content of the samples in group B. The 
maximum dry density of the samples B1, B2, B3 and 
B4 was 1945 kg/m3, 1961 kg/m3, 1954 kg/m3 and 
1966 kg/m3 respectively. The optimum moisture 
content of the samples B1, B2, B3, and B4 was 
9.8%, 9.9%, 9.9% and 11.1% respectively. 

Dry density and moisture content of the samples 
in group C illustrated in Fig. 5. The maximum dry 
density of the samples C1, C2, C3 and C4 was 1960 
kg/m3, 1942 kg/m3, 1938 kg/m3 and 1940 kg/m3 
respectively. The optimum moisture content of the 
samples C1, C2, C3, and C4 was 9.8%, 10.4%, 
10.0% and 10.0% respectively. The results 
demonstrated a slight difference of maximum dry 
density and optimum moisture content of the 
samples for each mixture. The maximum dry density 
of the samples in each mixture was between 1940-
1960 kg/m3. Therefore, bottom ash adding in the soil 
samples is less effect on the maximum dry density of 
soil. 

 

 
 
Fig. 4 Dry density and moisture content 

relationship of the soil improvement in 
group B. 
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Fig. 5 Dry density and moisture content 

relationship of the soil improvement in 
group C. 

 
Unconfined Compressive Strength 

 
The average unconfined compressive strength 

values of the soil improvement for each mixture are 
as plotted in Fig. 6. 

 

 
 

Fig. 6 Unconfined compressive strength of the soil 
improvement for each mixture. 

 
The results demonstrated the soil samples mixed 

with 3% of cement gave the highest strength in 14 
days. The strength of A3 samples was 1302 kPa in 
curing time 14 days. The strength of C3 and C4 
samples in the curing 14 days was lower than A3 
approximately 415 kPa. However, the early strength 
of C3 and C4 samples was near A3 in the curing 
time 3 and 7 days. Although, C3 and C4 samples 
contain Portland cement only 50% of A3. The 
results can be suggested that bottom ash mixed with 
soil developed the early compressive strength of 
soil. This is due to the composition of bottom ash 
obtained from Mae Moh power plant were 21.3% 
Al2O3 and 13.5% Fe2O3 [4] which Al2O3 and Fe2O3 
in the bottom ash can be developed the early 
strength of the samples. However, the strength of A3 
is more than C3 and C4 in the curing time14 days. 
This is because the cement content in A3 samples 
was higher than C3 and C4 and the later strength is 
controlled mainly by calcium silicate hydrate. 

Consideration on  A1 samples and the samples in 
group C which contain the same amount of cement 
in the samples at 1.5% by weight of soil. The results 

demonstrated the strength of the samples in group C 
which contained kaolin 0.5% and bottom ash 2%-
8% was higher than A1 samples. Moreover, the 
strength of the samples tends to increase with an 
increase in the amount of bottom ash. The 
compressive strength of C3 and C4 samples was 
near in the curing time 3-14 days. The compressive 
strength of the samples C3 and C4 increased 
approximately 87% and 84% respectively of A1 
samples in curing time 7 days. However, the 
strength of C3 and C4 samples in curing time 14 
days was higher than A1 samples approximately 
55%. Moreover, B2, B3, and B4 samples 
represented the unconfined compressive strength 
near A1 samples. Although, the samples in group B 
contain the amount of cement was less than the A1 
samples 0.5% by weight of soil. Therefore, this 
result demonstrated that bottom ash can be reduced 
the utilized amount of cement to improve the 
strength of soil. The influence of bottom ash on the 
compressive strength of soil shown in Fig. 7 and Fig. 
8.  

 

 
 

Fig. 7 The influence of bottom ash on the 
compressive strength of soil mixed with the 
admixture in group B. 

 

 
 

Fig. 8 The influence of bottom ash on the 
compressive strength of soil mixed with the 
admixture in group C. 

 
The results demonstrated the strength of soil 

improvement tends to increase with an increase in 
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the amount of bottom ash. The unconfined 
compressive strength was rapidly increasing when 
bottom ash contains in the samples 2 to 6%. 
However, the samples which contain bottom ash 6% 
and 8% shown the similar value of the unconfined 
compressive strength. Therefore, this result can 
suggest the optimum content of bottom ash used to 
improve the strength of soil.   

Nevertheless, the soil samples mixed with 
cement 1%, kaolin 1% and bottom ash 2% in curing 
time 3 days represented breakdown of the samples 
after soaked in the water for 2 hours. This is because 
the amount of cementitious materials is not enough 
to react. However, the increased amount of cement 
or bottom ash in the samples can increase the 
strength of soil and durability of the samples. 

The required unconfined compressive strength of 
subbase improvement which suggested by the 
Thailand Department of highways should be more 
than 689 kPa at the curing time 7 days. Fig.9 
demonstrated the unconfined compressive strength 
of soil mixed with an admixture of each mixture at 
the curing time 7 days. The samples which passed 
the minimum strength requirement consisted of the 
samples A3, C2, C3, and C4. The unconfined 
compressive strength value of the samples A3, C2, 
C3, and C4 was 889 kPa, 729 kPa, 854 kPa and 838 
kPa respectively. Therefore, the samples mixed with 
cement at 1.5%, kaolin 0.5%, and bottom 4-8% can 
develop the strength of poor subbase higher than the 
minimum required strength. However, the soil 
samples mixed with admixture in group B cannot 
develop the strength higher than the minimum 
strength requirement. This is because the amount of 
cement in the mixture is not enough to increase the 
strength of soil.  

 

 
 

Fig. 9 Unconfined compressive strength of soil 
mixed with an admixture for each mixture 
in 7 days curing time 

 
Although the A1 samples have the amount of 

cement same as C2, C3, and C4, the A1 samples 
cannot develop the strength of soil higher than the 
minimum required. However, C2, C3, and C4 
samples can be developed the strength was higher 
than the minimum requirement. This result can be 
demonstrated that bottom ash can develop the 

strength of soil from the samples without bottom 
ash. Therefore, bottom ash mixed with the soil 
samples can be reduced the utilized amount of 
cement to improve the strength of soil. 

 
CONCLUSION 

 
Based on the experimental test obtained in this 

study, the following conclusion was made: 
1. Bottom ash can increase the unconfined 

compressive strength of poor subbase. The optimum 
bottom ash content mixed in soil is 6% by weight of 
soil. 

2. Bottom ash can develop the early strength of 
soil. The strength of the samples which contain 
bottom ash was higher than the samples without 
bottom ash approximately 84% in curing time 7 
days.  

3. The strength requirement which suggested by 
the Thailand Department of highways is 689 kPa in 
curing time 7 days. The soil samples mixed with 
cement 1.5%, kaolin 0.5%, and bottom ash 4 to 8% 
can be developed the unconfined compressive 
strength more than the strength required. 

4. The strength of soil mixed with cement 1.5%, 
kaolin 0.5% and bottom ash 6 to 8% is equivalent to 
the soil mixed with cement 3% in curing time 7 
days. The unconfined compressive strength was 
approximately 850 kPa. Therefore, bottom ash 
mixed in the soil samples can be reduced the utilized 
amount of cement to improve the strength of soil. 
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ABSTRACT 

 
 Sumatra is one of the Indonesia islands that is prone to earthquakes both tectonic and volcanic. The research 
aims to predict the damage level of a multi-story steel structure due to the earthquake in Sumatra Island using 
the Backpropagation Neural Network (BPNN). The study used the steel structure building that received 
earthquake loads from ten capital cities of the province on Sumatra Island. The structure analysis used the finite 
element software while the BPNN method used the MATLAB Programming. The input data were the responses 
of the structure such as displacement, velocity, and acceleration while the output was damage level of the steel 
structure model. The model of BPNN has the potential accuracy to predict the damage level of steel structural 
more than 95%. According to the simulation result, 98,5% data could be predicted correctly by the BPNN 
method, and the best Mean Squared Error (MSE) is 0.028. These results have shown that BPNN can predict the 
damage level of multi-story steel structure in all the capital cities of the province on Sumatra Island. 
 
Keywords: Backpropagation Neural Networks, Damage Level, Earthquake Load, Mean Squared Error, 
Response of Structure. 
 
 
INTRODUCTION 

 
All the coastal areas of Sumatra are in the Pacific 

Ring of Fire. Sumatra is one of the Indonesia islands 
that is prone to earthquakes both tectonic and 
volcanic. The characteristic of strong Indonesian 
quakes as occurred in Aceh on December 26, 2004 
(measured 9.3 on the Richter Scale) and in Padang 
City on September 30, 2009 (with 7.9 on the Richter 
Scale) is very dangerous to the structure of buildings 
on these areas [1]-[2]. The collapse due to the 
sudden release of energy from within that creates a 
seismic wave. Earthquakes often occur in the 
location areas that are close to volcanoes and also in 
the regions that are surrounded by vast oceans. 
When this wave reaches the surface of the earth, its 
vibrations can be damaging or independent of source 
power and focal distance, besides the quality of the 
building and the quality of the soil in which it 
stands. Ordinary earthquakes are caused by the 
movement of the earth's crust (the earth's plates). 
Base on [3] the scales are used to measure the 
strength and magnitude of earthquakes is the Richter 
Scale and MMI (Modified Mercalli Intensity. 
However, in designing a structure, the necessary 
earthquake record data is in the form of Peak 
Ground Acceleration (PGA) units (g). The PGA is 
accelerogram, that is, a graph of surface acceleration 
comparison with time or duration during an 
earthquake. This accelerogram data will be an input 
quake parameter for a design or structural analysis. 

The construction of high rise buildings is 
currently overgrowing. When the building goes 
higher, it tends to have a lower rigidity so that 
deformation of the structure is higher if the 
earthquake load is active. This excessive 
deformation can damage structural components. 
Steel structure building is a construction made from 
the arrangement of steel rods. Each part of the steel 
is connected using a joint such as bolts, nail or weld. 
Steel frame structure has advantages compared to 
concrete structures and wooden structures. 
Therefore, the higher tensile strength of steel, the 
lighter steel and more flexible when compared with 
concrete structures.  

Therefore, the design of a building structure must 
meet the requirements written in the Design Codes 
and Standards and be well planned to minimize the 
occurrence of errors. In the Indonesian National 
Standards on Earthquake Resilience Procedures for 
Building Constructions, the construction of a 
building structure can be well designed and take into 
consideration earthquake loads that may occur. The 
requirement of quantity is outlined in [4] which the 
number of the mode of modal shall be sufficient to 
obtain the modal participating mass ratio at least 
90% of the actual mass in each mode. Through the 
non-linear time history analysis, behavior and 
response of steel structure due to dynamic loading 
can be known in detail [5]-[6]. However, this 
method takes a relatively long time to process the 
finite element analysis compared with the static non-
linear method. It is necessary to develop a smart 
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learning process in predicting the damage level of 
steel structures in different quake locations rapidly. 
For this reason, the study aims to identify damage 
level the steel structure due to earthquake load 
quickly based on the time history of an earthquake 
using Backpropagation Neural Network (BPNN).  

According to FEMA 356 [7], the performance 
level of a building structure for primary members 
(P) and secondary members (S) must be at six levels 
of structural performance as shown in Fig.1, which 
are: 
1. Immediate Occupancy (IO), that is, there is no 

significant damage to the structure so that its 
strength and stiffness are almost the same as 
before the earthquake. 

2. Damage Control, in these circumstances the 
structure is at the safety level (safe limit) of the 
structure. 

3. Life Safety (LS), in this situation there is damage 
to the structural components. The stiffness of the 
structure is reduced but has not experienced 
structural collapse. Structures that are in this 
state can still be used when the repair has been 
done. 

4. Limited Safety, in this case, the structure is 
defined as being in the condition between the 
occupant's safety structure and the prevention of 
collapse. In this situation, there is "much 
structural damage," because it is no longer safe 
to be inhabited due to limited structural strength. 

5. Collapse Prevention (CP), defined as a state of 
post-collapse damage. Damage occurs in 
structural and nonstructural components. 

6. Structural Performance not Considered, 
buildings that have been damaged in their 
nonstructural parts are classified at this level of 
performance. 

 
 
Fig.1. Acceptance criteria of componen deformation 

 
Currently, most of the earthquake-resistant 

buildings are planned with procedures written in the 
building codes. In this study, building structure was 
analyzed using a non-linear time history method to 
find out the structure behavior due to earthquake 
load. This time history analysis is a structural 
analysis method that reviews the structure response 

over time to earthquake vibrations. In general, 
analysis using the time history of earthquake 
requires a relatively long time duration. One solution 
of rapid prediction is using the Backpropagation 
Neural Network (BPNN). Based on previous 
research, the BPNN method has been successfully 
used in various fields of Civil Engineering for 
making predictions such as [8], [9] and [10]. The 
previous study has resulted in the BPNN accuracy 
reaches 96% to 98% to predict the damage level of 
drift story of concrete building [11] and bridge 
structure [12]. The study suggests that BPNN 
deserves to be applied as a tool for predicting in the 
Civil Engineering world. However, the number of 
research that discusses the estimation of damage to 
structures of multi-story steel buildings is still 
relatively small. Therefore, this study aims to predict 
the extent of damage to building structures that 
occur due to earthquakes. Consequently, the matters 
discussed in this study include the level of damage 
to the multi-story steel portal that happens in a 
building model that has a height variation. 
 
BACKPROPAGATION NEURAL NETWORKS 

 
Knowledge of biological neuron cells in the 

brain has inspired the development of a computing 
system called Artificial Neural Network (ANN). The 
artificial neural network is a system that has a 
working system like the human brain. This system 
can model a complicated thing between input and 
output to determine a particular pattern. The 
architecture and operation of ANN can be described 
in the form of mathematical and computational 
models for data classification, clusters, and non-
parametric regression or as simulations of biological 
neural models. 

Backpropagation Neural Network (BPNN) is 
one of the training methods on ANN, where the 
characteristics of this method are to minimize the 
error on the output produced by the network. The 
BPNN training is conducted to develop the ability of 
memorization and generalization in weights. The 
strength of BPNN to memorize is the way to 
remember and take the learned pattern incorrectly. 
What is meant by generalization capability is the 
ability of BPNN to provide an acceptable response 
from similar data and input patterns to a model 
previously studied by the previous system. Most of 
the training for feedforward networks use gradients 
from the activation function to determine how to 
manage the weights in minimizing performance. The 
gradient is estimated by using a technique called 
backpropagation. The advantage of using this BPNN 
method is that it is possible to obtain information 
from a complex set of data and solve problems that 
are unstructured and difficult to define. The standard 
backpropagation training algorithm will drive the 
weights with the negative gradient direction. The 
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fundamental principle of the backpropagation 
algorithm is to fix network weights by making the 
activation function go down quickly. 

Backpropagation could be estimated errors 
with gradient descent on each network located on 
the architecture of the Artificial Neural Network. 
BPNN consists of three layers; input, hidden and an 
output layer. Each neuron in the hidden layer it will 
receive information from the input layer neuron 
multiplied by the weight of the tissue entering the 
neuron and summed.  

 
 

RESEARCH METHODOLOGY  
 

The models of the structure are three multi-
story steel building. The structure models refer to the 
requirements by SNI 1729-2015 Indonesian 
specification for structural steel building [13]. The 
dimensions of structural elements used are as 
follows: 

 
1. Modulus of Elasticity  : 200.000 MPa 
2. Shear Modulus : 80.000 MPa 
3. Poisson’s ratio  : 0.3 
4. Steel density  : 7.850 Kg/m3  
5. Yield strength  : A36 - 240 MPa 
 
 
Table 1  Properties of Steel Structure Model 
 
Story of 
Model 

Beam Column Height (m) 

5  WF 
300x150 

H 350x350 18 

10  WF 
300x150 

H 350x350 35.5 

15  WF 
300x150 

H 350x350 53 

 
 
The structure of the building under observation 

is a steel portal which has the same floorplan starting 
from the ground floor (base) to the roof (rooftop), as 
shown in Fig 2. Elevation between floors is 4 meters 
for the ground floor and 3.5 meters for the next 
level. The regular building shape with X and Y 
direction is not symmetrical as shown in Fig 3. 

The earthquake load used is in the form of time 
history response record. Adjustment of the scale 
used is determined based on the planning standards 
of seismic resistance of Indonesia SNI 1726-2012 
[4] with medium soil conditions. The earthquake 
data in all provincial capitals on the island of 
Sumatra in Table 2.  
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 2.  The steel structure model with various height. 
 
 

 
 
Fig 3.  The layout of the steel structure building  
 
 
Table 2 PGA value of Capital City of Province in 
Sumatra Island 
 

No. 
Capital City of 
Province 

PGA 

1 Banda Aceh 0,621g 
2 Medan 0,231g 
3 Padang 0,515g 
4 Pekanbaru 0,214g 
5 Tanjung Pinang 0,023g 
6 Jambi 0,105g 
7 Bengkulu 0,519g 
8 Palembang 0,146g 
9 Pangkal Pinang 0,026g 
10 Lampung 0,356g 



SEE - Nagoya, Japan, Nov.12-14, 2018 

535 
 

 
 The time history analysis of earthquake is done 
by modeling the steel structure by the data that will 
be used into the finite element software. Following 
is the flowchart of the analysis steps with the finite 
element software, as shown in Fig 4. Meanwhile, the 
BPNN architecture model for this study is shown in 
Fig. 5. 
 

 
 

 
Fig 4. Flowchart of finite element method for the 
study 
 
   

 
Fig 5.  The BPNN architecture model 

 Input layer consists of the height of the steel 
structure building, displacement, velocity and 
acceleration of structural response in X and Y 
direction. The output layer includes the building 
condition after received earthquake load; Safe as 
index 1, Immediate Occupancy as index 2,  Life 
Safety as index 3 and Collapse Prevention as index 
4.  The procedure of the study used the BPNN 
method as shown in Fig 6. 
 

 
 
Fig 6.  The BPNN method for the study 
 
 
RESULTS AND DISCUSSION 

 
Finite element analysis resulted in the time 

history of displacement, velocity, and acceleration at 
the top of the steel structure. Tthe most considerable 
displacement value occurred in Banda Aceh City 
was 0.102 meters in X-direction. Meanwhile, the 
displacement value of Y-direction was 0.112 meters. 
The smallest displacement value happened in 
Tanjung Pinang City was 0.006 m for the X 
direction and 0.007 m  for Y-direction. 
 The most considerable velocity value occurred 
in Banda Aceh City was 0.957 m/s for the X-
direction and 0.926 m/s for Y-direction. The 
smallest velocity value happened in Tanjung Pinang 
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City was 0.057 m/s for the X-direction and 0.055 
m/s for Y-direction. 
 The most considerable acceleration value 
occurred in Banda Aceh City was 13.832 m/s2 for X-
direction and 9,555 m/s2 for Y-direction. The 
smallest acceleration value in Tanjung Pinang City 
was 0.820 m /s2 for X-direction and 0.583 m/s2 for 
Y-direction. 
 Backpropagation Neural Network (BPNN) 
method was used with the following input 
parameters: displacement, velocity, and acceleration 
in X and Y-direction. Whereas the predicted output 
parameters are Safe as 1, Immediate Occupancy as 
2, Life Safety as 3 and Collapse Prevention as 4 for 
the label. The training process on the system was 
done as a whole to facilitate the learning process. 
The learning process was delivered repeatedly and 
gradually with 21 hidden layers. After the 
completion of the training process, the total iteration 
(epoch) obtained was as much as 7675 epoch by 
using Tan Sigmoid method. The best validation 
performance of Mean Squared Error (MSE) is 
0.028227 as shown in Fig  7.   
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 7. The best performance of MSE (MSE) 
 
  
 Based on the above results, the trained BPNN 
method has been able to predict the extent of 
structural damage very well. The result indicated 
how closely located the distribution of the target 
points and the prediction to the diagonal line of 
Regression (R) that is 0.98499. In other words, the 
predicted results are close to 100 percent of the 
actual state as shown in Fig 8. 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
Fig 8. The best performance of Regression (R) 

 
 
CONCLUSION 
  

 The displacement of a structure will increase the 
height of the structure due to the earthquake. The 
same is true for the velocity and acceleration which 
will also increase with the height of the building 
structure. Out of the ten provinces on the island of 
Sumatra, Banda Aceh City shows the most 
significant damage level due to the scaled 
earthquake and has the most substantial 
displacement is 0.102 m for the X-direction and 
0.112 m for Y-directions in comparison to the other 
provinces. The smallest displacement values 
occurred in the city of Tanjung Pinang with 0.006 m 
for the X-direction and 0.007 m for the Y-direction. 
Based on the average of Regression which is 
0.95573, it can be concluded that the designed ANN 
has a high correlation and accuracy. 
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ABSTRACT 

Brain vasogenic oedema is an injury that occurs after reperfusion treatment of ischaemic stroke patient. It can lead 

to brain tissue swelling consequently causing brain herniation that may affect brain functionality. In this paper, a 

mathematical model describing this injury are developed using capillary filtration and poroelastic theory to 

represent oedema formation and brain tissue swelling, respectively. An ideal 2D representation of human brain is 

developed and the mathematical model of ischaemia-reperfusion injury is solved using finite element method. The 

size and location of the ischaemic stroke infarct are varied and the movement of the midline that divides the 

cerebrals is observed. The midline movement represents the level of herniation. Results show that herniation level 

increases especially for large infarct size and for infarct located nearer to the brain ventricle. Further validation of 

the model using MRI data and patient-specific representation is needed to estimate brain tissue swelling 

subsequently predict the effectiveness of ischaemic stroke treatment. 

Keywords: Poroelasticity, Finite Element Analysis, Cerebral Tissue Swelling, Ischaemia-Reperfusion Injury, 

Vasogenic Oedema 

INTRODUCTION 

Brain oedema formation due to cerebral 

ischaemia-reperfusion can be observed using 

medical imaging modalities such as CT and MRI 

scans by the movement of brain midline structures 

(also known as brain herniation) or by brain tissue 

swelling. Herniation usually results in the 

compression of brain ventricle and cerebral 

microvessels, which further results in the occurrence 

of secondary ischaemia [1]. The presence of 

herniation may indicate the rise in the intracranial 

pressure (ICP) and it may cause permanent 

neurological problems and even fatality [2]. Several 

treatments are available for brain oedema such as 

decompressive surgery and osmotherapy. However, 

the effectiveness of these treatments remains 

questionable due to the complicated nature of brain 

oedema formation.  

A mathematical model has been developed to 

further understand the formation of brain tissue 

swelling due to BBB breakdown using poroelastic 

theory. Poroelasticity was initially used to study soil 

mechanics [3] and has been extensively used to study 

the mechanics of the pathological brain [4-6]. In this 

theory, the brain tissue is assumed to be 

homogeneous, has linear elastic property, and 

contain both water and blood, permeable in a solid 

porous matrix structure. A comprehensive 

mathematical framework of this theory can be found 

in [7]. 

In this paper, a mathematical model of brain 

tissue swelling after a cerebral ischaemia-

reperfusion treatment is investigated using an ideal 

2D brain geometry and solved using finite element 

scheme of poroelastic model. The objective here is 

to observe the effect of infarct size and location 

towards the formation and severity of brain 

herniation. This will be a preliminary study before a 

more complete validation using MRI data of 

ischaemic stroke patient can be done. 

METHODOLOGY 

Theoretical Background 

During ischaemic stroke, the lack of oxygen and 

nutrient to the affected region creates a series of 

biochemical reactions that destroys the endothelial 

cells surrounding the cerebral microvessels leading 

to the blood-brain barrier (BBB) breakdown, which 

increases the BBB permeability [8]. When blood 

flow is restored after reperfusion treatment, ions and 

some protein plasma can filtrate through the 

damaged BBB creating osmotic pressure difference 

between the capillary and interstitial space. This can 

cause the flux of water from the capillary and 

accumulate in the tissue space and causes the 

formation of vasogenic oedema, eventually leading 

to the formation of cerebral tissue swelling. Figure 1 

illustrates the process of water accumulation into the 

interstitial space after BBB breakdown. 
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Fig. 1. Flux of water after BBB breakdown. 
wbS 



represents the water movement from the cerebral 

blood flow into the tissues via capillary filtration. 

POROELASTICITY MODEL 

Mathematical Formulation 

The formation of cerebral tissue swelling due to 

capillary filtration has been modelled by [7] using 

capillary filtration model and poroelastic theory. The 

governing equations are given as: 
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where ij  is the total stress of the tissue, wP  is the 

interstitial water pressure, w  is the Biot parameter 

for water, wQ  is the relative compressibility of 

water, wk  is the permeability of water, t  is time. 

The term wbS 
  represents the water transfer 

from the capillary space into the cerebral interstitial 

space via capillary filtration, which occurs when 

BBB broke down. This term can be described by [7]: 
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where bn  is the baseline volume fraction of the 

blood, pL  is the hydraulic permeability of the 

capillary, cR  is the baseline value of capillary 

radius,   is the reflection coefficient, b  is the 

osmotic pressure in the capillary and bP  is the blood 

pressure, which has been assumed constant. Lastly, 

the term f  represents the fraction of vessels that

remain open after the reperfusion and swelling 

process at each point in space and time, and this can 

be modelled using a Heaviside function.  

The total stress, 
ij , is linearly related to the 

strain, 
ij , using typical linear elasticity relation: 
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       (4) 

where G , and v  are the shear modulus and 

Poisson’s ratio of the brain tissue, respectively. 

Numerical Procedure 

Brain Geometry and Meshing 

The brain geometry was drawn according to the 

realistic brain geometry as proposed by [9]. The 

brain is modelled as a circle that consists of a circular 

core in the middle that represents the brain ventricle. 

The brain radius is about 65 to 67 mm [10], hence 

the outer radius is taken here to be approximately as 

80 mm. The circular core that represent the ventricle 

has the radius of 24 mm, taken to be about 30% of 

the brain radius [11]. The brain tissue is assumed to 

be homogeneous, thus there is no difference between 

the white and grey matter. The inner and outer 

boundaries of the brain geometry are named as the 

ventricular layer and the subarachnoid layer, 

respectively. 

Fig. 2. Idealized 2D brain geometry with an infarct 

of radius 7 mm located at 𝝋 = 135º. 

To model the effects of ischaemia, a small 

infarcted region is drawn within the geometry. The 

infarct size is varied in the range 7 mm to 28 mm 

radius to study the effect of size on cerebral swelling. 

The infarct is drawn as a circle which is located 
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along the line that makes an angle 𝝋 = 135º, where 

𝝋 is the angle measured counterclockwise from the 

x-axis, as shown in Fig. 2. 

The infarcted region and region near it are 

discretised using a finer mesh than the rest of the part 

of the geometry. The number of elements varies 

depending on the sizes of the infarct of about 2000 

to 5000 10-nodes tetradhedral elements. The 

meshing is done using Gmsh. 

Boundary conditions 

The boundary condition at the skull, SR  is set as 

stationary and pressure at baseline ICP, �̅�. The tissue 

is assumed to initially static and the fluid pressure is 

at the baseline ICP.  

Meanwhile, we consider two types of boundary 

conditions at the ventricle, VR , which are: (1) the 

ventricle is assumed fix and the pressure is at the 

baseline ICP; and (2) the ventricle is free to move 

during tissue swelling: 

nn PtRVij ),(       (5) 

The simulations are solved using open-source 

finite element analysis software ELMER and are 

analysed using ParaView. 

Model Parameters 

Table 1 below shows the parameters involved in 

this model and their respective value. Details 

regarding the parameters can be found in [7].  

Table 1. List of parameters and their baseline value 

for the proposed model. 

Parameter Value 

v 0.35 

G 216.3 Pa 

w 1 

wQ 3244 Pa 

b 2445 Pa 

  0.93 

bP 4389 Pa 

bn 0.03 

pL 𝟑. 𝟎 × 𝟏𝟎−𝟏𝟏 m/s.Pa

cR 𝟓 × 𝟏𝟎−𝟔m

P 1330 Pa 

RESULTS & DISCUSSION 

Fix Ventricle Boundary Condition 

The brain tissue swelling during capillary 

filtration was simulated for simulation time until 1 

hour. Figure 3 shows the cerebral interstitial pressure 

wP  and tissue displacement u  for various infarct

sizes for the case of fix ventricle boundary condition. 

The tissue displacement starts to develop at the 

outermost radius of the infarct before slowly 

spreading to the inside and outside of the infarct. 

Meanwhile, the pressure starts to rise within the 

centre of the core and then spreads in the direction of 

Fig. 3. 2D simulation results for various infarct sizes. (Top) Interstitial pressure. (Bottom) Tissue displacement. 
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the infarct radius. 

However, due to the boundary conditions 

imposed at the subarachnoid and ventricular layers, 

the displacement and pressure gradually decrease 

near these layers. The tissue displacement pushes the 

other side of the cerebral tissue as indicated by the 

deformation of the middle line to the right side. The 

deformation of this line increases as the size of the 

infarct becomes larger. 

The changes in maximum displacement and 

maximum pressure when the infarct distance from 

the ventricle is varied are shown in Fig. 4. The 

maximum displacement increases when the distance 

from the ventricle increases except for the case of the 

infarct radius at 7 mm. For this infarct size, there is 

a slight drop in the maximum displacement for the 

infarct distance from 7 mm to 21 mm and the infarct 

distance from 42 mm to 49 mm. Meanwhile, for the 

maximum pressure, there is no substantial difference 

when the distance is varied with the exception of the 

case for a 7 mm infarct radius, although the 

difference for this case is only about 25 Pa from the 

other case. 

This difference is due to the ‘edge effect’, in 

which the infarct is located near the subarachnoid 

and ventricle layer that have been fixed in terms of 

displacement and pressure values. In reality, the 

ventricle does not have a fixed shape and position 

but it may move and be compressed during brain 

tissue swelling. The compression of the ventricle is 

also a good indicator of cerebral swelling in CT 

images [12]. It is known that the existence of AQP4 

at the interface of the ventricle and the cerebral space 

can help in the clearance of oedematous fluid [13]. 

Thus, a further improvement to the model could be 

made by incorporating a pressure gradient [14] and 

stress-free boundary conditions [15] at the ventricle 

to see how the presence of this fluid cavity affects 

the progression of cerebral swelling and fluid 

pressure development. However, for the sake of 

model simplification, this assumption is applied 

here. 

Moving Ventricle Boundary Condition 

For moving ventricle cases, we only consider two 

different sizes of stroke infarct – 7 mm and 14 mm 

radii. Then, we measure the displacement of two 

points on the ventricle, namely point x1 and x2 as 

illustrated in Fig. 5. 

Fig. 5. Location of x1 and x2 for ventricle 

displacement measurement. 

Figure 6 shows the displacement of point x1 for 

stroke infarct of radius 7 mm and 14 mm at 7 and 5 

different locations, respectively. The 0 mm and 42 

mm lines referred to the stroke located nearest and 

farthest from the ventricle, respectively.  

It can be seen in Fig. 6 that the displacement of 

point x1 increases as the simulation time increases 

for all locations of the stroke. Stroke that is located 

nearer to the ventricle results in larger displacement 

of point x1, whereas stroke located further shows 

smaller displacement. The changes in displacement 

for both 7 mm and 14 mm stroke shows similar 

characteristic, where the displacement increase 

Fig. 4. Variation of the maximum brain tissue displacement and interstitial pressure with the infarct size 

and distance from the ventricle. 
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rapidly from time 0 to 2000 s. After time 2000 s, the 

displacement becomes almost constant. However, 

the displacement of point x1 is bigger for 14 mm 

compared to 7 mm.   

Meanwhile, Fig. 7 shows the displacement of 

point x2 for infarct radius of 7 mm and 14 mm. It can 

be seen here that the displacement of point x2 

increases with time for all infarct locations, with 

exception for the case of infarct located 0 mm and 26 

mm from the ventricle, for infarct radius of 7 mm 

and 14 mm, respectively. It should be noted that the 

displacements of point x2 are much smaller 

compared to point x1 because point x2 is relatively 

farther from the stroke location than point x1. 

It is important to measure the displacement of the 

ventricle because brain swelling after stroke can be 

observed by looking at the movement of ventricle in 

MRI images. For example, ventricle enlargement has 

been used as an objective measure of mild cognitive 

impairment in Alzheimer’s disease [16]. To further 

accurately measure ventricle movement will require 

the integration of the finite element model with brain 

images through image-model registration procedure, 

as has been done, for example, by [17]. 

FUTURE WORKS 

It has been assumed in this study that the cerebral 

tissue property is homogeneous throughout the 

geometry. In reality, the cerebral tissue material 

properties are different for those located in the white 

and grey matter of the cerebral space. Oedema is less 

likely to develop in the grey matter area due to its 

twisted structure and it has a low tissue compliance 

as compared to white matter [18]. The study done by 

Smillie [11] also assumed that the mechanical 

properties of white and grey matter are the same due 

to the lack of data available. However, they use 

different fluid permeability values within these two 

cerebral structures. Meanwhile, the model developed 

by Nagashima [19] used two different cerebral tissue 

hydraulic conductivity values to account for their 

different properties. Therefore, incorporating the 

different mechanical properties of the brain tissues 

in the model could improve the brain tissue swelling 

prediction. 

Another aspect worth studying is the vasogenic 

oedema resolution. The oedematous fluid will move 

out into the ventricles and subarachnoid spaces via 

glia limitans, into the capillary endothelium via the 

astrocytic foot or by metabolic degradation [20, 21]. 

The presence of aquaporin-4 (AQP4) channels in the 

glia limitans and astrocytic foot [21] facilitate the 

removal of the oedematous fluid. However, AQP4 

also plays a role in the formation of cytotoxic 

oedema that causes intracellular swelling, which 

does not result in an increase in ICP and brain tissue 

swelling [22]. The function of AQP4 has been 

demonstrated by using a mathematical model [23]. 

Modification of the current model through the 

inclusion of the role of AQP4 might provide new 

insight towards the occurrence of reperfusion injury. 

CONCLUSION 

From this study, it was found that the size and 

location of cerebral ischaemic infarct can affect the 

degree of brain herniation. This is shown by the 

deflection of the midline that divides the two 

cerebrals. In addition, the maximum brain tissue 

displacement and interstitial pressure are increase as 

the infarct sizes increase. These findings indicate 

that ischaemic infarct size plays an important role in 

determining the severity of brain tissue swelling.  

The results obtained here provide further useful 

information such as: (1) the importance of making 

the ventricle structure movable for better 

quantification of the brain tissue swelling; and (2) 

Fig. 6. Displacement of point x1 for infarct radius of 7 mm and 14 mm. 

Fig. 7. Displacement of point x2 for infarct radius of 7 mm and 14 mm. 
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confirms the occurrence of herniation during brain 

tissue swelling. This information is useful before the 

models can be applied to the actual patient data for 

validation purposes. 
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ABSTRACT 

 
From past earthquakes, it is proved that many of reinforced concrete (RC) structure are totally or partially 

damaged due to seismic load.  However, new structures will soon have the capacity for better resistance to 
earthquakes with a design code for buildings to raise safety standards of structures. In this study, the RC structure 
was modeled as bare frame of 10 storey building including ground floor using BS8110. The parameters used in 
this research were taken based on the data provided by case study in the past literatures. The modeling was then 
designed with Eurocode seismic design guidelines. A study on RC structures behaviour with and without base 
isolation was studied to observe the interstorey drift, lateral displacement and its base shear effect using response 
spectrum analysis in STAADPRO software. Spring was defined to act as base isolation system for the reinforced 
concrete structure. Based on the results, it was expected that the application of base isolation system significantly 
contributes to reduction of storey drifts, lateral displacements and base shear as well as improvement of structure 
behaviour as discussed throughout in this report. 
 
Keywords: base isolation system, response spectrum, drift, displacement, base shear 
 
 
INTRODUCTION 

 
The major challenge in the reinforced structure 

designs process in which considering the seismic 
action is to improve the poor seismic load resistance. 
British Standard BS8110, do not consider seismic 
loading and detailing such as at the beam-column 
joint, bracing, bearing as base isolators or dampers. 
As consequences, the current structure designs were 
not capable to resist and withstand under field and 
long distant seismic. Therefore, design reinforced 
concrete structures using earthquake design standard 
should be considered so that the effect of earthquake 
damage in our neighboring countries can be 
minimized. This study concentrated on the utilization 
of spring base isolation system of a structure. Base 
isolation is becoming alternative to the current 
practice with regards to safety measures for 
earthquake design. The uncoupling of structure from 
the ground is accomplished by the use of specially 
designed devices, set at the base of the structure, that 
simultaneously provide an increased capacity to 
dissipate the energy input by the earthquakes and 
confer an additional flexibility and a consequent 
frequency shifting which usually causes a decrease in 
the seismic forces. 

This study concerns on analysis of reinforced 
concrete frame only. The modeling of the whole 
building is carried out using the computer program 
STAADPRO. This study involves a theoretical 10 
storey building including ground floor with normal 
floor loading and no infill walls. This structure 
modeling is conducted based on research made by 

Hassaballa et al. (2013) in which focusing in Central 
Khartoum, Sudan. Therefore, the parameters used in 
this research were taken based on the data provided 
by the researchers themselves as well as the 
references used by them. Firstly, for the verification 
purpose a comparison of drift displacement by story 
were made. The design structure compliance with 
BS8110:1985 / 1997 as constant structure. The most 
important parameters governing the analysis of this 
frame were both gravity loads which are (dead load 
and live load) and seismic loads. Next, the modeling 
was designed using Eurocode 2 with and 
improvement of the structures were made with 
seismic design using Eurocode 8 principle which 
using base isolator as seismic resistant. Soil spring 
foundation is defined as the base isolation system. 
Response spectrum analysis was used to analyse the 
structure behaviour. This study only focuses on the 
result of storey drift, lateral displacement, and base 
shear after subjected to earthquake excitation of the 
building with and without base isolation system.  

 
HISTORY OF SEISMIC ANALYSIS OF BASED 
ISOLATED RC BUILDINGS  

 
Hassaballa et al. (2013) conducted a study on 

seismic analysis of a multi-story reinforced concrete 
frame in Central Khartoum, Sudan and it was 
analyzed under moderate earthquake loads as an 
application of seismic hazard and in accordance with 
the seismic provisions proposed for Sudan to 
investigate the performance of existing buildings if 
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exposed to seismic loads. The results of the analysis 
indicated that the frame suffered a maximum 
horizontal displacement of 28.39 cm at its top level. 
This represents about 0.94% of the frame total height. 
These nodal displacements caused drifts in excess of 
the allowable drifts. The result shown that the drift 
reached up to 35 mm in some levels while the 
allowable drift in this frame should not be greater than 
0.004 times the story height (12 mm). In other words, 
the calculated drifts of the frame were about 2 to 3 
times the allowable drifts. 

Kamble et al. (2017) studied on 9 storey building 
symmetric and asymmetric having fixed base and 
isolation of high damping rubber bearing (HDRB). 
The results from the study shown that the time period 
65% increases when building is isolated with HDRB 
compared to fixed base, time period 67% increases 
when building was isolated with LDRB compared to 
fixed base. Besides that, 40% reduction in base shear 
when building was isolated with HDRB compared to 
fixed base. The results of frequency decreased by 
67.70% when building was isolated with LDRB 
compared to fixed base. Frequency 65.98% decreases 
when building is isolated with HDRB compared to 
fixed base and there were 43% reduction in base shear 
when building was isolated with LDRB compared to 
fixed base. 

Santhosh et al. (2013) conducted a dynamic 
analysis structural of six storey building under both 
fixed supported and seismically isolated boundary 
conditions was studied to demonstrate the 
effectiveness of seismic isolation. The isolation 
reduces the fundamental frequency of the structure 
from its fixed base frequency and thus shifts the 
position of the structure in the spectrum from the 
peak-plateau region to the lower regions. Also, it 
brings additional damping due to the increased 
damping introduced at the base level, and thus further 
reduction in the spectral acceleration is achieved as 
shown in Fig. 1. 

 
 
 
 
 
 
 
 
  
 
Fig.1 A graph of spectral acceleration against 

natural period 

PROBABILISTIC SEISMIC HAZARD 
ASSESSMENT OF SUDAN 

 
This section is focusing on response spectrum 

parameters in Central Khartoum, Sudan as according 
to Hassaballa et al. (2013), Mohamedzein et al. 
(2004) and Abdalla et al. (2001), and further analysis 
used for this research study. 
 
Identification of Ground Type  

 
The soil at Central Khartoum can be reasonably 

represented by curves for soils E and D. Thus, the 
value peak ground acceleration (PGH) of 0.214g 
which in ductility class moderate (DCM) with type D 
soil were considered.  
 
Spectrum Type 

 
Table 1 and Table 2 summarize the seismic source 

region of Sudan and its vicinity and summary of peak 
ground acceleration (PGA) occurs up 50, 100, 200 
and 250 years span in Central Sudan. 

As according to Hassaballa et al. (2013), the 
seismic analysis used horizontal input motion of 
earthquake with moderate in which ranging of peak 
ground acceleration (PGAH) between 0.2-0.39. Also, 
they referred the design ground acceleration of 
Central Khartoum, Sudan according to the research 
conducted by Mohamedzein et al. (2004). The 
maximum acceleration at the ground surface in Sudan 
varies over small range from 0.19 to 0.243g. And it 
was stated by Mohamedzein et al. (2004) and Abdalla 
et al. (2011) that for practical purposes an average 
value of 0.214g can be adopted for Central Khartoum. 
The recommended choice is the use of two types of 
spectra: Type 1 is recommended to be adopted since 
the earthquakes that contribute most to the seismic 
hazard defined for the site for the purpose of 
probabilistic hazard assessment have a surface-wave 
magnitude, Ms, greater than 5.5 (6.4) as according to 
Table 1. 

 
Table 1 Seismic source region of Sudan and its 
vicinity (Abdalla et al. (2001)) 
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Table 2 PGA (in g) with 10% probability of being 
exceeded in time span (Abdalla et al. (2001)) 

 
 
MODELLING 

 
The objective of this study is to perform analysis 

and design of RC structure building as well as 
improvement by using base isolation.     

 
Dimension of RC Frame Structure 

 
Table 3 shows the dimensions of cross section 

details of 10 storey RC frame structure prepared in 
STAADPRO. 
 
Table 3 Cross-section details for RC structure model 

Floor level G-5th 6th to 
7Th 

8th to 
Roof 

Columns (mm) 500 ×300 400×300 300×300 
Typical beams 
(mm) 

400 × 300 

Slab thickness 
(mm) 

130 

Support system Fixed / Spring base support system 
 
The beam and column sizes are kept same for both 
fixed and isolated RC structure. Plan view and side 
view on RC structure frame are as shown in Fig. 2 and 
Fig. 3. 

 
Fig. 2 Plan view of foundation 

 
Fig. 3 Side elevation 

 
The seismic isolators in the system are defined as 
spring placed between the fixed base and the 
columns. The parameters selected to define the 
utilized isolators in STAADPRO is soil spring with 
stiffness, K=16000kN/m. As dynamic analysis 
normally 5% damped response spectra are 
considered, so the 5% damped response spectrum and 
the effective damping ratio of the isolation system, as 
defined in Eurocode 8, does not exceed 30%. Thus, 
for spring base isolation system the damping ratio 
was assumed as 20%. The RC models are analyzed 
using Response Spectrum in STAADPRO using 
Eurocode 8.  
 
RESULTS AND DISCUSSION 
 
Inter-Storey Drift  
 
Table 4 shows comparative study of inter-storey drift. 
The results that has been observed using response 
spectrum analysis that the story drift in spring base 
isolated building is higher at the ground storey than 
fixed base building and decreasing as the story getting 
higher. It was expected that the drift of the base 
isolated building would be less than that of the fixed-
base building. 

In case of fixed base structure, storey drift is 
comparatively lower than spring base apart from 
ground floor which is 0.196% while spring base 
isolation system is 0.312%. However, although the 
spring based isolated structures shown drastic 
increased in story drift at the ground storey and 
reduced significantly up to roof level. 
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Table 4: Comparative study of storey drift (mm) in X 
direction 

Storey Storey Drift 
 (mm) 

Fixed 
Support 
System 

Spring Based 
Isolation 
System 

Roof 15.265 12.444 
8 25.574 16.034 
7 24.281 15.401 
6 29.686 17.182 
5 39.740 20.585 
4 45.273 22.410 
3 50.064 24.156 
2 54.026 26.251 
1 56.952 31.826 

Ground 60.254 95.254 
 
Lateral Displacement 
 

Table 5 shows comparative study of percentage 
drift without base isolators (fixed) and with base 
isolators system (spring) while Figure 4 shows storey 
against lateral displacement ratio between fixed 
support and spring based support system. 
 
Table 5 Comparative study of percentage drift in X 
direction 

Storey Fixed 
Support 
System 

Spring Based 
Isolation 
System 

Roof 1.315% 0.923% 
8 1.265% 0.882% 
7 1.181% 0.829% 
6 1.102% 0.779% 
5 1.004% 0.723% 
4 0.874% 0.655% 
3 0.726% 0.582% 
2 0.561% 0.502% 
1 0.384% 0.417% 

Ground 0.197% 0.312% 
The percentage of lateral displacement ratio at 

ground storey to first storey of the reinforced concrete 
structure in fixed based system is lower compared to 
spring based isolation system. At ground floor, the 
ratio gives the smaller value of 0.139% for fixed 
support system and 0.312% for spring based isolation 
system. However, the lateral displacement ratio has 
been decreased at the spring base isolation system 
compared to fixed base systems as the storey getting 
higher. The percentage of lateral displacement ratio 
of roof or top storey obtained in fixed support system 
is 1.315% and spring based isolation system is 
0.923%. 

The lateral displacement of spring based isolation 
system building is expected to be less than that of the 
fixed-base building. Spring base isolated structures 
are likely to have larger displacement at lower level, 
as they are separated from the ground. In other words, 
base isolation lets the buildings to move over the 
ground so that they have less frequency.  

 

 
Fig. 4 Storey against lateral displacement ratio in x 
direction between fixed support and spring based 
support system 
 
Base Shear 
 
Table 6 shows the comparative study of base shear 
without base isolators and with base isolation support 
system while Figure 4 illustrates the base shear 
against the direction of earthquake 
 
Table 6 Comparative study of base shear (kN) 

Study case Base Shear (kN) 
X direction Z direction 

Fixed Support 
System 

5572.36 6400.91 

Spring Based 
Isolation System 

2197.29 3384.36 

 
The base shear value for fixed support system is 

5572.36kN and the base shear for spring base 
isolation system is 2197.29kN for x direction 
earthquake whereas 6400.91kN for fixed support 
system and 3384.36kN for spring base isolation 
support system in  z direction earthquake. It has been 
observed that the base shear for base isolated building 
is reduced to average range of in x direction 60.57% 
and 47.13% in z direction from the fixed base 
building. Comparison is shown in Fig. 5. 

 

 
Fig. 5 Base shear against the direction of earthquake 
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Mode Shapes, Period and Frequency  
 
Table 7 and Table 8 show the value of time period and 
frequency for their respective modes that are obtained 
by analysis of structure using response spectrum 
method for building with fixed base and spring based 
isolation system building.  
 
Table 7 Comparative study of period in seconds 

 
Table 8 Comparative study of frequency in cycle per 
second 

Mode Frequency 
 (cycle/second) 

 
Percentage 
different 

 (%) 
Fixed Support 

System 
Spring Based 

Isolation 
System 

1 0.561 0.398 29.06 
2 0.659 0.516 21.70 
3 0.682 0.528 22.58 
4 1.680 1.329 20.9 
5 1.840 1.558 15.32 
6 1.908 1.627 14.73 
7 2.787 2.512 9.87 
8 3.205 2.532 21.00 
9 3.256 2.752 15.48 

10 4.030 2.869 28.8 
11 4.553 2.941 35.41 
12 4.646 2.982 35.82 
13 4.834 3.207 33.66 
14 5.146 3.375 34.41 
15 5.369 3.743 30.28 

 
Period for both support system cases decreasing 

from first mode shape to fifteenth mode shape. 
However, spring base isolation support system has 
higher period compared to fixed base support system. 
By referring with the frequency equation of the spring 
based isolation system has smaller frequency from 
first mode shape to fifteenth mode shape compared to 
fixed support system. 

Spring based isolation system has lower 
frequency compared to fixed support system. The 
period needs to be increased to reduce the frequency 
in order for the structure to survive under the 
earthquake excitation. In this study, the base isolation 

model was intentionally designed to limit the 
earthquake force transmitted to the structures. 
Considerably, higher target period of isolation is 
obtained using spring which can lead to a better 
performance. Mode shapes of buildings depend on 
overall geometry of building, geometric and material 
properties of structural members, and connections 
between the structural members and the ground at the 
base of the building. The data was presented in graph 
of period against mode as in Figure 6 and Figure 7 for 
frequency against mode. 

 
Fig. 6 A graph of period against mode 
 

 
Fig. 7 A graph of frequency against mode 

 
Elastic Spectral Acceleration 

 
Figure 8 shows graph of elastic spectrum 

acceleration against period. The elastic spectral 
acceleration for spring based isolation system is 
smaller compared to fixed support system. The base 
isolation system reduces the frequency of the 
structure from its fixed base frequency thus reduces 
the structure in the higher spectrum to lower regions.  

 
Fig. 8 Elastic spectral acceleration against period 

Mode Period 
 (second) 

 
Percentage 
different 

 (%) 
Fixed Support 

System 
Spring Based 

Isolation System 
1 1.78184 2.51416 41.10 
2 1.51689 1.93852 27.80 
3 1.46657 1.89474 29.20 
4 0.59524 0.75258 26.43 
5 0.54349 0.64193 18.11 
6 0.52399 0.61449 17.27 
7 0.35886 0.39802 10.91 
8 0.31198 0.39494 26.59 
9 0.30711 0.36704 19.514 
10 0.24816 0.34852 40.44 
11 0.21963 0.34007 54.84 
12 0.21522 0.33538 55.831 
13 0.20689 0.31177 50.69 
14 0.19432 0.29632 52.49 
15 0.18627 0.26714 43.41 
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Spring base isolation system brought to large 
reduction in the range of short periods and high 
frequencies compared to fixed based system. The 
damping causes high frequencies by increase in 
transmissibility at short period. Since the damping of 
the isolated building (20%) is 4 times that of the fixed 
base building (5%), the damping coefficient 
contributes positive effect to the behaviour of the 
structure flexibility. The spring based isolation 
system structure reduces the response of the first 
fixed base mode of the upper structure. A base 
isolation system must be sufficiently flexible to cause 
the fixed base excitation period (frequency) of the 
isolated structure to be significantly longer than first 
fixed base system excitation period. 
 
CONCLUSIONS 

The story drift for base isolated building with 
spring from response analysis was more compared to 
fixed based building at ground level and reduced as 
the height increases. The displacement of spring 
based isolation system building was smaller 
compared to the fixed base building due to provided 
flexibility controlled by the base isolators. From the 
analysis data, it can be summarize that base isolated 
building has more favorable behaviour compared to 
fixed base building. The base isolation system 
substantially increases the time period of the building 
and reduces the base shear. A base isolation system 
must also carry sufficient damping to suppress 
possible large displacement of the upper structure 
cause by seismic excitation. Thus, the period needs to 
increase to reduce the frequency in order for the 
structure to survive under seismic load. 

According to the analytical study following 
conclusion were drawn: 

1. Base isolated structures shown drastic 
increased in story drift at the ground storey and 
reduced significantly up to roof level. 

2. In case of fixed based structure displacement 
was lesser only at lower storey of a structure but 
increased significantly when the storey height 
increases compared to spring base isolation system 
height in which it has higher at ground level but lesser 
at top storey.  

3. The base shear for fixed base from response 
spectrum analysis was 60% times of base isolated 
structure. Therefore, the base shear value of base 
isolated structure was smaller compared to fixed base 
structure 

4. The base isolated structure substantially 
increases the time period of the building and hence 
correspondingly reduces the frequency. 

5. The elastic spectral acceleration for spring 
based isolation system is smaller compared to fixed 
support system. The base isolation system reduces the 
frequency of the structure from its fixed base 
frequency thus reduces the structure in the higher 

spectrum to lower regions. Besides that, it brings 
additional damping due to the increased damping 
from 5% to 20% introduction at base level, and thus 
further reduction in the spectral acceleration is 
achieved. 
 
REFERENCES 

 
[1] A. E. Hassaballa, Fathelrahman M. Adam., M. A. 

I.  Seismic Analysis of High-Rise Building by 
Response Spectrum Method. International 
Journal of Computational Engineering Research, 
3(3), 2013, 272–279.  

[2] Abdalla, J. A., Mohamedzein, Y. E., & Abdel 
Wahab, A.. Probabilistic Seismic Hazard 
Assessment of Sudan and Its Vicinity.pdf. 
Earthquake Spectra, 17(3), 2001, 399–415.  

[3] BS 8110-1:1997.. Structural use of concrete, 
(December), 2002, 160. 

[4] Efiloglu, M. . Understanding the Concept of Base 
Isolation, 1(July 2013).  

[5] Eurocode 2: Design of concrete structures - Part 
1-1 : General rules and rules for buildings. 
British Standards Institution, 1(2004), 230.  

[6] Eurocode 8 : Design of structures for earthquake 
resistance —. (2011). Buildings, 3. 

[7] Kamble, A. R., Khot, M. S., Kagale, H. K., & 
Magdum, S. S. Seismic Analysis Of Symmetric 
Building With Base Isolation Technique. 
International Journal of Recent Innovation in 
Engineering and Research, 2 ( 3 March – 2017 (I 
J R I ER)), 2017, 80–84. 

[8] Mohamedzein, Y. E., Abdalla, J. A., & 
Abdelwahab, A. B. 13 th World Conference on 
Earthquake Engineering Development of Design 
Response Spectral For Central, 2004,  1508. 

[9] Mohamedzein, Y. E., Abdalla, J. A., & 
Abdelwahab, A. B.Development of Design 
Response Spectral for Central Khartoum, Sudan. 
13th World Conference on Earthquake 
Engineering, 2004, 1508. 

[10] Mohamedzein, Y. E., Abdalla, J. A., Elsharief, A. 
M., Abdelwahab, A. B., & Ahmed, E. O. (2001). 
Seismic Microzonation of Central Khartoum , 
Seismic Microzonation of Central Khartoum , 
Sudan. Fourth International Conference on 
Recent Advance Geotechnical Earthquake 
Engineering and Soil Dynamics, (June 2016). 

[11] Santhosh, H. P., Manjunath, K. S., & Kumar, K. 
S. Seismic Analysis of Low To Medium Rise 
Building for Base Isolation, 2013, 1–5. 

 
 

 



 

550 

4th Int. Conf.  on Science, Engineering & Environment (SEE), 
Nagoya, Japan, Nov.12-14, 2018, ISBN: 978-4-909106018 C3051 

STRENGTH AND BEHAVIORS OF DRY-JOINT RETAINIG NANO-
BLOCK 

PoungchompuPongsagorn1*, Buyarat Tanakrit1, Bubpi Attaphol1 

1Rajamangala University of Technology Khonkaen Campus, Thailand 

ABSTRACT 

This research studied the strength and behaviors of dry-joint retaining walls built with nano blocks, a new 
product made from wet-cast concrete of the size 20×40×18cm, with the weight of 15kg/block, and the 
compressive strength of 94kg/cm². Construction of retaining walls with these dry-joint nano blocks–both for 
permanent and temporary walls – is simple, convenient and fast without having to rely on skillful workers. 
The research started from producing a prototype scale model of 1:12.5 for determining appropriate 
experimentation. The structure of the retaining wall using 2.00×1.65×0.20meters dry-joint nano blocks 
allowed distribution of lateral earth pressure through the sand in a semicircular-cut cylindrical mold of 15cm 
radius and 1.60 meters height. Pressure was applied step by step all through the test. Gauging of both 
horizontal and vertical displacements was performed using a dial gauge. The testing program for the nano-
block retaining wall comprised 5 patterns of walls: half-block, half-block with 1.38kg-m steel reinforcement, 
half-block with 2.77 kg-m steel reinforcement, half-block with 4.15kg-m steel reinforcement, and anchored 
half-block with1.38kg-m steel reinforcement. Horizontal displacement was checked stepwise. Comparison of 
the efficiency of the 5 patterns showed that the half-block nono-block retaining wall demonstrated the highest 
horizontal displacement The retaining wall yielding the highest efficiency was the anchored half-block with 
1.38kg-m steel reinforcement, with the least horizontal displacement of 2.90mm. It can be concluded that 
steel reinforcement and structural anchoring increases stability of nano-block retaining walls in terms of 
lateral compressive strength.   

Keywords: Retaining wall, Nano blocks, steel reinforcement, Anchored 

INTRODUCTION 

     The present construction operations need to 
take into account the cost, ease, and convenience 
of work as well as short project period. 
Nevertheless, for some types of construction, soil 
retaining walls have to be built before the main 
structure. In engineering construction, retaining 
walls are usually designed with reinforcement for 
structural strength. The researchers are interested 
in nanoblock concrete, which is an alternative and 
promising material for constructing retention 
walls. Nanoblocks are made from wet-cast 
concrete that offers better engineering properties 
than dry cast or compression. Wet concrete is 
strong, durable, and locally available. Construction 
can rely on local labor and can be done without the 
use of bulky machinery. Nanoblocks, as an 
innovative material, do not require a high cost of 
transportation and are easy to remove without 
skilled workers.  [1, 2, 3].  

There is to date little research on retaining wall 
models due to the complicated preparation of the 
simulation models themselves. Therefore, 
information related to the movement behaviors of 
retaining wall is not available. However, some 
researchers are still interested to study retaining 

wall models because they will be useful for those 
wanting to investigate further related topics [4, 5, 
and 6]. 

The lateral pressure of soil exerting on 
retaining wall can be categorized into 3 types:  

-At-rest condition or no movement 
-Active condition or movement away from 

earth filling  
-Passive condition or movement toward earth 

filling 
Retaining wall failures are caused by two 

major factors:  
-Internal instability, structural failures occur 

because of the design strength which is not 
sufficient to accommodate moment or shear force.  

-External instability, retaining wall has external 
stability when they do not slide, settle, or collapse 
due to load on soil bearing under the foundation 
[7]. 

Combined structure means a structure that is 
composed of two or more materials adjoined 
tightly until they function as one material. The 
objective of a combined structure is to increase 
strength to the structure by adding a high-strength 
material to a low-strength material. 

A combined structure behaves in such a way 
that slides at the contact surface will not happen 
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since shear force is sufficiently transferred 
horizontally to the two materials. In a non-
combined structure, the contact surfaces between 
the structures slide, resulting in each individual 
structure receiving moment separately [9]. 

MATERIALS AND METHODS 

This research began from studying and 
producing a small-scale prototype model(Fig.1), 
compiling information, understanding all relevant 
components including approaches, patterns, and 
the possibility of the project before appropriately 
planning work on material selection, designing the 
study format, planning experiments and variables 
control. The retaining wall test cases installation 
details as following 

-Testing retaining wall with half- nano block 
Combined structure: 

- Exerting force of 10 pounds (1.38 kg-m) 
- Exerting force of 20 pounds (2.77 kg-m) 

-Exerting force of 30 pounds(4.15kg-m) 
-Testing retaining wall with half-bricks 

interlocking bricks, reinforced bars and anchorage  
(1.50m*2.0m) 

- Exerting force at 10 pounds 

Materials and Equipment used in the Tests 

 - nano block as shown in Fig.2 
measures20*40*18cm(width*length*height) and 
weighs roughly 15kg per block, compressive 
strength of about 94 ksc per block .  

-Sand 
   The sand used for filling here was Puttaisong 

sand. The weight was 1,495 kg/m3. Sand was 
selected as a tested material for filling, which was 
quite close to a research study by Liyan Wang[10]  

Fig.1 small-scale prototype model 

Fig.2 Nano blocks  
http//:www.thainanohouse.com 

-Rubber Sheet 
The rubber sheets were used in the study to 

prevent sand flowing from the mold. The 10cm 
wide and 2.0mm thick sheets were freshly made 
and attached to the mold edges that contact two 
retaining wall. The height was equal to the 
retaining wall.  

 -Vertical reinforcing steel 
   Sixteen 12 mm threaded steel studs were 

used to reinforce the retaining wall structure. The 
studs’ tensile strength was tested based on the 
standard. These studs were as long as the retaining 
wall and were 1.6m high. Both ends were bolted 
and the force used for the bolt was set.  

-Pound wrench 
The pound wrench had the highest acceleration 

of 90 pounds. It was used to tighten the reinforcing 
steel stud inserted into the retaining wall structure 
so that the tightening force was consistent.  

-Test pond 
 The test pond measured 1.90x2.00x5.00m. It 

consisted of a restraining bar set on top  
- Semi-circular iron mold  
This is a cylindrical iron mold cut vertically in 

halves with a radius of 1.5m, height of 1.60m and 
8.0mm thickness. Its strength was increased by 
iron fins at every 0.50m distance. The iron molds 
are simply used for dissipating lateral soil pressure. 

-Iron plate  
Iron plates that dissipate force have a radius of 

0.15m and are 8.0mm thick. They have been 
designed to fit the iron mold. These iron plates 
dissipate the pressure from hydraulic jacks to 
filling sand.  
 -Hydraulic jacks 

The hydraulic jacks under this study gave 
external vertical pressure. This simulated an 
external force exerting on filling sand and soil in 
the model. The hydraulic jacks used were 30 tons.  
 - Dial gauge 

 Dial gauges with 0.01 fineness were used to 
control vertical settlement of sand and gauge 
horizontal movements of the retaining wall.  

 -Sling wires 
 Two sling wires were used between the 3 

upper reaction beams and the anchor set to 
increase their work efficiency by behaving 
together.  

http://www.thainanohouse.com/
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- Reinforced bars and restraining beam 
Reinforced bars functioned like an iron anchor 

enhancing stability to our retaining wall with 
interlocking bricks. The 16 reinforcing steel studs 
used had 12 mm threads all through their length 
and each was 1.60m long. One end of each stud 
was joined at the upper end of the retaining wall 
and the other was locked with steel plate and nut to 
the C-shaped restraining beam so as to prevent 
movement while being tested. 

Retaining wall test set up 

The retaining wall test installation details as 
following (Fig.3, Fig.4, and Fig.5) 

Number 1 A back supporting set to stop 
movement of mold during the test  

Number2 Two sling wires transferring 
force to the test set below.  

Number3 Iron mold 1.50m high, 8mm 
thick with a radius of 15cm 

Number4 One 30-ton hydraulic jack with a 
raising capacity of 10cm 

Number5 6 dial Gauges with 0.01mm 
gradation, 2 installed at the tops of the test piles 
and 2 each at the two-sided test anchorages  

Number6 Three 4x4in cross-section, 6m 
long steel rods  

Number7 Test anchorages made from 
reinforced concrete on the left and right sides of  

the test piles 
Number8 I-Beam 0.50m long strengthened 

with 6mm steel plate welded at the center  
and wings of I-Beam to prevent deformation 

during the test 
Number9 A 10-ton hydraulic jack with a 

raising capacity of 10cm to transfer force from  
Lower beam to upper beam and prevent 

deformation of lower beam during the test 
Number10 9mm RB used to support lower 

beam to remain at itslevel while other equipment 
was installed 

Number11 Threaded bolts to hold upper and 
lower beams so that they behaved similarly when 
moving during the test  

Number12 Retaining wall 1.50m high, 2m 
wide made of interlocking bricks, with the brick 
size of 12.50x25x10cm 

Number13 Steel plate with a radius of 15cm 
and thickness of 8mm  

Number14 6 reaction beams or I-Beams 6m 
long of the size HxB = 150x75, t1 = 5, t2 = 7,  

r = 8, and cross-sectional area of 17.85cm2 
Number15 Slings to tie between 3 upper 

reaction beams and anchors to increase work 
efficiency from co-behavior 

Number16 6 square anchorage piles of the 
size0.18x0.18x4.00m, 3 on each side bolted onto 
the foundation of the pile test set  

Fig.3 Pond Test (Top view) 

Fig.4 Pond Test (Side view) 

Fig.5 Test set up (Front view) 
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 The retaining wall test procedure detail as 
following 

2.3.1 Testing movements of retaining wall laid 
with half-nano block, reinforced bars and 
anchorages (Fig.6 and Fig.7) 

-Prepare the reinforced barest set with sixteen 
1.60m high, 12mm threaded studs, turn tightly 
with pound wrench for accelerating internal force 
of interlocking bricks 

-Weigh the sand and fill the unit weight was 
1,495 kg/m3 until the last layer 

- Install steel studs and the anchorage set with 
the vertical studs  

- Add 10-pound force to vertical studs and 
horizontal studs, tighten the nut so that they adjoin 
the restraining beams  

-Install hydraulic jacks and 2 dial gauges to 
measure sand vertical settlement 

-Install dial gauges to measure horizontal 
movements of 7 retaining wall at 
0.05,0.25,0.45,0.65,0.85,1.05 and 1.25m, with the 
top position of retaining wall being 0.00m 

-Add load layer by layer, each at 1.00mm 
settlement of filling sand and record results of 
horizontal movements of retaining wall 

-Perform the testing until the settlement of 
filling sand reached 25mm; record the results of 
horizontal movements of retaining wall 

-Repeat the tests in triplicate to obtain accurate 
information of movement trends 

TEST RESULT AND DISCUSSIONS 

When we were confident of the results from the 
study of the small-scale model, the large-scale 
model was constructed to study the behaviors of 
each type of retaining wall’ lateral pressure 
resistance as shown in Fig.8. The five types of 
retaining wall studied were: retaining wall laid 
with half nano block (Fig.9); retaining wall laid 
with half nano block and reinforced bars given 
force of 10lb, 20lb and 30lb(Fig.10); retaining wall 
laid with half nano block, reinforced bars given 
force of 10lb and anchorage (Fig.11); Tests were 
done in triplicate to observe their tendency to 
deform. The results obtained were used to build 
graphs for comparing the data.  

Fig.6 Half nao block with reinforced bar and 
anchorage test set up  (Front view) 

Fig.7 Half nano block with reinforced bar and 
anchorage test set up (Back view) 

Fig.8Test results 

-The results of the five tests to compare the 
efficiency of horizontal movement of the retaining 
wall showed that the control over filling sand was 
at 25.00mm, which was the highest settlement 
parameter. The greatest horizontal movement of 
the retaining wall was studied; the most efficient 
retaining wall should move the least, which was 
found to be the retaining wall laid in one layer with 
10lb reinforced bars with anchorage.  
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In order to find elastic modulus of the wall 
(Fig.12), strength or weakness of a combined 
structure is its stiffness value which depends on 
the elastic modulus (Etotal) and inertia moment (I) 
of the cross-section. The walls laid with half nano 
block with no reinforcedbars showed uncombined 
failure. Retaining wall strength depends merely on 
weight over it and friction of material surface. This 
differs from a retaining wall with half nanoblock 
and reinforcedbars where failure will be partially 
uncombined. Here, inertia moment values are 
equal showing that the strength of a retaining wall 
with half nano block and reinforced bars depends 
on elastic modulus (Table 1) 

Table 1Composites elastic modulus 

Fig.9 Half nano block test set up (Front view) 

Fig.10 Half nano block test with reinforced bar 
(Front view) 

Fig.11 Half nano block test with reinforced bar 
anchorage (Front view) 

Fig.12 Composites elastic modulus test set up 
(Front view) 

    The analysis under this study was conducted by 
comparing the costs of the construction material 
against the maximum horizontal movement of the 
5 types of retaining walls, namely: 1) half-
nanoblock retaining wall, 2) half-nanoblock 
retaining wall cast with a 1.38kg-m reinforced 
sheet, 3) half-nanoblock retaining wall cast with a 
2.77kg-m reinforced bar, 4) half-nanoblock 
retaining wall cast with a 4.15kg-m reinforced bar, 
and 5) half-nanoblock anchored retaining wall cast 
with a 1.38kg-m reinforced bar. When considering 
horizontal movement of these structures, the half-
nanoblock anchored retaining wall cast with a 
1.38kg-m reinforced bar showed the greatest 
strength because of its lowest movement value. 
However, the cost of the half-nanoblock anchored 
retaining wall cast with a 1.38kg-m reinforced bar 
was the highest. The most appropriate structure, 
considered by comparing the cost and horizontal 
movement, was the half-nanoblock retaining wall 
cast with a 4.15kg-m reinforced bar. Its cost was 
1,062THB/m2 and its horizontal movement was 
4.30mm.  

    The researchers investigated the behaviors of the 
retaining wall built with nanoblocks and anchorage. 
The test was compared with the result of a relevant 
study by Pongsagorn et al. (2018). The comparison 
was performed between the 3 patterns of 
horizontal movement, the elastic modulus values, 
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the cost per square meter, and the highest 
horizontal slides of each retaining wall.  

The horizontal slide of half-block interlocking-
brick retaining wall under control of fill sand 
settlement at 25 mm reached the maximum 
movement at 8.48 mm in a curvilinear pattern. 

The maximum horizontal movement of the 
nanoblock retaining wall was less than the 
interlocking-brick retaining wall with less 
curvilinear movement tendency.  

Half-nanoblock retaining wall cast with a 
4.15kg-m reinforced bar.The maximum horizontal 
movement of the half-nanoblock retaining wall 
cast with a 4.15kg-m reinforced bar was 4.40 mm 
in an approximately linear pattern. The maximum 
horizontal movement of the nanoblock retaining 
wall was lower, but also in a linear pattern.  

Half-nanoblock and anchored retaining wall 
cast with a 1.38kg-m reinforced bar.The maximum 
horizontal movement of the half-nanoblock 
anchored retaining wall cast with a 1.38kg-m 
reinforced sheet was 3.06 mm in an approximately 
curvilinear pattern since the anchor at the very end 
of the wall decreased the horizontal movement. 
The comparison showed that the maximum 
horizontal movement of the nanoblock retaining 
wall was much lower than the interlocking brick 
wall and was in a concave pattern, indicating the 
efficiency of the nanoblock retaining wall.  

Comparison of the elastic modulus of retaining 
walls.The elastic modulus of the nanoblock 
retaining wall was higher than that of the 
interlocking brick retaining wall, proving its 
greater stability.  

Comparison of reinforcement steel adhering 
tools.The interlocking brick retaining wall was 
constructed by placing a washer before steel 
reinforcing. The nanoblock retaining wall was 
constructed by using a steel plate to position the 
reinforcing steel. The plate was cut into a shape 
equal to the nanoblock so that there was no 
movement of reinforcing steel during the test.  

Comparison of cost per square meter with the 
maximum horizontal slides of retaining walls.The 
cost of the interlocking brick retaining wall was 
1,020 per m2.The cost of the nanobrick retaining 
wall was slightly higher than the interlocking brick 
retaining wall. Therefore, nanoblock is an 
alternative material for constructing a retaining 
wall. The findings provide the information useful 
for those interested in building a retaining wall 
with this material.  

The half-nanoblock retaining wall cast with 
reinforcing steel at 20-30 pound reinforcement 
range was found to be the most appropriate 

Fig.13 Comparison efficiency 

CONCLUSION 

Based on bricks retaining wall model test 
results, the following conclusions can be drawn:  

The behavior of dry-retaining wall nanoblock 
without reinforced bars shown uncombined failure 
and can support low pressure. With reinforced bar 
and anchor showed partially uncombined. 

The addition of reinforced bar to a significant 
reduction of lateral deformation 

The results of the four tests to compare the 
efficiency of horizontal movement of the retaining 
wall showed that the control over filling sand was 
at 25.00mm, which was the highest settlement 
parameter. The greatest horizontal movement of 
the retaining wall was studied; the most efficient 
retaining wall should move the least, which was 
found to be the retaining wall laid in one layer with 
10lb reinforced bars achorage.  

ACKNOWLEDGEMENTS 

The authors are grateful to the Khon Kaen 
Campus of the Rajamangala University of 
Technology Isan for supporting the research.  

. 
REFERENCES 

[1] Villemus B., Morel J.C, Boutin C Experimental 
assessment of dry stone retaining wall stability 
on a rigid foundation. Engineering Structures, 
Elsevier, 2007, 29 (9), pp.2124-2132; 2006 

[2]Anne-Sophie Colas, Denis Garnier, Jean-
Claude Morel, Yield design modeling of dry 
joint retaining structures. Construction and 
Building Materials, Elsevier, 2013, 41, pp 912-
917; 2013  

[3] Morel J.C. Experimental assessment of dry 
stone retaining wall stability on a rigid 
foundation 

.availablefrom:www.elsevier.com/locate/engstruct.
25 August 2016. 

[4]Morel J.C. Building houses with local 
materials: Means to drastically reduce the 
environmental impact of construction. Building 



SEE - Nagoya, Japan, Nov.12-14, 2018 

556 

and Environment, 2001 
[5]Morel J.C. Full-scale field trials to assess dry-

stone retaining wall stability.EngStruct, 2010. 
[6]Poungchompu P., S. Hayashi, D. Suetsugu., and 

Y. J. Du (2008), “Investigation into 
performance of Raft & Pile supported 
embankment on soft ground”. Geotechnical 
Engineering Journal.Vol.39, No.4, pp.185-190. 

[7]Bowles, J.W. (1988). Foundation Analysis and 
Design. New York: McGraw Hill. pp. 589-693. 

[8]Principle of foundation engineering handbook. 
5th. Tomson brooks/Cole Publishing, USA, pp. 
293-385.  

[9] Poungchompu P., S. Hayashi, “Investigation on 
Raft composites for construction”, The 4th 
KKU International Engineering Conference 
2012 (KKU-IENC 2012) “Driving together 
towards ASEAN Economic Community” 
Faculty of  Engineering, Khon Kaen 
University, Thailand, May 10-12, 2012. 

[10]Liyan Wang,Experimental study on seismic 
response of geogrid reinforced rigid retaining 
walls with saturated backfill sand.available 
fromwww.elsevier.com/locate/geotexmem.25 
August 2016. 



 

557 

4th Int. Conf.  on Science, Engineering & Environment (SEE), 

Nagoya, Japan, Nov.12-14, 2018, ISBN: 978-4-909106018 C3051 

ASSESSMENT OF STRENGTH PARAMETERS OF UNREINFORCED 

MASONRY (URM) BLOCKS IN HERITAGE STRUCTURES IN THE 

PHILIPPINES  

Lessandro Estelito Garciano1, Darlene Clarice Campado2, Nitchell Andrei Castillo3, Mary Grace Odiamar4, 

and Marcelino Tongco5, Jr. 
1Faculty of Civil Engineering, De La Salle University, Philippines; 2,3,4,5 De La Salle University, Philippines 

ABSTRACT 

Unreinforced masonry (URM) heritage structures, because of their rudimentary building techniques, are 

vulnerable during extreme environmental events, particularly earthquake. Limited literature involving these 

structures provide added challenge for establishing sound engineering solutions in their preservation, considering 

their significance in a country’s history. Additional studies on the mechanical properties of masonry blocks – 

compressive, shear, flexural strengths, modulus of elasticity, etc., could provide an insight on the behavior of 

structural components subjected to excessive loading conditions, and establish parameters which can be used for 

seismic vulnerability assessments. 

The blocks considered in this study are adobe, coralline limestone, and sandstone units. These samples are 

acquired from selected heritage structures and subjected to lead tests. Customized setups for shear and flexure tests 

were fabricated by the authors for the lack of standard test methods. Results show that response of earth masonry 

to various loading setups was characterized by monolithic behavior, distinct lack of elasticity, and intense 

deformability. Furthermore, strength values obtained from local samples of adobe and coralline limestone dictate 

that they are best suitable only for single-story unreinforced structures, defined to be less than 13 m or wall area 

not exceeding 12 m2. Sandstone, while stronger in performance, posed a very drastic failure mode in the form of 

sudden shear and chipping off the member. Nevertheless, the masonry fabric proves to require further 

strengthening measures in resisting forces, as shown by their strength parameters. 

Furthermore, stress-strain properties of each sample show that sandstone, the type with the greatest material 

strength, exhibited the smallest plastic deformation and abrupt failure, while adobe, with the least average strength, 

exhibited the longest plastic deformation and gradual failure. Finally, a map is presented to show the spatial 

diversifications of URM fabric as used on heritage structures per region in the Philippines, the most common of 

which are coralline in Visayas and adobe and clay bricks in Luzon.  

Keywords: Unreinforced masonry, Heritage structure assessment, Modulus of elasticity, Compressive strength 

masonry, Shear strength masonry 

INTRODUCTION 

Heritage structures in the Philippines are, at best, 

representative of the country’s rich cultural diversity 

and lineage, as exemplified by the many churches, 

chapels, convents, watch towers, bell towers, etc. 

scattered throughout the archipelago. These 

structures are also indicative of the state-of-the -art 

materials and construction methods at the time they 

were erected, circa 15th to 19th century, utilizing 

mostly unreinforced masonry (URM), timber, and 

other indigenous construction materials [1]. Over 

time, the in-situ condition of the URM fabric 

deteriorated, increasing the failure probability during 

extreme environmental events. This failure variability 

can be determined through analyzing the strength 

parameters – compressive, shear, flexural strengths, 

and modulus of elasticity, of individual blocks used 

to create said fabric. 

The shear strength of a masonry block, for one, is 

a strength parameter not commonly researched upon 

unlike its compressive and flexural strength, but it is 

a factor that should not be neglected especially when 

seismic forces are taken into consideration. A study 

was conducted [2] wherein a masonry wall, when 

loaded about the vertical axis, caused a splitting cycle 

which generated vertical cracks in the upper part of 

the wall. Furthermore, such kinds of shear failure are 

commonly observed at vertical corner angles, or near 

the corners of the wall [3]. 

Accounting for these detrimental effects, and with 

the recent 2013 Bohol Earthquake, a multi-hazard 

vulnerability assessment of heritage structures in the 

Philippines was conducted using FAMIVE [4]. The 

procedure consisted of setting up a reliable inventory 

profile defining the exposure of heritage structures in 

the region of interest. Identification of relevant 

building features that affect the structural 

performance was also considered, leading to a 

selection of specific case studies with performance-
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based assessment framework introduced. From then, 

a quantitative approach for earthquake and typhoon 

assessment and safety conservation frameworks were 

considered in said study. The absence of data for the 

mechanical properties of URM was compensated by 

said research through assumptions of values utilizing 

other studies from foreign literature.  

The lack of local references for strength 

parameters of commonly used URM blocks in the 

country became the main objective of this paper: to 

further provide assessment of mechanical properties 

of in-situ URM fabric used in selected heritage 

structures and determine by experimentation the 

range of in-situ values of the most available and 

ubiquitous URM materials locally – adobe, coralline 

limestone, and sandstone, whose results can be used 

for more in-depth assessment on vulnerability and 

mitigation measures in the country. 

MATERIALS AND METHODOLOGY 

The URM blocks used in the study were gathered 

from specific regions in Luzon and Visayas where 

heritage structures of distinct types of masonry are of 

abundance – coralline limestone in Samar, Southern 

Philippines; adobe in Intramuros, Manila, and 

sandstone in Pangasinan, north of Luzon. Five 

samples for each block were allotted for compression 

testing; 3 samples for each block type were allotted 

for shear, and another set of 3 samples each for 

flexure testing. The acquisition of more samples was 

constrained by the availability of debris that were 

from the heritage structures themselves.  

The block samples for compression and shear test 

block have a minimum length-to-width ratio of 2, as 

prescribed by section 14.7.4.11 of the 2015 New 

Mexico Earthen Building Materials Code used for 

masonry blocks in general testing [5] and the 

Technical Standards in masonry specifications [6]. 

Using a diamond-brushed saw, the samples were 

partitioned and cut into 4’’ x 4’’ x 8’’ blocks for 

compression and shear tests, and 1.5’’ x 4’’ x 8’’ for 

flexure tests. To ensure even load distribution on the 

block surface, rough surfaces were smoothened with 

plaster. 

Shear, Compressive, And Flexural Test Methods 

For shear test, a customized shear setup was 

fabricated to induce shear failure for each block. One 

end of the block was constrained and the other half, 

its free end, was subjected to an area load on the top 

surface as shown in Fig. 1. Two fasteners held the 

fixed end on each side to prevent rotation. A steel 

cube on top of the block transformed the concentrated 

UTM load into an area load. Loads, including failure 

load, were recorded at various stages, and stored for 

post-processing. The average shear stress was then 

calculated by the general shear formula of applied 

shear force over the shear area. 

As for compressive testing, uniaxial compressive 

force was applied perpendicular to the bed surface to 

simulate compression loads experienced by the 

masonry block in-situ. The results that come from the 

compressive strength test were also used for the 

determination of Modulus of Elasticity, computed as 

the stress over strain or the slope of the linear graph, 

the graph up to the yield point of the stress-strain 

diagram for each masonry type. In this regard, a 

distance-amplifying instrument or a dial indicator 

was installed on the UTM to measure the 

displacement of the top fiber during loading until 

failure. 

Fig. 1 Loading and instrument setup for shear test 

The flexural strength of the blocks, on the other 

hand, was obtained as the product of maximum 

moment and distance of outermost fiber from the 

neutral axis experiencing the maximum stress, all 

over the moment of inertia computed from the 

transverse cross-section of the block. The load rate 

applied in the testing was at 0.01 MPa/s, with 

consideration on the block dimensions and the 

rigidity of the blocks. To obtain this parameter, a 

customized flexure setup was fabricated as available 

setups were either too large or too small for the 

samples. A detailed flexure setup and 3D model with 

the loading direction can be seen in Fig. 2. 

Fig. 2 Loading and instrument setup for flexure 

To simulate flexural failure, blocks were made 

thin enough (1.5’’ x 4’’ x 8’’) to avoid compression 

strut, an occurrence in which a block loaded on one 

face develops compression along a diagonal from the 

support to the applied load, as observed on deep 

beams defined in 2010 National Structural Code of 
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the Philippines provision 410.8.1 [7]. 

RESULTS AND DISCUSSION 

Prior to shearing test, a shear preload was already 

introduced in the masonry block, based on the weight 

of the steel block (0.11625 kN) placed to initiate 

distributed load on the unconfined half portion of the 

masonry block and added to the maximum load 

indicated by the testing machine.  

For the shear results shown in Fig. 3, adobe and 

coralline limestone types from Manila and Visayas, 

respectively, yielded almost the same strength, 

resisting almost the same amount of forces 

throughout the six tested specimens.  

Fig. 3 Summarized shear strengths of masonry 

samples 

These values though, were inferior to the strength 

of sandstone, yielding mean shear strength of 7.93 

MPa or a little more than twice the combined mean 

shear strengths of the first two masonry types. The 

mean maximum load carried by the sandstone 

samples was 64.716 kN. Theoretically, the shear 

strength of a single block of sandstone surpasses even 

the combined material strengths of both adobe and 

coralline. To fail an adobe brick, it would require 

almost the same loading and effort as failing a 

coralline limestone block, but sandstone would 

require more than three times of the same loading to 

attain the same failure as that of the previous two 

types. 

These values mean that each individual block has 

shear strength properties that make them suitable as 

structural material for low-rise construction, based on 

the assessment by the World Federation of 

Engineering Organizations (WFEO) in 2011 [8], 

although their durability still depends on various 

factors such as the manner of placement in wall 

construction and strength of interface between 

adjacent blocks. 

From Fig. 4, some adobe, coralline, and 

sandstone, were seen to take the shear failure and its 

internal distribution along the midspan, although 

more than one shear plane was observed in other 

adobe and coralline samples. This failure can be most 

likely attributed to the composition and density, as the 

two types had almost equal amount of denseness. 

Sandstone, being the densest type among the three, 

yielded to the expected failure plane. 

Fig. 4 Failure of masonry blocks due to shear 

As for compressive strengths, adobe yielded the 

lowest mean of 7.488 MPa, the summary of which 

can be seen in Fig. 5, with recorded values ranging 

from 6.49 MPa to 8.95 MPa. The mean compressive 

strength of coralline was not far off, with average of 

7.77 MPa.  

Fig. 5 Summarized compressive strengths of 

masonry samples 
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The obtained compressive strength range of 

adobe, coralline, and sandstone limits them to be used 

only for single-story structures if they are to remain 

unreinforced, as these blocks are inadequate alone in 

sustaining greater degree of loads especially as 

structural members or walls [8].  

This data was in line with the specifications from 

the same assessment by WFEO, stating that in 

unreinforced brick walls for single-story structure for 

Asia [8], the compressive strength of brick must be at 

least 30 kg/cm2 or 2.94 MPa, and wall area that the 

bricks would cover must not exceed 12 m2.  

Furthermore, for earthquake-prone countries, 

particularly in Japan, it requires that masonry units 

should be applied only for walls not exceeding 10.8m, 

with slenderness ratio between length and thickness 

more than 1/12. Each masonry unit must have 

allowable compressive strength of 1/3 of the 

sustained forces and 2/3 of the temporary forces 

specified by their Code.  

The flexural strengths of the masonry samples, 

meanwhile, are summarized in Fig. 6.  

Fig. 6 Summarized flexural strengths of samples 

Average flexural strengths of 0.3808 and 0.9116 

MPa were observed for adobe and coralline limestone 

samples, respectively, while sandstone still exhibited 

the most resistance of 2.5946 MPa. Adobe samples 

were weakest in shear, compression, and flexure, 

while coralline limestone remained to be an average 

material for flexure.  

From actual observations, specimens did not take 

long to fail in flexure, where an abrupt collapse after 

reaching peak load was observed in all specimens, 

coinciding with the expected output and in contrast to 

the gradual failure induced by compression. 

Experiment-wise, a single crack propagating from 

the bottom fiber of the specimens was generally 

observed for all samples. These failures verify the 

homogeneity as observed from similar studies [9]. 

The cracking patterns were generally the same for 

almost all specimens, as shown in Fig. 7. 

Fig. 7 Failure of masonry blocks due to flexure 

Concerning the stress-strain curve, a long, 

continued shortening after the elastic limit was 

observed for adobe specimens in Fig. 8a, indicating 

the less brittle property compared to other samples. 

The elastic region and the elastic limit were identified 

through the sudden plunge in the curve that signifies 

the start of plastic deformation. The respective 

equations on the elastic region take a general linear 

form. 

Values for slopes of the graphs ranged from 

721.27 MPa to 1058.9 MPa for adobe blocks. Mean 

Modulus of Elasticity was then taken to be 869.78 

MPa or 0.87 GPa. A low gradient of the straight line 

at the elastic region means that at a low compressive 

stress, a considerable amount of deformation was 

apparent.  

Sandstone samples, meanwhile, exhibited 

smallest plastic deformation with stress-strain 

diagrams propagating to rapid failure, as shown in 

Fig. 8b. The slopes from the graphs of the elastic 

regions were relatively higher compared to those of 

adobe and coralline limestone, while the elastic 

modulus yielded a mean of 5083.86 MPa or 5.83 GPa, 

from the range of 3.3-7.0 GPa. A higher elastic 

modulus indicates that its stiffness is greatest among 

the three types, especially when compared to 

coralline limestone.  

For the latter, a plunge was observed after the 

samples have reached elastic limit as shown in Fig. 

8c. At this point, the material could no longer resist 

loads without permanent deformations. Elastic 

modulus for coralline limestone yielded a mean of 

816.33 MPa or 0.82 GPa from the range of 0.6-1.0 

GPa. 
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   (a)          (b)            (c) 

Fig. 8 Stress-strain curve for (a) adobe, (b) sandstone, and (c) coralline limestone masonry blocks 

Distribution of URM Heritage Structures in the 

Philippines 

To further complement the study, the distribution 

of masonry was illustrated using Quantum GIS in a 

Philippine Map containing points that indicate the 

typology and prevailing material per region of 

interest. Based on the available data gathered, it was 

found out that the most common material was 

coralline limestone found in Visayas, in some regions 

in Luzon, and in northern Mindanao. Abundance of 

said material was also confirmed by the Philippine 

Statistics Authority, where limestone accounted for 

39% non-metallic resources of the country, as shown 

in Fig. 9. Coralline limestone is also used for cladding 

to rubble cores, most notable structures of which are: 

Bolioon Church and Carcar Church in Cebu; Loboc 

Church, Loon Church, and Punta Cruz Church in 

Bohol.  

Fig. 9 Locations of coralline limestone masonry 

heritage structures 

Clay brick, on the other hand, was the next 

common masonry material found in all major island 

groups of the Philippines, next to adobe which is 

abundant in Luzon and has been commonly used in 

construction since the Spanish era [10], [11], as 

shown in Fig. 10 and Fig. 11, respectively.  

Fig. 10 Locations of clay brick masonry heritage 

structures 

Fig. 11 Locations of adobe masonry heritage 

structures 

Other types of masonry in abundance include 

riverstone and sandstone, commonly found in Iloilo, 
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where notable churches made of such are Sta. Barbara 

Church and Sto. Tomas de Villanueva Church.  

CONCLUSION 

From the experiments, a summary of results is 

provided in Table 1. 

Table 1 Material properties based from experiment 

Strength 

(MPa) 

Type 

Adobe Limestone Sandstone 

Shear 1.71-

1.73 

1.25-1.65 7.21-8.55 

Compressi

ve 

5.32-

10.56 

6.15-

10.56 

32.06-

40.33 

Flexure 0.249-

0.471 

0.883-

0.954 

2.42-2.89 

Elastic 

Modulus 

(GPa) 

0.72-

1.06 

0.64-

0.989 

3.33-7.01 

Density 

(kN/m3) 

12.5-

14.52 

12.11-

14.71 

24-25.07 

In the pilot study made, indications for the 

strengths of the most commonly used masonry 

materials for heritage structures are highlighted. The 

study has shown that in terms of strength, as 

compared from various literature [6], [8], and [12], 

the masonry fabric may further be improved against 

various risks of natural forces such as earthquake, 

extreme wind, or fire. Strengthening measures may be 

brought out towards heritage structures which, though 

aesthetically preserved, may have a rather 

deteriorating structure and pose potential risk in the 

long run for both multiple lives and the cultural 

significance of said structures. 

Typology mapping, on the other hand, addresses 

the need for additional systematic assessment on 

infrastructures and provides initial clustering which 

can be further improved and then used for a cost-

saving, efficient, and objective prioritization for risk 

mitigation of structures both modern and of antiquity. 
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ABSTRACT 

The characteristic hydrology of watershed is playing major role in ensuring water resource availability.  

Rainfall and runoff responses in catchment area are part of the hydrology cycles. There are several factors to 

determine the characteristic of hydrology at watershed, i.e. geological, region, soil and land cover. The existence 

of water resources is very substantial for surroundings. The rapid development in various sectors lead to water 

demands increase. Optimum utilization of water resources is needed in the sustainability of water resources or the 

need for integrated water resources management. The consequence of development is land use change, resulting 

in changes inflow characteristics, flood during wet season and drought or discharge decrease in the dry season. 

Adaptation and mitigation efforts are required to anticipate changes in the flow characteristics. Base flow depends 

on portion of stream flow and its sustained between precipitation and pathway watershed. The factors are key 

controls on base flow through their influence on infiltration, catchment and subsurface storage properties. This 

review underscores the need for more research that multiple aspects of the watershed system in explaining base 

flow. The result of  average base flow and total flow ratio during 40 years (1971-2010) is 0.296 and the class of 

the hydrologic function as a BF / TF ratio value which indicated very poorly hydrology function of Komering 

watershed, although in certain hydrologic function was still in good category. 

Keywords: Hydrology, base flow, catchment, watershed, climate, equatorial region 

INTRODUCTION 

Change in land cover and land use influences the 

runoff characteristics of a drainage basin to a large 

extent, which in turn, affects the surface and 

groundwater availability of the area [1]-[2]-[3]-[4]. 

Water availability in an area depends very much on 

how rainfall over the area is divided into various 

components such as surface runoff, interflow, 

groundwater recharge etc [5]-[6]-[7].  Stream flow 

can be divided into quick flow and base flow. Quick 

flow is normally from surface runoff, while base flow 

is from shallow and deep groundwater. In equatorial 

region, such as Upper Komering, South Sumatera, 

base flow becomes an important water source to 

support ecosystem and economic development in the 

region. Typically, base flow is not very sensitive to 

rainfall but more associated with the discharge from 

groundwater [8].  

Degradation of hydrological function is caused by 

exploitation of water and land resources exceeding 

their bearing capacity. It is often associated with the 

disaster in water resources, such as floods, landslides, 

droughts and forest fires. A hydrologic function of 

watersheds is the role of the region in responding to 

rainfall and its flow to surface. A watershed has 

proper hydrologic function if its role in reducing 

runoff surge fluctuations caused by rainfall can 

further stabilize availability of flow during the dry 

season. Hydrological functions of an area is 

determined by several factors such as geological 

factor, regional, soil type and land cover. The flow 

and surface water quality produced can only be 

effectively measured in a stream at the regional 

watershed boundary [9]-[10].  

Understanding of the groundwater to stream flows 

is very important in planning of water resources 

management. The direct flow is primely the direct 

response of a rainfall event and includes the overland 

flow (runoff) and the lateral flow in the soil profile 

also known as interflow. The base flow is a 

component of the stream flow which is discharge 

from the natural storage of aquifers [11]. 

MATERIALS AND METHODS 

Study Area 

The study was conducted in the upstream 

Komering watershed, South Sumatera Province, 

Indonesia. Water discharge data analyzed were 

measured at The Perjaya (Martapura) headwork by 

the Department of Central River Region VIII.  The 

upstream Komering watershed an area of about 4260 

km2. The temperate humid climate 28.40 – 32.20 C, 

humidity 80% and ratio sunshine 29%. An average 
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annual rainfall 2602.08 mm, wet season during 

October-May and dry season during June-September 

[12]-[13]. The study of base flow variability required 

data on the general condition of the upstream 

Komering watershed. General conditions of data was 

collected which associated to variability of base flow, 

including land use, geology, water resources 

infrastructure and watershed meteorological 

conditions. The area's climate is equatorial region and 

it’s present at Figure 1. 

Fig. 1 The location of study area 

Data Processing 

Variability of base flow values were calculated 

from discharge rational model equation, as follow 

[14]:  

Q = c (PA) + b  (1) 

where Q is discharge in m3/sec, c is runoff coefficient, 

P is rainfall, A is area in Ha and b is base flow.  

Frequency-duration analysis, known as flow 

duration curve, was another method used to analyse 

the characteristics of a stream flow. The flow duration 

curve is constructed from flow data and is computed 

as follow [11]-[15]-[16]-[17]-[18]: 

𝑃(𝑋𝑚) =  
𝑚

𝑁+1
 (2) 

where,  

P =  the probability of a given flow that will be 

equalled 

m = the rank number when daily or monthly flows 

are arranged in decending order 

n =  the total of number of observations 

A stream discharge values  at P = 50% (Q50) is taken 

as the median stream flow. Stream flows greater than 

Q50 are taken as low flow rates [11]-[15]-[16]-[17]-

[18]. 

Range value of  base flow and total (BF/TF) ratio 

as well as analysis of the physical condition of 

Komering watershed can be used as a reference for 

classification of hydrological functions. The base 

flow index respectively, as follows [10]-[19]-[20]-

[21]: 

𝑩𝑭𝑰 =  
𝑩𝑭

𝑻𝑭
 (3) 

where,  

BFI  =  Base flow index 

BF   =  Base flow values 

TF  =  Total flow values 

RESULTS AND DISCUSSIONS 

Study area falls under equatorial rain climate 

region with the average rainfall 2,728.50 mm / year, 

and the lowest rainfall occured in July. Water 

resources at upstream watershed are original from 

Muara Dua, the confluence of the Saka and Selabung 

Rivers, with each catchment areas of  1,070 km2 and 

1,230 km2. Selabung River upstream of Ranau Lake 

has a catchment area of 508 km2 while at its 

downstream there is Perjaya headwork. The total 

catchment area of the upstream watershed is 5,169.74 

Km2. Komering watershed is dominated by swamp 

land systems, making it vulnerable to flooding [13].  

River flow pattern is influenced by rock type and 

topography of Komering watershed. Limestone and 

shale rocks are typical at the basin. The basin has two 

different forms of flow patterns, moderate and 

moderate-fine rectangular dendritics. The flow 

pattern affects the efficiency of the drainage system 

and hydrographic characteristics. Land use changes 

are the factors that affect changes in the hydrologic 

function [22]. Table 1 and Figure 2 are present land 

use of study area. 

Table 1  Land use in upstream Komering (2005) 

No. Land use 
Area 

(Ha) 

1 Reeds - 

2 Thicket 166,824.858 

3 Shrub - 

4 Lake 12,440.171 

5 Denude forest 82,030.817 

6 Village/settlement 18,065.790 

7 Mixed farms 23,763.092 

8 Smallholder 

plantations 

223,714.106 

9 Swamp 147,420.221 

10 Paddy field 167,594.918 

11 Moor 81,859.053 

Total 923,713.026 
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Fig. 2 The landuse of study area 

Land use particularly for agricultural. In upstream 

basin at Belitang area is one of the largest agricultural 

production in South Sumatera. In order to assist  the 

provincial government therefore irrigation project 

development supported  by the existences of Ranau 

Lake Regulacy and Perjaya headwork was carried 

out.  

Ratio of base flow and total flow (BF/TF) is as one 

indicator of the hydrologic functions of a watershed 

which is the role of the catch area responding to 

falling rainfall and surface runoff . The watershed 

category includes a good classification when it can 

reduce the surge in surface runoff fluctuations due to 

rain fall, stabilize the flow rate and ensure the 

sustainabilty of water availability [5]-[9]-[10].  Table 

2 is present base flow and total flow ratio  in upstream 

Komering. 

Table 2 Base flow and total flow (BF/TF) ratio in 

study location during 1971-2010 

Years BFI Years BFI 

1971 0.160 1991 0.456 

1972 0.089 1992 0.315 

1973 0.399 1993 0.447 

1974 0.651 1994 0.182 

1975 0.301 1995 0.483 

1976 0.205 1996 0.386 

1977 0.318 1997 0.159 

1978 0.274 1998 0.158 

1979 0.244 1999 0.306 

1980 0.033 2000 0.733 

1981 0.585 2001 0.528 

1982 0.489 2002 0.014 

1983 0.329 2003 0.519 

1984 0.565 2004 0.014 

1985 0.385 2005 0.008 

1986 0.343 2006 0.020 

1987 0.025 2007 0.042 

1988 0.528 2008 0.240 

1989 0.336 2009 0.094 

1990 0.456 2010 0.004 

Range value of BF / TF ratio as well as analysis 

of the physical condition of  Komering watershed can 

be used as a reference for classification of 

hydrological functions. The criteria explained the 

bearing capacity of Komering watershed as a water 

reservoir and also as a reference to evaluate 

degradation level or accomplishment of watershed 

reservation. According Table 2 the result of  average 

base flow and total flow ratio during 40 years (1971-

2010) is 0.296. Table 3 described the class of the 

hydrologic function as a BF / TF ratio value which 

indicated very poorly hydrology function of 

Komering watershed, although in certain hydrologic 

function was still in good category. 

Table 3 Hydrology function classification [23], [24] 

Hydrology function classification BF/TF 

Very good >0,9 

Good 0,7-0,9 

Moderate 0,5-0,7 

Poor 0,5-0,3 

Very poorly <0,3 

Furthermore, the determination of the 

classification needs further analysis by reviewing the 

carrying capacity of watersheds in water availability 

and level of watershed damage. Land use change and 

watershed management affect the occurrence of 

erosion, sedimentation and ultimately affect water 

quality. In general, the occurrence of erosion is 

determined by climate factors, especially rain 

intensity, topography, soil and rock characteristics, 

vegetation cover and land use and on the system of 

relationship between rain and surface flow is 

considered the only factor change and other factors 

can be as fixed variable [1]-[2]-[3]-[4]-[25]-[26].  

Land cover is a fixed factor that is easily disturbed 

by human activities. The occurrence of erosion occurs 

due to changes in land use that lead to degradation of 

watershed quality. The distribution and classification 

of erosion levels in the Komering DAS are presented 

in Table 4 and Figure 3. 
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Table 4. Erosion classification 

Erotion 

classification 

Area  (Ha) (%) Legend 

Very slightly 78.008,7 8,487 Light 

yellow 

Slight 194.559,7 21,166 Yellow 

Moderate 209.321,7 22,772 Gold 

Serious 292.690,4 31,842 Light 

brown 

Very 

seriously 

144.623,0 15,734 Brown 

Total 919.203,536 100 

Fig. 3 Erosion classification in upstream Komering 

The result of the distribution of erosion base on 

Figure 3 the upstream Komering has been dominated 

serious erosion classification. If associated with the 

results of data processing increased runoff with an 

increase in the value of runoff coefecient, the decline 

in base flow value and the occurrence of discharge 

extremity, it can be concluded there has been a 

change of  hydrological regime. Figure 4 is presented 

trend of runoff  coefficient (C) and base flow 

upstream Komering Watershed. 

 

 

 

Fig. 4 Trend of runoff  coeff. (C) and base flow 

Upstream Komering Watershed 

Land use has an effect on hydrological function of 

watershed especially affect on runoff and base flow 

value. Base on Figure 2 land use due to human 

activities such as agricultural land (rice fields) and 

plantations contribute to large runoff. 

CONCLUSIONS 

Understanding land use and climate change will 

affect base flow quantity, in the context of watershed 

geomorphology, will aid watershed managers and 

stream in the protection of adequate water supply for 

human need and habitat availability in stream. The 

responses of runoff and base flow to climactic factors 

are different. Precipitation has a great impact on 

runoff, whereas temperature has a great impact on 

base flow. Land use changes has an impact on 

reducing the absorption capacity, especially in view 

of the proportion of changes in agricultural area in the 

Upper Komering Watershed and increasing the rate 

of surface runoff. 
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ABSTRACT 

Thermal cracks caused by volume changes due to hydration heat of cement affect the long-term durability of 

concrete structures. Fly ash (FA), which is coal ash discharged from coal-fired power plants, when used to partially 

replace cement can reduce thermal stresses in concrete. Numerical analysis (FEM) is commonly used to predict 

thermal stresses. The tensile creep characteristic of concrete at early age is one of the important input data for FEM. 

The elastic strain for evaluation of creep behavior is generally assumed as constant. However, the Young’s 

modulus development is remarkable at early age of concrete, therefore, it must be taken into consideration when 

evaluating the elastic strain. In this study, two sets of tests were conducted. The first set of tests is direct tension 

tests of dog-bone-shaped concrete specimens, which were conducted at the age of 3 days, and the loading stress 

30% of the splitting tensile strength was sustained for 14 days. The other set of tests is splitting tensile strength 

tests and compression tests which were conducted to obtain the mechanical properties development such as the 

splitting tensile strength and the Young’s modulus. The test results indicate that mixing of FA has less effect on 

the tensile creep behavior than considering the decrease of elastic strain at the early age. 

Keywords: Early age concrete, Fly ash, Tensile creep, Young’s modulus, Elastic strain 

INTRODUCTION 

Many concrete structures were constructed during 

the period of high economic growth in Japan, and 

thermal cracks, one of the initial cracks, became a 

problem [1]. Thermal cracks are caused by volume 

change due to hydration reaction of cement. Thermal 

cracks occur in approximately one or two weeks after 

casting and affect durability of concrete structures. 

Therefore, it is important to accurately predict 

thermal cracks and take measures. 

Measures against thermal cracks are roughly 

classified into a method of suppressing volume 

change, a method of reducing constraint degree and a 

method of controlling crack width. One of methods 

for suppressing volume change of concrete is using of 

fly ash (FA). FA is fine particles of coal ash from 

coal-fired power plant. By replacing FA with cement, 

it can reduce the hydration heat that causes thermal 

cracks. 

Controlling thermal cracking requires an accurate 

prediction of actual thermal stresses. Thermal stress 

analysis is normally performed by FEM which needs 

mechanical properties and volume change of concrete 

at early age, such as strength, Young's modulus and 

creep for the analysis. This study focuses on 

determining the tensile creep behavior of concrete for 

predicting accurate tensile thermal stress. Thermal 

stress is usually sustained in concrete for a long 

period of time, so relaxation due to inelastic strain 

such as creep strain occurs. Thus, if stress estimation 

is made without considering the creep, thermal 

stresses predicted by FEM may be excessively greater 

than an actual stress. 

To obtain the tensile creep behavior, it is 

important to improve the accuracy of the initial crack 

prediction. There are a few research reports on the 

tensile creep properties of FA concrete. Michimoto et 

al. [2] conducted direct creep tests under the loading 

condition of stress-strength ratio of 30% for 14 days 

in water. As a result, it is reported that the strain rate 

of FA concrete tended to be higher than that of 

ordinary concrete. However, in the previous report [2], 

the influence of Young's modulus development in 

early age was not considered. It is known that 

mechanical properties of concrete at early age 

(specifically the first two weeks after casting), 

significantly develop. Therefore, it is considered 

necessary to incorporate the development of Young's 

modulus when evaluating concrete strains, because 

the creep behavior evaluated by assuming constant 

elastic strain may not be appropriate [3].  

Creep strain evaluation method is shown in Fig. 1. 

In evaluation of general creep strain, elastic strain is 

treated as constant. However, the Young's modulus is 

remarkably developing at early age, so elastic strain 

under constant stress is considered to gradually 

decrease. 
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In this study, creep behaviors of FA concrete and 

ordinary concrete with a consideration of the 

development of Young's modulus were investigated 

and compared. In particular, it was aimed to 

determine the influence of Young's modulus 

development on concrete creep behaviors. 

MATERIALS AND TEST PROGRAM 

Materials and Mixture Proportions 

Table 1 shows the materials used for concrete and 

mix proportion in this study. The mix IDs N and FA 

represent ordinary concrete mixes and FA concrete 

mixes, respectively, as shown in the table. The 

targeted slump of each mix of ordinary concrete and 

FA concrete is 8 ± 2.5 cm, and the targeted air content 

is 4.5 ± 1.5%. Because FA contains unburned carbon, 

it reduces the effect of air-entraining and water-

reducing admixture. Therefore, an air-entraining 

agent for suppressing the influence of unburned 

carbon was used in FA concrete mixes. 

Specimen 

In this study, direct tensile creep tests, splitting 

tensile strength tests (conform to Japan Industrial 

Standards A 1113), and compression tests for 

obtaining Young's modulus were carried out. The 

dog-bone shaped specimen used for the direct tensile 

creep test is shown in Fig. 2. A small mold strain 

gauge having a temperature measurement function 

and a length of 50 mm was embedded in the center of 

the cross section of the dog-bone shaped specimen. In 

splitting tensile tests and compression tests, a 

standard 100 mm diameter, 200 mm long cylindrical 

specimen was used. For the strain measurement in 

compression tests, a strain gauge of length of 60 mm 

was attached at the center of both side faces of each 

specimen.  

After casting, the specimens were carried into a 

curing room to be cured at a room temperature of 20 

± 1 oC for 24 hours before demolding. After that the 

specimens were cured underwater in a water tank (16 

± 1 oC) installed in the curing room until load tests 

were to be carried out at the age of 3 days.  

Method of Tensile Creep Test 

Figure 3 shows the loading apparatus used in the 

direct tensile creep test in this study. Tensile creep 

was loaded underwater, as shown in Fig. 3. The 

loading apparatus was installed in the water tank in 

the curing room with the temperature remained at 20 

± 1 oC and the temperature in the water tank remained 

at 16 ± 1 oC. In this test, loading was carried out in 

water to eliminate the effect of drying shrinkage. 

Therefore, tensile creep in this study is targeted for 

basic creep without moisture transfer.  

The unloaded specimen was installed in the same 

environment as the loaded specimen, and the strain of 

the unloaded specimen was measured. By subtracting 

the strain of the unloaded specimen from the strain of 

the loaded specimen, strain caused by factors other 

than the loading, such as autogenous shrinkage and 

wet swelling, was eliminated. In this test, two loading 

apparatuses and two water tanks and four dog-bone 

Fig. 1 Evaluation of creep strain 

Table 1 Materials and mix proportion 

Property Materials 
Proportion 

Density 
Ordinary concrete FA concrete 

Mix ID --- N FA --- 

Water-binder ratio a --- 55% 55% --- 

FA replacement ratio --- 0% 20% --- 

Water (W) Tap water 165 kg/m3 165 kg/m3 1.00 g/cm3 

Cement (C) Ordinal Portland Cement 300 kg/m3 240 kg/m3 3.16 g/cm3 

Fly ash (FA) Class II 0 kg/m3 60 kg/m3 2.24 g/cm3 

Fine aggregate (S) Crushed rock sand 844 kg/m3 833 kg/m3 2.62 g/cm3 

Coarse aggregate (G1) Crushed rock (20-15 mm) 499 kg/m3 493 kg/m3 2.67 g/cm3 

Coarse aggregate (G2) Crushed rock (15-5 mm) 499 kg/m3 493 kg/m3 2.67 g/cm3 

Admixture (Ad1) Air-entraining and water-reducing agent 3.00 kg/m3 2.40 kg/m3 1.07 g/cm3 

Admixture (Ad2) b Air entraining agent for FA 0 kg/m3 16.8 kg/m3 1.04 g/cm3 
a binder = C + FA, b diluted solution (diluted 100 times with water) 
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shaped specimens were prepared. Therefore, one or 

two of each of loading specimens and unloaded 

specimens were used in one direct tensile creep test. 

In the direct tensile creep test, the strain and the 

temperature of loaded specimens and unloaded 

specimens and the water temperature of each water 

tank were measured at one-hour intervals by using a 

data logger. The loading was started at the age of 

three days, and it was sustained for 14 days. The 

loading at the age of three days was derived from the 

age of changing the temperature stress from 

compression to tension. In addition, the loading 

period of 14 days was determined from the 

occurrence of the initial cracks at approximately two 

weeks after casting.  

According to Davis-Granville's law, the creep 

strain is roughly proportional to the loading stress if 

the stress is less than the one-third of the concrete 

strength. Therefore, the loading stress in this study 

was set to 30% of the splitting tensile strength at the 

loading-start age (3 days). 

Experiment Method of Young's Modulus 

Compression tests were conducted to obtain the 

Young's modulus of concrete. In the compression test, 

unloading was conducted at every increase of strain 

of 10 x 10-6. The strain and the load were recorded by 

using a data logger during the loading and the 

unloading. In order to eliminate the influence of 

inelastic strain in the evaluated Young's modulus as 

much as possible, strain and load were recorded until 

the load reached the splitting tensile strength. The 

relationship between strain and stress was linearly 

regressed. The gradient of the regression line was 

taken as Young's modulus. The compression test was 

conducted at the age of 3, 5, 7, 10 and 17 days or 3, 7, 

10, 14 and 17 days. In this test, three cylindrical 

specimens were tested for each age. 

RESULTS AND DISCUSSION 

Table 2 shows the splitting tensile strength of the 

specimens tested at the age of three days and the 

loading stress for tensile creep tests. Mix IDs No. 1 to 

No.6 given in Table 2 are the specimens casted on 

different dates due to a limitation in the casting molds. 

Hence, the variation of the tensile strength results 

could be due to the casting conditions at each day.  

However, this difference does not affect the purpose 

of this study as the applied loading stress is specific 

for each specimen. 

The relationship between Young's modulus and 

splitting tensile strength is shown in Fig. 4. In 

addition, the regression results using Eq. (1) are 

shown in Fig. 4. Equation (1) is obtained by changing 

the parameter of the equation shown in Guidelines for 

Control of Cracking of Mass Concrete 2016 [1] from 

compressive strength to splitting tensile strength. In 

this study, coefficients were evaluated by the using 

least-squares method. 

2

1( ) ( )
C

tE t C f t  (1) 

where E(t) is the Young’s modulus (GPa), ft(t) is 

splitting tensile strength (MPa) and C1 and C2 are 

Fig. 2 Dog-bone shaped specimen 

Fig. 3 Loading apparatus 

Table 2 Splitting tensile strength and loading 

stress of age three days 

Mix ID 

Splitting tensile 

Strength 

(MPa) 

Loading stress 

(MPa) 

FA 

No.1 1.32 0.397 

No.2 1.51 0.454 

No.3 1.53 0.458 

N 

No.4 1.22 0.365 

No.5 2.09 0.628 

No.6 2.38 0.713 

Fig. 4 Young’s modulus – splitting tensile 

strength relationship 
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coefficients. 

C1 and C2 evaluated in this study was 23000 and 

0.43, respectively. Kimura et al. [4] reported that the 

compressive strength and Young's modulus showed a 

fixed relationship regardless of FA replacement ratio 

and age, and that mixing FA in concrete does not 

affect the Young's modulus.  In the present study, the 

relationship between the Young's modulus and the 

splitting tensile strength shows a similar tendency in 

both ordinary and FA mixes, as seen in Fig. 4. 

Therefore, these results indicate that FA might not 

affect the evaluation of the Young's modulus as in the 

case of the previous report [4].  

Figure 5 shows the time course of splitting tensile 

strength. In addition, the regression results using Eq. 

(2) are shown in Fig. 5. Equation (2) is obtained by 

changing the parameter of the equation shown in 

Guidelines for Control of Cracking of Mass Concrete 

2016 [1] from compressive strength to splitting 

tensile strength. In this study, coefficients were 

evaluated by using the least-squares method. 

( ) (28)t t

t
f t f

A Bt



(2) 

where ft (t) is splitting tensile strength (MPa), ft (28) is 

splitting tensile strength at the age of 28 days (MPa), 

t is age (day) and A and B are coefficients.  

The coefficients used for Eq. (2) in FA concrete, 

A and B were 3.47 and 0.899, respectively. In 

ordinary concrete, A was 4.14 and B was 0.871. The 

splitting tensile strength of FA concrete at the age of 

28 days was 3.08 MPa, and that of ordinary concrete 

Was 4.14 MPa. The splitting tensile strength 

development of FA concrete was more gradual than 

that of the ordinary concrete, as shown in Fig. 5. This 

is probably because pozzolanic reaction of FA is slow 

and does not contribute to splitting tensile strength 

development yet. 

 Time course of the Young's modulus is shown in 

Fig. 6. In addition, the regression results are shown in 

Fig. 6. The curves of FA mixes and the curves of N 

mixes demonstrated in Fig. 6 were obtained from Eq. 

(1) and Eq. (2). The development of the Young's 

modulus was similar to that of the splitting tensile 

strength, which shows that the Young’s modulus 

development of FA concrete is slower than that of the 

ordinary concrete.  

The strain measured by the direct tensile creep 

tests is shown in Fig. 7. The creep strain is obtained 

by subtracting the elastic strain and the strain of 

unloaded specimen from the strain of the loaded 

specimen. The creep strain was evaluated by using 

constant elastic strain. In addition, the elastic strain in 

consideration of the Young's modulus development at 

early age was also used for evaluating the creep 

behavior. In other words, the elastic strain which 

decreases when loading concrete at older ages was 

evaluated. Using the regression result of the Young's 

modulus shown in Fig. 6, the elastic strain can be 

estimated by Eq. (3). 

Fig. 5 Splitting tensile strength 

Fig. 6 Young’s modulus Fig. 7 Measured strain 
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0
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t t

E t
   (3) 

where εe(t) is the elastic strain at elapsed time t, εe(t0) 

is strain of the loaded specimen at the start of loading, 

E(t) is Young's modulus at elapsed time t (GPa) and 

E(t0) is Young’s modulus at the start of loading (GPa). 

Reduction of elastic strain is shown in Fig. 8. 

Elastic strain in FA concrete decreased by 

approximately 24%. Elastic strain in ordinary 

concrete decreased by approximately 28%. FA 

concrete demonstrates a slow development of the 

Young's modulus; the increase in the creep strain due 

to the decrease in the elastic strain was approximately 

4% smaller, as shown in Fig. 8. As mentioned earlier, 

creep strain is roughly proportional to loading stress, 

so specific creep, which is the creep strain divided by 

the loading stress, was evaluated. The increase in the 

specific creep due to the decrease in the elastic strain 

is shown in Fig. 9. The results shown in Fig. 9 are 

obtained from using the decreased elastic strain (as 

seen in Fig. 8) divided by each loading stress. An 

increase of the specific creep due to a decrease of the 

elastic strain of FA concrete was approximately 8% 

smaller than ordinary concrete, as shown in Fig. 9. 

The specific creep behaviors of FA concrete and 

ordinary concrete are shown in Fig. 10. These graphs 

are obtained from taking the average of the specific 

creep of FA concrete No. 1 to No. 3 and the average 

of specific creep of No. 4 to No. 6 ordinary concrete.  

Figure 10(a) shows the graphs with constant elastic 

strain, while 10(b) shows the graphs with decreased 

elastic strain due to the development of the Young's 

modulus. Yoshitake et al. [6] predicted the tensile 

creep behavior of early age concrete using the 

viscoelastic rheological model and Eq. (4). It is 

reported that the regression accuracy of Eq. (4) is high. 

The regression curves obtained by using Eq. (4) are 

included in Fig. 10. In this study, the coefficients, a, 

b, c and d, were evaluated by using the least-squares 

method. 

( ) 1 exp( )dJ t a t b ct       (4) 

where J(t) is specific creep (x10-6/MPa), t is elapsed 

time (day), a, b, c and d are coefficients.  

The coefficients of Eq. (4) are shown in Table 3. 

Regardless of the consideration of the Young's 

modulus, the specific creep of FA concrete became 

larger than that of the ordinary concrete, as shown in 

Fig. 10. 

The thermal stress depends on the specific creep rate 

rather than its magnitude. The specific creep rate was 

estimated by differentiating Eq. (4) with respect to 

time, and using coefficients given in Table 3 in order 

to compare the behaviors of the specific creep. The 

obtained specific creep rates are as shown in Fig. 11. 

It can be seen that the specific creep rates decrease 

monotonously in all cases.  

 Figure 12(a) shows the ratio of the specific creep 

rate of FA concrete to that of ordinary concrete. As 

shown in Fig. 12(a), the ratio of the specific creep 

Fig. 8 Reduction of elastic strain 

Fig. 9 Increase in specific creep by decrease in 

elastic strain 

(a) constant εe     (b) decrease εe

Fig. 10 Specific creep (comparison of N and FA) 

Table 3 Specific creep regression result 

coefficient 
εe(constant) εe(decrease) 
FA N FA N 

a 0.694 0.536 0.674 0.405 

b 21.2 19.0 31.5 34.6 

c 0.552 0.642 0.450 0.414 

d 0.516 0.457 0.592 0.533 
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rates in the case of constant elastic strain is more than 

1.0 except for immediately after loading. This result 

indicates that the specific creep rate of FA concrete is 

greater than that of ordinary concrete. The ratio at 

loading period exceeded approximately one day is 

almost constant at 1.2. However, the specific creep 

speed rate in the case of the decreased elastic strain is 

within the range of ± 10% during the loading period. 

Considering the decreased elastic strain (with the 

development of Young's modulus), the specific creep 

rate of FA concrete is not always greater than that of 

ordinary concrete.  

Figure 12(b) shows the ratio of the specific creep 

rates with decreased elastic strain to that with 

constant elastic strain. In ordinary concrete, the 

specific creep rate with decreased elastic strain is 1.13 

to 2.06 times that with constant elastic strain. In FA 

concrete, the maximum ratio is 1.61. As shown in Fig. 

12(a) and Fig. 12(b), the consideration of the decrease 

in the elastic strain at early age affected the specific 

creep rate more than the FA mixing. 

CONCLUSIONS 

This paper presents an investigation of the tensile 

creep behavior of FA concrete with a consideration of 

the Young's modulus development in early ages of 

concrete. Direct tensile creep tests using dog-bone 

shaped specimens were conducted to obtain tensile 

creep. Compression tests were performed using 

common cylindrical specimens to obtain the Young's 

modulus. Based on the test results in this study, it can 

be concluded as follows: 

(1) An increase of specific creep due to a decrease in 

elastic strain of FA concrete is about 8% smaller 

than that of ordinary concrete.   

(2) In ordinary concrete, the ratio of the specific 

creep rate with decreased elastic strain to that 

with constant elastic strain ranges from 1.13 to 

2.06. While in FA concrete, the range of this 

ratio is smaller; the maximum ratio is 1.61. 

(3) If the elastic strain is assumed constant, FA 

concrete has greater specific creep rate than 

ordinary concrete. In the case of consideration 

of Young's modulus development during the 

creep test, the specific creep rate of FA 

concrete is almost equivalent to that of 

ordinary concrete. 
(4) Decreasing the elastic strain at early age has 

more effect on the specific creep rate than the 

mixing of FA. 

ACKNOWLEDGEMENTS 

 The authors would like to thank Mr. Michimoto (a 

former advanced course student of National Institute 

of Technology, Kure College), members of Horiguchi 

laboratory and the Chugoku Electric Power Co. Ltd. 

REFERENCES 

[1] Japan Concrete Institute, 2016, Guidelines for 

Control of Cracking of Mass Concrete 2016 (in 

Japanese). 

[2] Michimoto S., Mimura Y., Horiguchi I. and 

Yamada K., A Study on Stress Relaxation by 

Creep of Fly Ash Concrete, Japan Society of Civil 

Engineers 2017 Annual Meeting, V-413 ，

pp.825-826，2017 (in Japanese). 

[3] A. M. Neville., Properties of Concrete (5th edition), 

Prentice Hall, 1963. 

[4] Kimura M., Aikou Y., Ichinose T. and Yoshida T., 

On the Characteristic of the Concrete Using the 

Fly Ash, Proceedings of the Japan Concrete 

Institute, Vol.23，No.1，pp.301-306，2001 (in 

Japanese). 

[5] Yoshitake I., Nakamura H., Nagai S. and Hamada 

S., A Study on the Tension Creep Equation 

During Hydration in the Early Age, Journal of 

Materials, Concrete Structures and Pavements, 

No.634/V-45，pp.43-53，1999.11 (in Japanese). 

Fig. 11 Specific creep rates 

(a) FA/N           (b) decrease εe/constant εe

Fig. 12 Ratio of specific creep rates (FA/N) 

0 7 14

載荷期間(日)

FA

N

0

1

2

3

4

0 7 14

sp
ec

if
ic

 c
re

ep

sp
ee

d
(
×

1
0

-

6
/N

/m
m

2
/d

ay
)

time(days)

FA

N

time(days) time(days)

sp
ec

if
ic

 c
re

ep
 r

at
e

(x
1

0
-6

/M
P

a/
d
ay
) εe(constant) εe (decrease)

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

0 7 14sp
ec

if
ic

 c
re

ep
  

sp
ee

d
 r

at
io
(

F
A

/N
)

time(days)

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

0 7 14

sp
ec

if
ic

 c
re

ep
  

sp
ee

d
 r

at
io
(

F
A

/N
)

time(days)

弾性ひずみ（減少）

弾性ひずみ（一定）

time(days)

sp
ec

if
ic

 c
re

ep
 r

at
e 

ra
ti

o

εe(constant)

εe(decrease)

time(days)

FA

N



574 

4th Int. Conf.  on Science, Engineering & Environment (SEE), 
Nagoya, Japan, Nov.12-14, 2018, ISBN: 978-4-909106018C3051 

DATA BASE STRUCTURE MANAGEMENT INFORMATION SYSTEM 
LAND ALLOCATION IN SPATIAL PLANNING 
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ABSTRACT 

 Comprehensive data management systems are essential for watershed management. A large amount of 
spatial data of the study area has been collected for the management study of the Palembang River Basin of 
Indonesia. In this research will introduce database development to support the study of surface flow 
management in spatial planning of city area and region. This database links the geographic information 
system (GIS) with relational database management system (RDBMS) to facilitate the use of data in surface 
flow management. The method used in this research is to develop an integrated GIS-RDBMS database using 
the following steps: (1) to establish a database system that is easily accessible to all users; (2) developing 
database format and structure; (3) establish a formula for data management procedures, including input, 
update, conversion, QA / QC, and backup; and (4) the application of data queries and decision-making 
techniques for users to search, display, print, or collect information. This study aims to develop the stages of 
database compilation on the Jakabaring-based sub-watershed GIS-RDBMS. The process focuses on the study 
of surface flow management of the Jakabaring Watershed, This research introduces a concept in modeling the 
fuzzy geographic features in a watershed management system. 

Keywords: GIS-RDBMS, run-off,  fuzzy logic, DAS management 

INTRODUCTION 

The Jakabaring watershed is one of the sub 
watersheds in the area across from the ulu, 
Palembang City which was originally a flood plain, 
and some of its territory is a swamp and not widely 
used for activities until 1995. To develop the area 
across from Ulu, the government of South Sumatra 
Province together with the government The city of 
Palembang has reclaimed the swamp area and 
utilized for the implementation of Sports activities 
such as the Asian Games 2018 in Indonesia, with all 
facilities including residential areas, trade, offices 
and other supporting facilities. The process of 
development of the area of Seberang Ulu is done by 
hoarding the swamp area using the soil material 
derived from the dredging of the Musi River and the 
soil material taken from other areas. 

The process of accumulating flood plains and 
swamps, of course, requires a water system in 
accordance with the conditions of the sub watershed 
Jakabaring that form the initial ecology of the area 
opposite Ulu. In its development, some areas in the 
area after the land conversion occurred, floods that 
flooded some areas such as residential areas, even 
runoff flooded the surrounding residential areas. 
This is one of the mistakes caused by the mismatch 
between land use allocation in spatial arrangement 
and the management of surface flow in a watershed. 
Understanding of surface flow management with 

changes in urban and regional land use, will help 
urban planners and hydrologists in spatial planning. 
The Land Allocation Management System[1] is a 
watershed analysis system (DAS) that will be 
developed by utilizing GIS techniques using land 
use change parameters, morphometrics and 
hydrometric watersheds. By using hydrodynamic 
analysis and spatial analysis (1D / 2D), water level 
in river and drainage channel, so it can get 
information about the change of water level 
distribution in sub watershed, due to land use change 
done when determination of land allocation. Puddle 
management involves the diagnosis of problems 
within the watershed with emphasis on the causes of 
rainwater runoff and tidal rivers causing flooding 
and puddles, and optimizing land allocation to 
increase water absorption into the soil to reduce 
surface or puddle flow. 

METHODE 

Land allocation management to reduce flood risk 
can be divided into two parts: Flood risk analysis 
and assessment on the one hand and risk mitigation 
on the other. Broadly speaking, the purpose of land 
allocation management is the assessment of flood 
risk to establish where the risk is very high, ie where 
mitigation measures will be required. Risk 
mitigation means proposing, evaluating, and 
providing alternative solutions to mitigate risks in 
the area. To map the risks and effects of flood risk 



SEE - Nagoya, Japan, Nov.12-14, 2018 

575 

reduction due to land allocation, the utilization of 
Geographic Information System (GIS) with its 
ability to present spatial data is an appropriate tool 
for processing spatial data in surface runoff analysis. 
The approach presented in this paper is combining 
MCAs with GIS. 

The amount of runoff surface runoff in a 
watershed is the relationship between topographic 
condition of the area, land use, soil type, drainage 
channel condition and the amount of rainfall. The 
smaller the area of infiltration, the greater runoff 
occurs, if rainfall and channel capacity are reduced 
[2]. On that basis, it can be used to translate the level 
of detail in the decomposition of the object class into 
a derived class (specialization) of the required 
database. 

The Land Allocation Management System as 
defined by Sharifi (2003) is a Geospatial 

Information System classification, consisting of data 
/ information (spatial and non spatial), models, and 
visualization tools, especially developed to support 
planning and decision-making processes. In 
connection with the understanding as mentioned 
above, the method that will be developed in the 
manufacture of Spatial Spatial Allocation 
Management Information System will be focused on 
the planning phase, namely the preparation of 
database structure related to Basic Geospatial 
Information (IGD), such as topographic area, 
channel profile (river and drainage ), the width and 
shape of the watershed, land use, and rainfall 
distribution. The overall architecture of the planning 
support system to be constructed is presented in 
Figure 1. 

Fig. 1 Architecture Planning Dessicition Support System (DSS) in Land Allocation Management 

The main components to be built in the Planning 
Support System are as follows: 
(1) A database management system. This system 

includes the preparation of database structure 
which includes the design of conceptual data 
model, identification of physical data collection 
+ Meta Data, E-R Diagram designed to 
accommodate and organize spatial database and 
Geospatial Thematic information, and able to 
provide facilities to analyze and manipulate data 

(2) A Database Management System Model. The 
system includes both quantitative and qualitative 
models that support surface flow analysis, 
namely the assessment of potential surface flows 
and spatial capacity at different levels of land 
allocation management 

The hydrological response of the watershed leads 
to the formation of surface runoff governed by 

interactions with topology, land use and soil 
physical properties. Therefore, the use of 
Geographic Information Systems (GIS) will be 
better than traditional techniques in the 
quantification of appropriate surface runoff by 
storing and analyzing the underlying factors 
affecting runoff. The estimation process becomes 
more efficient, interactive and less complicated 
when Geographic Information System (GIS) is used 
to store, interpret and display the data required in 
surface runoff overlay techniques. 

DATA BASE DESIGN 

The design of the database in the Geographic 
Information System (GIS) always starts from the 
analysis of the appearance of geographic objects 
from real-fact data sources adapted to the utilization 
needs to be made (Raper, 1992). 

BASE OF 
GEOSPATIAL 
INFORMATION 

DATABASE 
STRUCTURE 

TEMATIC  of 
GEOSPATIAL 
INFORMATION 

Computer System and Selected software 

Spatial Database 
Management 

Model of Land 
Allocation Management 

DIALOG of LAND 
ALLOCATION 

MANAGEMENT 
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Study Area and Data Acquisition 

Jakabaring sub-watershed with geographic 
position 104o 44 '56 "- 104o 47' 45" BT and 02o 07 
'10 "- 02o 03' 50" is one of the 19 sub-watersheds 

that make up the watershed area of Palembang City, 
part of the Musi River Basin, within the 
administrative territory of South Sumatra Island, 
Indonesia. 

Fig. 2 Research Sites of Jakabaring Sub-watershed, Palembang City, Musi Watershed Area, Sumatera Island, 
Indonesia 

Object Description 

The introduction of objects based on the 
appearance of land use objects is classified 
according to the materials needed in river basin 
management. Understanding land use here, is an 
object that uses or requires space or land. To that 
end, the objects of roads, rivers and waterways 
(swamps, lakes, canals) are also objects that use 
space. Thus the sub class of road and river objects, 
can be incorporated into one class, called sub class 
of space utilization or land use. Each space 
utilization will be within the watershed area. For that 
object space utilization can be incorporated in a sub 
class of objects called sub class space utilization and 
watershed boundaries 

A set of methods for calculating objects having 
similar characteristics and shapes can be 
incorporated together with their attributes and called 
class definitions. The class hierarchy used is, the 
first class is called the base class, while the second 
class or sub-class, commonly called the derived 
class. {LIMITS BOARD; LIMIT SUB; BATAS 
SUB RIVER SYSTEM}, is a member of the 
watershed sub-class sub-class. The space utilization 
sub class is a form of "generalization" of the 
subclass {P_LAHAN; LHN_HIDRO}. Sub Class 
PURAHAN, is a generalization of sub Class 

{RESERVATION; OFFICE; INDUSTRY; 
EDUCATION; PUBLIC FACILITIES; TRADING; 
SOCIAL FACILITIES; HEALTH}. LHN_TBK 
Subclass Class, is a generalization of the subclass of 
{SPECIAL FORESTS; GREEN OPEN SPACE; 
WALKING ROAD; RIVER RIVER}. The HIDRO 
Subclass, is a generalization of the sub class 
{RIVER; SWAMP; CHANNEL}. The sub-class of 
roads, consisting of DAMIJA objects (Road Owned 
Areas) having spatial structures of areas (polygons) 
can be incorporated with PURAHAN sub-classes, 
into LHN_TBGN Subclasses. The merger 
(association) is because between the sub-class of 
watershed boundaries and the space utilization sub-
class has many similarities in attributes and 
methods, such as names, spatial and non spatial 
relationships, widespread calculations and so on. 

Figure 3. below shows a nail diagram illustrating 
the hierarchy between the subspace class sub-district 
visibility, for the watershed boundary subclass. 

Identification of the data unit of the object that 
composed the structure of the DAS Territorial 
Layout for each subclass, can be fully detailed as 
follows: 
(1) watershed area units used as observation limits 

for flood or puddle analysis are used within 
watershed boundaries. To that end the subclasses 
of the watershed area contain the sub-watershed, 

Jakabaring sub chatment, Palembang City 

 Sumatera Island 
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including the sub-sub-basins with the object 
identification (primary key) in this class is the 
OID. 

(2) spatial use specified by location and area of land 
for each watershed boundary, identified as land 
utilization sub class. The relationship 
(subdivision) between the land utilization class 
and the level of detail will be indicated by the 
level of numbering in the OID. Geometric shape 

and geometric spatial structure is represented by 
geometric shape of polygon (area), consisting of 
geometric shape of boundary of utilization (ring) 
and the area of exposure (closure) and point 
coordinates that indicate location and 
relationship between geometric object based on 
topology (face ) written in the form of non-
geometric attributes 

Fig. 3 Examples of specialization of DAS Basin class, Land Use sub-class and DAS sub-classes 

Attribute Data 

Each object must have an attribute that describes 
the property (property) of the object. Determination / 
selection of relevant attributes for an object is 
important in making the data model. Attribute data is 
compiled based on the need of GIS utilization object 
for watershed management. The attribute will 
describe the contents of the geometric object 
numerically (numbers) as well as spatially related to 
other geometric objects, which will produce the 
derived attributes. The subclass will inherit attributes 
that are similar in character to the superclass 
attribute. Thus, there is no need to attribute that has 
been defined in the "base class", redefined in the sub 
class, because it will only cause waste of storage in 
the computer. 

Connectivity among Object Class 

Based on the relationship between spatial objects 
that have been discussed earlier, then finally can be 
arranged a relationship diagram that explains 
interconnection (relation) between sub class of 
spatial objects that make up the Spatial Area DAS. 
Using the logic of relationships, such as 
specialization, aggregation, generalization and 
association, each class is linked by describing it in a 
spatial object linkage model diagram. Seen in FIG. 
4, the logic of the relationship as illustrated in the 

diagram of Figure 3, is arranged in the form of a 
spatially connected object diagram generalized by 
subclass, with the following explanation: soil, 
topography, and hydrographic elements are 
unplanned Spatial Planning and is a watershed area 
planning area. The watershed area, divided into 
observation boundaries, is called the sub-basin 
boundary. Within the watershed area boundary 
which is an observation area, based on the planned 
land allocation within each watershed boundary, it is 
known that the run-off will occur in each watershed. 
Thus, within each watershed boundary, there is 
space utilization necessary to carry out activities that 
are applied in space utilization zones, such as 
settlement, education, trade, and so forth. 

Any change of land use allocated within the 
watershed limits will determine the value of C 
(catchment coefficient) for each sub class of land 
use object in the area, but will also determine the 
amount of runoff to be produced by each sub class 
of land use object, which will determine needs of 
drainage systems and retention ponds. The allocation 
of existing land use distribution to each sub 
watershed, will ultimately determine the need of 
drainage network system in the area. Thus there is a 
spatial relationship between the variables of land use 
change within the watershed area with the amount of 
runoff to be generated. The amount of land use 
allocation to be able to serve the population 
allocated to each sub-basin, will determine the 

 Sub Class Boundary Basin 

 Sub Class Land Use 

 Sub Class sub Basin 

Sub Class Topography 

 Sub Class Hidrography 

 Sub Class Type of Soil 
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amount of distribution needs of network system 
Drainage (sub class utility object). Thus there is a 
relationship between the variables of land needs in 
each sub-basin with the needs of the distribution of 
drainage system. 

The attributes for each of these spatial use 
objects are stored in tabular data, broken down by 

land use type, sub-class of land use, within each sub-
watershed. To obtain the amount of land utilization 
in each sub-basin, simply add up the utilization of 
land for each sub-basin boundary, and the utilization 
of each sub-basin is summed up to obtain land use 
throughout the basin. Connection diagram (E-R 
Diagram) for data storage, can be seen in Figure 5. 

 

Fig. 5 Entity-Relationship Diagram for Run-off management at Chatment Area 

Data Structure 

Each object will have at least one data attribute, 
which must be defined by the type of identifier 
(OID), the constructor type of each data column 
(interger, decimal, character, etc) and the value of 
each data column contained in the data attribute, - 
the column that will be used to load the attribute 
value. 

The object set as the base class will be specified 
as the key identifier, which will be represented as 
the primary key (Primary Key). From the primary 
key, then each object that belongs to the class, will 
have an OID that follows the hierarchy of the 
primary key of the class above it. 

The method or commonly called function, is 
used to write commands to perform mathematical 
calculations based on the analysis model used. In 
determining the allocation of any required land use 
and placed within each sub-basin boundary, a Run-
off model is used. The mathematical function used 
to calculate the probability of land use is directly 
defined in the sub-class definition of sub-basin 
boundaries. Thus, to know the value of the total 
infiltration coefficient that exists within the sub-sub 
class of sub-watershed or sub-basin, it is the sum of 
the infiltration coefficient values present in each 

sub-watersheds. The principle is commonly referred 
to as inheritance (inheritance), polymorphism 
(Polymorphism) and encapsulation (encansulapted). 
The design of the data structures for each object 
classification used in the management of the Spatial 
Planning can be seen in Table 1 below. 

Table 1 Structure Basis Data at Chatment Area 

Object : Chatment Area 
Atribut : Data Type Widh 

Qcode Interger (10)  
N_CA Character (25) 

NS_CA Character (25) 
Area_Ha Decimal (15,3) 

Perimeter Decimal (15,3) 
Center_L Decimal (10,3) 

Object : Land Use 
Atribut Data Type Widh 
OID Interger (10) 
L_Use Character (30) 
Class Character (30) 
Area_Ha Decimal (15,3) 
N_C Decimal (5,3) 
RD Decimal (5,3) 

Drainage/River 

 Polygon  G  T 

Lake/Retention 

 Polygon  G  T 

Adjacent 

Chatment area 

 Polygon G 
G

 T 

Sub-Chatment area 

 Polygon G 
G

 T 

LAND USE 

 Polygon  G  T 

Soil 

 Polygon  G  T 

contains 

Topography 

 Point  G  T 

Adjacent 

Rainfall 

 Polygon  G  T 



SEE - Nagoya, Japan, Nov.12-14, 2018 

579 

ET_ETO Decimal (5,3) 
A% Decimal (5,3) 
P Decimal (5,3) 

Object : Topography 
Atribut Data Type Widh 
OID Interger (10) 
S_Height Character (10) 
Z (m) Decimal (10,3) 

Object : Hydrometry 
Atribut Data Type Widh 
OID Interger (10) 
I_Countur Character (10) 
O_Name Character (15) 
Z Decimal (10,3) 

Object : Soil 
Atribut Data Type Widh 
OID Interger (10) 
Type_Soil Character (25) 
Area (Ha) Decimal (10,2) 
Z_Organic Decimal (5,2) 
OM_Value Decimal (5,2) 
Moisture_Sc Decimal (5,2) 
BD Decimal (5,2) 
pH Decimal (5,2) 
K_Value Decimal (5,2) 

The watershed class sub-class and space 
utilization shall consist of sub-basin boundary tables, 
which contain sub-basin objects and their attributes 
containing {OID; N_CA; Area_Ha; Perimeter; 
L_CA}, and chatment object with the same attribute, 
but the attribute value is the sum of all attribute 
values of the sub-watershed that are its members. 

Land utilization subclass will contain Tables 
with attribute {OID; L_Use; Area_Ha; Koef_C; 
Root_Depht}, which is connected to the sub-basin 
boundary based on the typical identifier number 
(OID), thus forming the sub-basin table relation 
{OID; Land Use}. 

ANALYSIS MODEL INTER OBJECT DATA 

One method for analyzing flood peaks as a result 
of land use change in a watershed is by analyzing 
runoff. One important empirical formula for 
determining the peak rate of runoff is the Rational 
Formula. This formula is mostly used for designing 
drainage facilities for small urban and rural 
watersheds. It is characterized by (1) consideration 
of the entire drainage area as a single unit, (2) 
estimation of flow at the most downstream point, 
and (3) the assumption that rainfall is uniformly 
distributed over the drainage area. 

Determination Peak Runoff Rate Using The 
Modified Rational Formula 

The rational method is described by the formula 
1 (Brouwer, 2012) 

Qp = 0.28∗C∗I∗A   [1] 

where, 
Qp = Peak runoff rate [m3/sec]. 
C = Runoff coefficient. 
I = Rainfall intensity [mm/hr]. 
A = Drainage area [km2]. 

In the modified version of the rational formula, a 
storage coefficient, Cs, is included 
to account for a recession time > the time the 
hydrograph takes to rise. In the 
original formula the recession time was assumed to 
be equal to the time of rise. 

The modified rational method is then described 
by the formula 2. 

Qp = 0.28∗Cs xC∗I∗A  [2] 

The rational method follows the assumptions that 
(1) the predicted peak discharge has the same 

probability of occurrence (return period) as the 
used rainfall intensity and  

(2) the runoff coefficient is constant during the rain 
storm. 
A rainfall with a steady uniform intensity applied 

to the catchment will cause runoff that will reach its 
maximum rate when all parts of the watershed are 
contributing to the outflow. This will happen after 
the elapsed time tc, the time of concentration. At this 
time the runoff rate equals the excess rainfall rate. 

There are a few well defined criteria for selection 
of formulas or methods for determining the time of 
concentration. A number of formulas and methods 
for determining tc exist. Only one of them will be 
presented here: 

Kirpich (Ramser) time of concentration equation. 
Formula 3 

t = 0.0195∗L0.77∗S-0.385 (Kirpich/Ramser) [3] 

where, 
tc = Time of concentration [min]. 
L = Length of main river [m]. 
S = Distance weighted channel slope [m/m]. 

CONCLUSION 
(1) There are 8 identifiable data objects with 7 

relationships 
(2) The relationship between data objects is 

formulated by utilizing the SQL Select model by 
linking Tables and columns based on rational 
formulas 
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ABSTRACT 

In this study, image sensing techniques are focused to grasp the traffic environment and the dynamic behavior 
of bridges simultaneously. The dynamic deflection of bridge girders and the traffic environment, such as speed 
type of vehicles and weight, can be analyzed using the combination of the sampling moire method and optical flow 
process. In this research, we attempted to construct a measuring method of traffic environment and dynamic 
behavior of bridge girders based on these image sensing techniques. 

As results of this fundamental study using a model bridge, first, a displacement measuring method was 
examined and constructed based on the sampling moire method. The results were compared with measured 
displacement by laser displacement sensors in the model experiments. It was demonstrated that the dynamic 
deflection of the bridge girder can be calculated with high accuracy. Second, an analysis method of traffic 
environment was constructed based on the optical flow process. It was demonstrated that the velocity and size of 
moving objects can be detected and monitored automatically.  

Finally, by combining these two methods, an analysis system of the traffic weight using dynamic behavior of 
bridges (known as Bridge Weigh-in-Motion or B-WIM) was proposed. Since these two measuring methods use 
the same images taken by one camera, the proposed system can grasp the traffic environment and the dynamic 
behavior of the model bridge simultaneously. 

Keywords: Bridge deflection, Sampling moire method, Optical flow process, Traffic environment, B-WIM. 

INTRODUCTION 

Aged deterioration of bridges is progressing due 
to traffic vehicles, weather conditions, etc. Among 
them, heavy vehicles including overloaded vehicles 
have a large influence on the deterioration of bridges. 
Therefore, investigation of traffic environment on 
bridges is highly required. 

As a method to grasp the traffic environment of 
heavy vehicles on bridges and estimate the 
deterioration, Bridge Weigh-in-Motion (B-WIM) has 
been focused for last several decades [1]. B-WIM is 
a method to estimate the traffic weight by sensing the 
dynamic deflection or strain of the bridge members. 
The influence line is mainly calculated based on the 
dynamic strain measurement to estimate the traffic 
weight. 

To measure deflection of bridge members, such as 
girders, direct measurements with contact or 
noncontact displacement sensors exist. However, 
these are difficult to install, and the applicable bridge 
is limited. On the other hand, a laser Doppler 
velocimetry or accelerometers are other candidate. 
However, there is a problem with integration 
accuracy [2]. 

In this research, we focused on monitoring the 
traffic environment using the camera and 

simultaneously grasping the dynamic behavior. The 
dynamic deflection of bridge girders, when vehicles 
are passing through, is aimed at analyzing the 
sampling moire method by photographing target grids 
attached on bridges [3]-[5]. In this research, we 
attempted to construct an analysis system to grasp the 
advanced traffic environment such as the variable 
velocity of the traffic, the vehicle type and weight by 
using model experiments as a fundamental study. 

DYNAMIC DISPLACEMENT MEASUREMENT 

Model Bridge for Experiment 

Fig. 1 shows an image of the model bridge 
experiment. The model bridge is made of ABS resin, 
the span of the girder between two rubber supports is 
800 mm, the width is 50 mm and the thickness is 4 
mm. Two rails are attached on the girder; four iron 
balls roll on the rails separately. The weights of the 
steel balls are 16 g, 32 g, 64 g, and 126 g. Five targets 
are attached on the both end and each quarter points 
of the girder. Three laser displacement meters 
(Keyence, LK-500) are also installed to evaluate the 
vertical displacement at the quarter points. A digital 
camera (Canon, EOS 60D) was used for high-speed 
consecutive shooting of JPEG images. The 
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specification of the equipment and targets are shown 
on the Table 1 and Table 2, respectively.  

Fig. 1   The model bridge and measurement 
equipment of experiments 

Table 1   Specification of the equipment 

Table 2   Target size and pitch length of grids 

Sampling Moire Method 

There are a lot of analysis methods of dynamic 
displacement using images, such as image correlation 
methods using the boundary or edge detection [6], [7], 
the sampling moire method [3]-[5]. Although bridges 
are large-sized structures, their deflection is on the 
order of a few millimeters, then the high resolution is 
required. Therefore, it is considered that the sampling 
moire method is applicable for measuring the 
deflection of bridge girders.  

To calculate the vertical displacement or 
deflection of the bridge girders, the procedure by the 
sampling moire method is as follows. 
1) Image preprocessing

(contrast adjustment, noise cancelling,
correcting image size and inclination)

2) Sampling every N pixel, shifting the sampling
points and the linear interpolation using
neighboring pixels
(Creating phase-shifted sampling moire images)

3) Phase distribution calculated by the discrete

Fourier transform (DFT) 
4) Conversion of the phase difference to the

displacement
First, the target position is selected manually and 

the unnecessary images are cropped in each video 
frame. The parameters to correct the inclination of the 
image and the contrast are automatically determined 
from the default image. Next, grid images are divided 
in the vertical and horizontal directions and analyzed 
separately. In this study, only the vertical direction 
was focused.  The blank columns (or rows) are 
interpolated linearly and stripe pattern are created as 
shown in Fig. 3(A). Next, the image is sampled every 
N pixel (N is named the sampling number) in vertical 
direction and the blank pixels are interpolated linearly 
using the neighboring pixels. Through this sampling 
process, N number of phase-shifted sampling moire 
images are obtained (Fig. 3(B)).  

As the sampling number N approaches the pixel 
number of the pitch length in pixels, the phase period 
of the phase distribution becomes longer. Therefore, 
the resolution of the phase difference and 
displacement becomes higher. However, when the 
phase period is longer than half of the image length, 
the phase difference cannot be calculated correctly 
and error cases occur. Therefore, the largest sampling 
number N is determined when the phase period is less 
than half of the image length, and it is iteratively 
calculated and obtained automatically. Specifically, 
for the vertical direction pixel v, the phase distribution 

),( vN [rad] averaged in the horizontal direction 
pixel h is as follows. 


h
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H
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Where, v = 1, 2, …, V [pixel] and h = 1, 2, …, H 
[pixel]. The normalized autocorrelation function 

),(  NR  of the phase distribution are obtained 
with the sampling number N, where  υ is in the range 
between –V and +V [pixel]. The maximum sampling 
number N is determined when peaks of the 
normalized autocorrelation function Pk(N) are three (k 
= 1, 2, 3). In this study, the condition of the peaks was 
set to 0.5 or more. 
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The phase analysis by the discrete Fourier 
transform (DFT) is carried out and one phase 
distribution image is obtained (Fig. 3(C)). The phase 
distribution image is calculated in each video frame 
(Fig. 3(D)). Fig. 4 shows an example of the phase 
distribution with the optimized sampling number N = 

Target grids  5

Digital camera
(Canon EOS-60D)
 5184  3456 px
 5.3 fps

Data logger
(NR-600, HA-08)

Model bridge

Laser displacement meter
(LK-500  3)

Camera Canon  
EOS 60D 5184×3456px 5.3fps 

Lens Tamron, 28-78mm,  F2.8 
Sensors Keyence 

LK-500 
10μm 

(accuracy) analog 

Logger 
Keyence 
NR-600 
HA-08 

 ±20mm 
14bit 100Hz 

Size Pitch length 
Millimeter 25×25 mm 2.031 mm 

Pixels (V)180 (H)180 px 18 px 

SEE - Nagoya, Japan, Nov.12-14, 2018 

582



13. 

Fig. 3   Phase analysis for two-dimensional grid 
(A) 2-D grid image to 1-D stripe pattern 
(B) Phase-shifted sampling moire images 
(C) Phase distribution analyzed by DFT 
(D) Iteration for each video flame 

Fig. 4   Phase-shifted sampling moire images and 
phase distribution image with  

optimized sampling number (N = 13) 

As shown in Fig. 5(E), the phase difference Δφ(t, 
h) [rad] in each column (h = 1, 2, …, H) is calculated
between each moved phase distribution image at t = 
Tk (k = 1, 2, …, K) [sec] and the default phase 
distribution image at t = T0. The average phase 
difference )(t  [rad] is calculated as follows (Fig. 
5(F)). 

 
h

ht
H

t ),(1)(   (4) 

The average phase difference, between the moved 
position image and the default position image, is 
corrected in angles by adding multiples of ±2π when 

absolute jumps between consecutive elements of 
)(t are greater than π radians. The vertical 

displacement y(t) [mm] is finally calculated using the 
following relationship. 





2
)()( tdyty 

 (5) 

Where dy is the pitch length of the vertical grid [mm]. 

Fig. 5 Displacement analysis using phase analysis 
(E) Average phase difference in horizontal direction 
(F) Average phase difference in time domain 

In Fig. 6, red dotted line shows the calculated 
deflection by the sampling moire method when the 
iron ball passes through the model bridge. The blue 
line shows the actual value of displacement measured 
by the laser displacement sensor (Keyence, LK-500). 
The calculated deflection by sampling moire method 
is matched with high precision with the actual values. 

Fig. 6   Vertical deflection of the center point of 
the model bridge 

Next, four iron balls were traveled on the model 
bridge around one hundred times in total. The peak 
displacements calculated by the sampling moire 
method and the actual values (the peak displacements 
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measured with the laser displacement sensor) are 
plotted in Fig 7. The closer the plots are to the solid 
black line, the higher the accuracy is. The black 
dashed line shows the range of the ± 0.2 mm from the 
actual displacement, which can be considered as the 
required accuracy for practical use of displacement 
measurement at bridges. 

Fig. 7   Distribution of the peak values of 
displacement measured by sampling moire method 

and the laser displacement sensor 

ESTIMATION OF TRAFFIC INFORMATION 

Optical flow process 

Considering and referring the many previous 
studies [8]-[11], the optical flow process to analyze 
the traffic on the bridges was constructed. The brief 
process is shown as follows; 
1) the foreground mask using the Gaussian mixture

model
2) the noise cancelling filters

(mask processing, image erosion, 
morphological image processing)

3) the blob analysis (calculation of the size and the
velocity of traffic).

MATLAB 2016b was used for these analysis. The 
figure was resized by 20 % (1037×692 pixels) to 
reduce the computational load.  

First, to determine whether individual pixels are 
part of the background or the foreground, the 
foreground mask using the Gaussian mixture model 
compared a grayscale video frame to a background 
model. In this mixture model, the number of Gaussian 
modes was three, and the number of initial video 
frame for training the background was five.  

Next, four noise cancelling filters were used; a 
mask processing, an image erosion, morphological 
image closing and opening. The mask processing was 
used for focusing only on the traffic (Fig. 8). The 
image erosion and the morphological image 
processing were used for eliminating the vertical 
movement of the bridge girder. The parameters of 
these noise cancelling filters were tuned by try and 
error (Table 3). 

Fig. 8   An example of the mask processing 

 Table 3   Parameters of the noise cancelling filters 

Finally, the blob analysis was carried out to 
calculate the size and velocity of the traffic. The 
velocity of the traffic was calculated from the center 
position of the blob in each video frame. An example 
of the analysis is shown in Fig. 9.  

Fig. 10 shows the histogram of the velocity of the 
traffic which pass through the model bridge. The 
velocity of the traffic is not constant, therefore, the 
shown values in the histogram are the velocities when 
the traffic pass through the center part of the bridge.  

Fig. 9   An example of the noise cancelling process 
and the detected velocity of the traffic 

Process Image 
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Structuring 
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shaped 
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Fig. 10   Histogram of the velocity of the traffic 

Deflection Based Bridge Weigh-In-Motion 

The traffic load is one of the most important 
information of traffic environment. The method to 
estimate the traffic load using the dynamic structural 
response of bridges is called Bridge Weigh-in-Motion 
(or B-WIM). Various B-WIM methods have been 
studied and proposed in the last decades, utilizing 
strain, acceleration, and deflection. In this 
fundamental study, a new analysis system of traffic 
load was proposed by using the maximum deflection 
of the bridge girder measured by the sampling moire 
method. This method can be applied only when the 
single traffic passes through bridges. Therefore, the 
optical flow process functions as a trigger for 
distinguishing the single traffic condition, then the 
single traffic load is analyzed. In addition, to reduce 
the calculation, the sampling moire method is carried 
out only when the traffic is detected. The flow of the 
proposed method is shown in Fig. 11. 

Fig. 11   Proposed image processing flow chart 

In actual bridges, the static vertical position 
changes mainly due to the temperature and 
deterioration. Even in the model bridge of this study, 
the initial position was not zero, it fluctuated slightly 
during the measurement period (Fig. 12). Therefore, 
instead of using the peak displacement (red circle), 

the relative deflection (black dotted line) from the 
initial position was used. 

Fig. 12   Vertical displacement of the target 

Fig. 13 shows the relationship between the traffic 
load passing through the model bridge and the 
relative deflection. An approximate line passing 
through the zero was determined by the least squared 
method. As shown from the coefficient of 
determination 2R , the traffic load and the relative 
deflection are linearly related. By using the obtained 
linear equation (named the calibration function), it is 
possible to estimate the traffic load from relative 
deflection. The black dotted lines in Fig. 13 shows the 
range of traffic load ± 10 %, which is the practically 
required accuracy of B-WIM. Although there is a 
tendency to underestimate when the traffic load is 
small, it is not an important problem because it is only 
heavy vehicles which influence the deterioration of 
bridges. 

Fig. 13   Vertical displacement of the target 

CONCLUSION 

In this study, we proposed the analysis system to 
grasp the traffic environment and dynamic behavior 
of bridges. The following knowledge was obtained. 
1) the displacement measuring method based on

the sampling moire method was constructed.
The analysis results were compared with the

Video frames

Sampling moire method Optical flow process

Displacement

Relative deflection Number
(alone / 

multiple)
Velocity Type 

(size)

Traffic information

Deflection based B-WIM
(calibrated transduce function)

Weight

Existence (none / one or more)

Trigger

Trigger
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laser displacement sensor, and it was shown that 
the displacement can be calculated with high 
accuracy. 

2) To analyze the traffic environment, the optical
flow process based on the foreground detection
processing was constructed. Parameters of noise
cancelling filters were examined by try and error,
and it demonstrated that the velocity and size of
moving objects can be obtained automatically in
the model experiments.

3) Combining displacement calculation by the
sampling moire method and the optical flow
process, the analysis system to estimate the
traffic load was proposed by focusing on the
relative peak deflection.

It is possible to realize the advanced analysis, such 
as estimation of the multiple traffic load, by utilizing 
other information obtained in the image processing or 
combining data from other sensors. In this 
fundamental study, the noise cancelling process was 
determined by trial and error, however, machine 
learning techniques would be applied for practical use 
of the system. 
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ABSTRACT 

The strain parameter-triggering liquefaction is usually determined by implementing cyclic strain approach 
with a corresponding laboratory experiment. These parameters are threshold shear strain, cyclic shear strain and 
cyclic shear strain that would trigger liquefaction. In this study, non-contact measurement technique was 
implemented to estimate and monitor the development of the mentioned parameters. In this technique, a 
mirrorless camera and Lucas and Kanade pyramidal optical flow algorithm were utilized to track the movement 
of the particles. The camera was first calibrated to eliminate the errors from the lens and the scene as well. 
Furthermore, curvature correction was applied because the sample tested has a curved profile. The comparison 
was made with the loose and medium dense conditions. The samples were tested under a consolidated undrained 
cyclic triaxial test at 2.4, 1.6 and 0.8 mm strain amplitudes. The confining pressures used were 50, 100 and 200 
kPa. Based on the results, non-contact measurement technique can estimate the parameters. A range of values 
was established due to the non-homogeneous movement of the soil. 

Keywords: Cyclic Loading, Non-Contact Measurement, Strain Parameter-Triggering Liquefaction, Curvature 
Correction 

INTRODUCTION 

Liquefaction assessment is performed to 
determine the vulnerability of the soil to liquefy [1]. 
Assessment can be performed by cyclic stress 
approach or cyclic strain approach. In these 
approaches, parameters needed are obtained from in-
situ testing techniques or laboratory testing [2]-[3]. 
The cyclic stress approach considers the build-up of 
pore water pressure related to the cyclic shear stress 
(τc). Several studies pointed out that the results of 
this approach are dependent on the 
overconsolidation ratio (OCR), preshaking effect, 
lateral earth pressure coefficient (K0), relative 
density and method of sample preparation [2]-[3]. 
Due to this, researchers are focused on utilizing the 
cyclic strain approach.  In this approach, the cyclic 
shear strain is being correlated to the excess pore 
water pressure. Since it can characterize particle 
rearrangement. The cyclic shear strain is associated 
with the deformation of the particles which is a 
result of ground shaking [4]. This can produce 
excess pore water pressure which can result in 
liquefaction. Strain parameter-triggering liquefaction 
is used in the assessment. The parameters are 
threshold shear strain (γtv), cyclic shear strain (γc) 
and cyclic shear strain that would trigger 
liquefaction (γcl).  The γtv is the indicator of the 
initiation of development of pore water pressure in a 
cyclic test. This parameter is approximately 1x10-2% 
existing for clean sand as seen in Fig. 1 [2]-[3].The 
γcl is the parameter compared to γc on the triggering 

of liquefaction. When γc exceeds the value of γcl this 
implies that triggering of liquefaction had occurred.  
Its typical value ranges from 0.4 to 3% [3]. The 
minimum value of this parameter can also be seen in 
Fig. 1. At this point, the pore water pressure ratio is 
almost 0.95. The strain parameter-triggering 
liquefaction is normally obtained from field tests or 
laboratory tests such as cyclic simple shear test and 
dynamic triaxial test. In these tests, Linear Variable 
Displacement Transducer (LVDT) is used to 
determine these parameters. Kaddouri (1991) 
installed the LVDT inside the triaxial cell in order to 
address the non-homogeneous deformations 
measured by Dobry et al. (1981-1982) and Youd 
(1972) [5]. This set-up can cause disturbances to the 
sample especially on how it is attached. It is also 
susceptible to the tilting of the sample which can 
lead to errors in measurement. Furthermore, this set-
up cannot monitor the development of the strain 
parameter-triggering liquefaction. A method that can 
be implemented is non-contact measurement 
technique. It utilizes cameras to estimate the 
deformation of an object without causing any 
disturbances [6]. Deformations are estimated 
through image processing algorithms such as digital 
image correlation (DIC), particle image velocimetry 
(PIV) and optical flow [6]-[8]. The technique can 
provide local deformation, monitor the material’s 
behavior during the experiment and assess the actual 
test boundary condition. The technique was applied 
in a cyclic triaxial test. Based on the results, the 
technique has the capacity to measure the 
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development of deformation [7]-[8]. In this study, 
non-contact measurement technique was used to 
estimate and monitor the strain parameter-triggering 
liquefaction. Two-dimensional image processing 
was implemented. Lucas and Kanade pyramidal 
optical flow algorithm was used to track the 
deformation. A mirrorless camera was used because 
it is more economical compared to a single lens 
reflex (SLR) camera or a high speed camera. Strain-
controlled consolidated undrained test was 
performed for a loose and medium dense condition.  
 

 
Fig.1 Pore water pressure ratio plotted against γc [3] 
 
NON-CONTACT MEASUREMENT 

 
Calibration 

 
The non-contact measurement was carried out by 

using a mirrorless camera and optical flow 
algorithm. The camera was initially calibrated and it 
is divided into two phases. In the first phase, a 
calibration grid, as seen in Fig. 2a, with uniform 
dimension and spacing, was used as a target to 
extract the internal and external camera parameters. 
These parameters were used to determine the 
position of the points with respect to the camera 
coordinate system.  This was followed by applying 
the polynomial distortion model to correct the 
distortion from the lens. In the second phase, a 
magnification factor was determined. This was to 
eliminate the magnification from the triaxial cell and 
water. Measurements were made using a straight 
edge block, Fig. 2b. It was carried out by placing the 
straight edge block in the triaxial cell and it was 
submerged with water. It can be seen that 
rectangular targets were also placed on the block. 
Different sizes were used to determine the amount of 
magnification encountered. The dimension of the 
block is 10.0 cm x 7.0 cm. The dimensions of the 
targets are tabulated in Table 1. A straight edged 
block and rectangular targets were also used in order 
to have an easy detection of the dimensions. Edge 
detection was the image processing method used to 
determine their dimensions. In order to determine 
the magnification factor, the actual dimension was 
plotted against the measurement from image 
processing. The slope of the plot is the magnification 

factor. The values obtained were 0.7036 and 0.8579 
for the x and y-directions, respectively. During this 
phase, the camera settings and exact location of the 
camera were determined. In order to ensure that the 
position of the camera was fixed, it was placed at the 
back of the equipment. It was placed 42 cm from the 
equipment. In this location, the camera will not be 
disturbed during the duration of the experiment. 
Lighting was also controlled in order to avoid noise 
from uneven lighting. The area where uneven light 
penetrated was covered with black paper. 
Furthermore, a spot light was placed to improve the 
distribution of light. 

 

             
                 (a)                             (b) 

Fig.2 Calibration tools (a) calibration grid (b) 
straight edge block  

 
Table 1 Dimension of the targets 

Target Dimension (LxH) (cm) 
1 0.7x1.0 
2 0.7x1.0 
3 0.7x0.7 
4 0.7x2.0 
5 0.7x0.5 

 
Curvature Correction 
 

The samples tested were in a cylindrical shape. 
Since only 2D image processing was implemented in 
the study the curvature effect needs to be corrected.  
The images of the sample were corrected using the 
polynomial model. This model is usually applied in 
a geometric correction since it can correct more 
complicated types of distortion such as curved 
surfaces [9]. The model is also known as nonlinear 
transformation equation and it has the following 
expression:  
 
   𝐱𝐱′ = 𝐚𝐚𝟎𝟎 + 𝐚𝐚𝟏𝟏𝐱𝐱+ 𝐚𝐚𝟐𝟐𝐲𝐲+ 𝐚𝐚𝟑𝟑𝐱𝐱𝟐𝟐 + 𝐚𝐚𝟒𝟒𝐱𝐱𝐲𝐲+ 𝐚𝐚𝟓𝟓𝐲𝐲𝟐𝟐                   (1)   
   𝐲𝐲′ = 𝐛𝐛𝟎𝟎 + 𝐛𝐛𝟏𝟏𝐱𝐱+ 𝐛𝐛𝟐𝟐𝐲𝐲+ 𝐛𝐛𝟑𝟑𝐱𝐱𝟐𝟐 + 𝐛𝐛𝟒𝟒𝐱𝐱𝐲𝐲+ 𝐛𝐛𝟓𝟓𝐲𝐲𝟐𝟐                    (2) 

 
where x’ and y’ = corrected real-world coordinates 
in x- and y-axis; x and y = original real-world 
coordinates in x- and y-axis; a0 to a5 and b0 to b5 = 
polynomial correction parameters. The parameters 
were obtained by least square error method for each 
experiment.  

In order to validate the model applied, corrected 
deformation readings were compared to the LVDT. 
The target points chosen are shown in Fig. 3. These 
points were chosen since it is independent of the soil 
movement. The displacement of the soil based on 

1 
 2 
3 
4 
    
5 

γcl 

γtv 
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the results can be smaller or larger than the LVDT. 
The typical results are shown in Figs. 4-5. It is 
noticeable that the rightmost side experienced more 
curvature than the leftmost side. It can be seen on 
the extension loading of the rightmost side of the 
displacements from image processing (IP) were 
smaller. Applying the curvature correction lessened 
the errors from IP. The errors at the left target 
lessened from 0.14 - 34.32% to 0.10 - 29.81%. For 
the right target, it lessened from 0.133 -37.671% to 
0.031 - 29.236%. Based on these results, the 
polynomial model was adopted to correct the 
curvature present in the sample. In addition to the 
calibration previously discussed, curvature 
correction was always implemented prior to 
determining the deformation and strain parameter-
triggering liquefaction. A correction was done with 
respect to the height of the sample, location, and 
section being monitored.  

 

 
Fig.3 Monitored targets for curvature correction 

 
(a) 

 
(b) 

Fig.4 Monitored LT (a) not corrected (b) corrected 
 
Optical Flow 
 

Lucas and Kanade pyramidal optical flow 
algorithm were implemented to estimate monitor the 
movement of the soil under cyclic loading. The 
algorithm determines the image displacement (𝒅𝒅��⃑ ) of 
the point of interest by tracking it in succeeding 

grayscale images. It is a type of feature based 
approach where it assumes that brightness is 
constant variable in the successive images. The 
algorithm uses image patches together with 
windowing methods. Least squares technique is 
implemented to extract the changes in position [11]. 
The residual function ε is minimized to extract the  
𝒅𝒅��⃑  [10]. 

𝜺𝜺�𝒅𝒅��⃑ � = 𝜺𝜺�𝒅𝒅𝒙𝒙,𝒅𝒅𝒚𝒚� =  � � [𝑰𝑰(𝒙𝒙,𝒚𝒚)     
𝒖𝒖𝒚𝒚+𝝎𝝎𝒚𝒚

𝒙𝒙=𝒖𝒖𝒚𝒚−𝝎𝝎𝒚𝒚

𝒖𝒖𝒙𝒙+𝝎𝝎𝒙𝒙

𝒙𝒙=𝒖𝒖𝒙𝒙−𝝎𝝎𝒙𝒙

−  𝑱𝑱(𝒙𝒙+𝒅𝒅𝒙𝒙,𝒚𝒚+𝒅𝒅𝒚𝒚)]𝟐𝟐 
                                                    (3)  
where I(x, y) = First image with (x,y) pixel location; 
J(x, y) = Second image with (x,y) pixel location; dx, 
dy = image displacement and ωx, ωy = are arbitrary 
numbers that ranges from 1, 2, 3 or more pixels.  
 
CYCLIC TRIAXIAL TEST 
 
Sample Preparation 

 
Mikawa number 6 sand was used in the study. It 

is an artificially produced shaved sample which has 
high concentrations of silica. It can be considered as 
silica sand and can be classified as a coarse material. 
This makes it susceptible to liquefaction. Samples 
were prepared by air pluviation as specified in the 
Japanese Geotechnical Society (JGS) standard for 
sample preparation of coarse granular materials for 
the triaxial test (JGS 0530-2009) [12]. Loose 
condition (S1) and medium dense (S2) were 
prepared to have 30% and 50% as the target relative 
density, respectively.  

 
(a) 

 
(b) 

Fig.5 Monitored RT (a) not corrected (b) corrected 
 
Cyclic Triaxial Test 
 

The strain-controlled consolidated undrained test 
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was performed as specified in the JGS 0541-2009 
[12]. The confining pressure applied was 50, 100 
and 200 kPa. The samples were cyclically loaded 
with 2.4, 1.6 and 0.8 mm strain amplitudes (SA) for 
10 cycles. In order to properly estimate the strain 
parameter-triggering liquefaction, a slow frequency 
was adopted. Furthermore, images were taken every 
5 seconds. 
 
STRAIN PARAMETER-TRIGGERING 
LIQUEFACTION 
 

The strain parameter-triggering liquefaction was 
estimated using the general engineering shear strain. 
Equation 4 was used in the computation [13].  The γc 
was first computed.  The γtv and γcl were determined 
in correlation with the pore water pressure ratio. 
This is the ratio of the excess pore water pressure 
with the confining pressure. The γtv has a pore water 
pressure ratio close to zero or less than 0.1. At this 
point, there is no development of pore water 
pressure. The γcl on the other hand has a value close 
to 0.95. At this point, triggering of liquefaction is 
about to occur. In order to apply Eqn 4, a 5 x 5-pixel 
rectangular grid was used in the estimation.  

 
1
2

v u
x y

γ  ∂ ∂
+ ∂ ∂ 

=                          (4) 

 
where  𝝏𝝏𝝏𝝏

𝝏𝝏𝒙𝒙
 , 𝝏𝝏𝒖𝒖
𝝏𝝏𝒚𝒚

  = displacement gradient. 
The cyclic shear strain that would trigger 
liquefaction was monitored at in three locations 
namely, left (L), center (C) and right (R) location. 
These locations are further subdivided into the top 
(T), middle (M) and bottom (B) section as seen in 
Fig. 6. The parameter was monitored at different 
locations and sections in order to investigate the 
occurrence of non-homogeneous deformation. The 
results estimated from IP were compared to the 
LVDT. Shear strain from LVDT was computed 
based on the following equation [14]: 
 
γ = εa(1+ν)          (5) 
where εa = axial strain; ν = Poisson’s ratio. The 
Poisson’s ratio for saturated sand can be assumed to 
be 0.5. 
 
RESULTS AND DISCUSSION 
 

In order to verify the strain parameter-triggering 
liquefaction from the mirrorless camera, its 
measurements were compared with the LVDT. The 
LVDT used in the experiment had a rated capacity 
of 20 mm, a sensitivity of 5 mV/V ±0.1 % and 
measurement uncertainty of within ±0.1 % of its 
rated capacity. The comparison was made by 
choosing a target on the cyclic triaxial equipment. 
The target used was the top cap. Based on the results 
as seen in Fig. 7, there was a good agreement 

between the LVDT and IP. For the internal 
measurements, the monitored sections are similar to 
Fig. 6. It can be observed in Fig. 8 that there is an 
increasing amount of deformation as the monitored 
section is closer to the top cap or where there is a 
direct contact with the applied load. Once 
liquefaction occurred it was observed that larger 
deformation was seen at the top section. The 
measurement from IP shows that deformation trend 
at different locations of the sample was not similar. 
This implies that non-homogeneous deformation 
exists during cyclic loading. The results of the strain 
parameter-triggering liquefaction are tabulated in 
Tables 2-5. Based on the results, a range of values 
was estimated due to the non-homogeneous 
movement observed from the locations and sections 
monitored. The estimated γtv was observed to have 
no consistent trend. It was observed that the 
minimum values estimated for both conditions are in 
the vicinity of 10-2%. The results were compared to 
the typical values. It is consistent with the findings 
of Dobry and Abdoun (2011) that γtv in sands are in 
the order of 10-2% or it is approximately 1x10-2% 
[2]-[3]. The maximum values, on the other hand, had 
larger results.  This can be caused by the 
honeycombs present in the sample.  
 
Table 2 γtv for S1 (%) estimated from IP 

  
S
A 

 L
o
c 

Cell Pressure (kPa) 

50 100 200 

2.4 T 0.0144-0.2948 0.0076-0.4225 0.0555-0.2619 
M 0.0265-0.3052 0.0020-1.0482 0.0066-0.6288 
B 0.0037-0.5131 0.0014-1.6852 0.0102-0.4843 

1.6 T 0.0053-0.7529 0.0072-0.4165 0.0005-0.2751 
M 0.0008-0.8727 0.0324-0.6011 0.0001-0.2716 
B 0.0005-0.4789 0.0172-0.6765 0.0001-0.2045 

0.8 T 0.0033-0.6206 0.0011-0.4505 0.0110-0.6521 
M 0.0014-0.8610 0.0015-0.5076 0.0077-0.5745 
B 0.0349-0.8843 0.0004-0.3942 0.0053-0.3090 

 
A similar trend was observed when the IP results 

were compared with the LVDT results. The LVDT 
results are tabulated in Table 6. For the γcl, the effect 
of varying the relative density, strain amplitude and 
confining pressure was investigated. For the relative 
density, S1 had larger results compared to S2 since it 
has more voids present. Particle movement was 
more evident for S1. For the effect of strain 
amplitude, γcl had larger values for 2.4 mm SA. On 
the other hand, γcl decreased as the applied SA was 
smaller. The variation in the results was due to the 
difference in the applied amount of cyclic 
deformation. For the effect of increasing the 
confining pressure, the values for S1and S2 for all 
sections and locations decreased as the confining 
pressure was increased. As a whole, the estimated γcl 
from IP was observed to be affected by the relative 
density, strain amplitude and confining pressure.  
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Table 3 γcl for S1 (%) estimated from IP 
  
S
A 

 L
o
c 

Cell Pressure (kPa) 

50 100 200 

2.4 T 1.6099-2.8610 1.3085-2.9153 0.6401-1.6863 
M 0.6910-4.5103 0.5722-2.8932 0.0047-0.9335 
B 0.0039-1.8144 0.0178-1.8413 0.0114-0.6625 

1.6 T 0.2668-2.4369 0.6478-2.3364 0.6681-1.7113 
M 0.0567-1.8868 0.3210-1.8244 0.1803-1.4358 
B 0.0064-3.7311 0.0150-0.7113 0.0054-0.4504 

0.8 T 0.5851-1.9680 0.2442-0.9192 0.1156-1.2943 
M 0.1452-1.6467 0.0163-3.0629 0.0187-0.6751 
B 0.0493-3.2151 0.0011-0.6123 0.0096-0.4909 

 
Table 4 γtv for S2 (%) estimated from IP 

  
SA 

 L
o
c 

Cell Pressure (kPa) 

50 100 200 

2.4 T 0.0049-0.4747 0.0282-0.9028 0.0197-0.3953 
M 0.0147-0.8319 0.0216-0.8536 0.0072-0.7722 
B 0.0310-0.7378 0.0522-0.9129 0.0076-0.3258 

1.6 T 0.0019-0.6675 0.0087-1.1841 0.0057-0.5601 
M 0.0042-1.6312 0.0011-1.0174 0.0045-0.4838 
B 0.0038-0.9827 0.0019-0.5110 0.0083-0.5805 

0.8 T 0.0011-0.3402 0.0034-0.5605 0.0030-0.5794 
M 0.0023-0.8549 0.0019-1.5386 0.0008-0.5303 
B 0.0019-0.5144 0.0008-0.9354 0.0045-0.4112 

 
Table 5 γcl for S1 (%) estimated from IP 

  
SA 

 L
o
c 

Cell Pressure (kPa) 

50 100 200 

2.4 T 0.2804-1.7204 0.0134-0.8547 0.1739-3.4617 
M 0.0646-1.1497 0.0061-1.8240 0.2332-1.4612 
B 0.0121-0.6603 0.0022-2.0432 0.0015-0.6380 

1.6 T 0.0265-1.2563 0.0393-1.4275 0.0620-1.6479 
M 0.0238-1.6607 0.0151-1.2854 0.0261-0.9577 
B 0.0060-0.7540 0.0030-1.0280 0.0057-1.0473 

0.8 T 0.02419-0.8761 0.0450-1.0730 0.0178-0.8338 
M 0.00794-1.9839 0.0094-1.3992 0.0094-0.5083 
B 0.00831-0.4566 0.0159-1.3005 0.0140-0.8141 

 
Table 6 γtv and γcl for S1 (%) from LVDT  
SA γtv   γcl   

Cell Pressure (kPa) Cell Pressure (kPa) 
50 100 200 50 100 200 

2.4 0.0009 0.0542 0.0828 1.7180 1.7070 1.5062 
1.6 0.0386 0.0359 0.0407 1.0876 1.1078 1.0769 
0.8 0.0360 0.0451 0.0372 0.4868 0.3800 0.0439 
 
Table 7 γtv and γcl for S2 (%) from LVDT 
SA γtv  γcl  

Cell Pressure (kPa) Cell Pressure (kPa) 
50 100 200 50 100 200 

2.4 0.0792 0.0892 0.054 1.5288 1.0169 1.3872 
1.6 0.0046 0.0394 0.0659 0.5182 0.7583 0.9959 
0.8 0.0184 0.0202 0.0315 0.4737 0.4855 0.9959 
 In order to verify the results from IP, the typical 
value of γcl was compared. The typical value ranges 
from 0.4-3% [8]. The minimum values for all 
conditions are within the range. On the other hand, 

the maximum values are larger. The LVDT results, 
as seen in Table 7, were also compared and a similar 
trend was observed. The results were also compared 
with the range of pore water pressure responses for 
sands with different relative densities proposed by 
Dobry (1985). The proposed range had an upper 
bound and lower bound curve as seen in Fig. 1. 
These were overlayed to the results of IP to 
investigate the validity of its results. Typical results 
are shown in Figs. 9-10. It can be seen that for S1 
γc exceeds the boundary but for estimations prior to 
liquefaction. Once liquefaction had occurred the 
estimations are within the boundaries. For S2, more 
estimation can be seen within the boundary. More 
movements were present for S1 since it has more 
voids compared to S2. A difference can also be seen 
for the results of LVDT when it was compared with 
the proposed boundary. A smaller SA was used for 
the proposed boundary. The SA used had a 
maximum value of approximately 0.675% while a 
maximum value of 2.4% was used for the study.   

 
Fig.8 Comparison of the γc from LVDT and IP 
considering the sections monitored 

 
Fig.9 Comparison of the γc from LVDT and IP (S1) 

 
Fig.10 Comparison of the γc from LVDT and IP (S2)  
 
CONCLUSION 

 
Strain parameter-triggering liquefaction was 

estimated using non-contact measurement technique. 
Before applying the technique, calibration was 
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performed to eliminate the distortion from the lens 
and the scene. In addition to that, curvature 
correction was implemented with respect to the 
height of the sample, location, and section being 
monitored. The curved profile of the soil surface was 
corrected since it caused an error in the 
measurement of the deformation. Curvature 
correction can improve the monitoring of the 
mirrorless camera.  The capacity of the mirrorless 
camera to estimate the cyclic shear strain was also 
investigated. The top cap was used as the target and 
it was compared with the LVDT. A good agreement 
was observed. For the internal measurement, a non-
homogeneous deformation was observed. The values 
increased from the bottom to the top location. For 
the estimated γtv, no consistent trend was observed. 
Minimum values are within the typical values of 10-

2% or approximately 1x10-2%. Maximum values, on 
the other hand, are larger. For the estimated γcl, the 
relative density, strain amplitude and confining 
pressure. When the results are compared with the 
proposed boundary of Dobry (1985) it was also 
observed that the results were greatly affected by the 
value of SA used. The non-contact measurement 
technique implemented can still be extended to 
three-dimensional monitoring. This can be beneficial 
to understating the whole behavior of the soil as it 
experiences liquefaction.  
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ABSTRACT 

 
Anisotropy refers to the directional dependence of material properties. In order to know the true behavior of 
naturally deposited soil, the knowledge of development/diminishing of anisotropy are very important. The 
anisotropy of clays and silty clay intimately connected with their structure, which depends on the environmental 
conditions during which the soil is deposited as well as the stress changes subsequent to deposition. In this paper, 
triaxial tests were carried out using the vertical and the horizontal extraction specimen of the reconstituted clay 
and silty clay, for accumulating experimental facts of development of anisotropy during the preliminary 
consolidation process and the influence of the anisotropy on the shear behavior. Pre-consolidation pressure of 
200kPa applied to induced initial anisotropy. Undrained shear triaxial test was performed with different isotropic 
stresses on clay and silty clay, isotopically consolidated for 24 hours and undrained shearing was carried out 
under constant axial strain rate of 0.0056(mm/min). Vertical sample shows larger peak strength as compared to 
horizontal, because of the development of anisotropy on the compression side. As the confining pressure 
increases, the difference between peak strength of vertical and horizontal becomes smaller and smaller which 
indicate that the anisotropy diminished and intensity ratio decreases. By comparing clay and silty clay, silty clay 
materials lose their anisotropy at lower confining pressure as compared to clay materials. Therefore, the grain 
sizes have significant effect on the developing and diminishing of anisotropy. Another important fact observed 
was critical state index is decreasing and become constant as confining pressure increases. 
 
Keywords: Anisotropy, Clay, Silty Clay, Undrained shear test and Critical state index. 
 
 
INTRODUCTION 

 
Anisotropy refers to the directional dependence 

of material properties. The anisotropy of clays and 
silty clay intimately connected with their structure, 
which depends on the environmental conditions 
during which the soil is deposited as well as the 
stress changes subsequent to deposition.  Neglecting 
the anisotropy of soil behavior may lead to highly 
inaccurate predictions of soil response under 
loading. In order to know the true behavior of 
naturally deposited soil, the knowledge of 
development/diminishing of anisotropy are very 
important.  

Hoque et al. investigated the anisotropy in elastic 
deformation of granular materials by measuring 
local strains in both vertical and horizontal direction 
with static cyclic loading. He found that vertical 
young modulus is greater than horizontal young 
modulus at isotropic stress level [1]. Islam et al. 
investigated the strength anisotropy in both vertical 
and horizontal directions by trimming the specimens 
at different angles so as to obtain the test samples of 
different orientations, compared to the depositional 
direction and then subjected to UC and DS tests for 
both the horizontal and vertical planes from 
undisturbed clay masses. He concluded that the clay 
samples collected from different places and different 

depths showed different coefficients of anisotropy in 
different laboratory tests [2]. There have been some 
similar studies related to this research [3]-[5] and 
numerous experimental studies on the effects of 
anisotropy have been conducted focusing on the 
shear strength, however, there is not much to explain 
how the anisotropy develops or disappears with 
ongoing plastic deformation.  

In this paper, triaxial compression tests were 
carried out using the vertical and the horizontal 
extraction specimen of the reconstituted clay and 
silty clay sample, for accumulating experimental 
facts of development of anisotropy during the 
preliminary consolidation process and the influence 
of the anisotropy on the shear behavior. Also the 
comparison of clayey and silty clay and how the 
grain size affects the development/diminishing of 
anisotropy were discussed. 
 
EXPERIMENTAL WORK 

 
Physical properties and grain size distribution of 

the clay and silty clay used in the experiment are 
shown in Table 1 and Figure 1 respectively. After 
thorough stirring and degassing at a water content of 
1.5 times the liquid limit, we applied pre-
consolidation pressure of 200kPa for one week for 
clay and two days for silty clay.  
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The method of extracting the sample from the 
preliminary consolidation tank is the following; 
specimen pulled out so that the axis was in the 
vertical direction is vertical specimen and the 
specimen extracted so that the axis is in the 
horizontal direction is horizontal specimen, shown 
below in schematic figure 2.  

By extracting the reconstituted sample from 
different directions, samples with different initial 
anisotropy were prepared. Five (5) types of isotropic 
stresses of 50, 100, 300, 600, 1800 kPa were applied 
on clay and (3) three isotropic stressed of 50,300 and 
600kPa were applied on silty clay. Both clay and 
silty clay were isotopically consolidated for 24hours. 
The saturation values (B) of each sample were 
confirmed to be 0.96 or higher. After isotropic 
consolidation, undrained shearing was carried out 
under constant axial strain rate of 0.0056(mm/min) 
for clay and 0.0112(mm/min) for silty clay. These 
axial strain rate were considered to be slow enough 
to maintain element behavior (the distribution of 
excess pore water pressure inside the specimen is 
uniform) during shearing. 

 
Table 1 Physical properties of Soil. 

 

 
 

Fig.1 Grain size distributions 
 
 

 
 
 
 
 
 
 

 
Fig.2 Extracting Vertical & Horizontal Specimen 
 

Development/Diminishing of Anisotropy in Clay 
 

Figures 3 to 7 shows the stress-strain relationship 
and effective stress path of vertical and horizontal 
specimen with different confining pressures of clay, 
50 to 1800kPa respectively. Fig 8 summarizes the 
difference of shear strength in vertical and horizontal 
direction at the time of axial strain was 5% and 10% 
(almost critical state). By comparing the shear/peak 
strength of samples of clay, it was observed that 
vertical sample shows larger peak strength as 
compared to horizontal because of the development 
of anisotropy on the compression side. As the 
confining pressure increases, the difference becomes 
smaller and smaller which indicate that the 
anisotropy disappears/diminished and intensity ratio 
decreases. However, even at 300, 600, and 1800kPa, 
the same degree of strength difference remains. So it 
was found that even if we have applied high 
isotropic consolidation pressure, anisotropy was not 
completely diminished  
 

 
Fig.3 Confining pressure (Clay) 50kPa 
 

 
Fig.4 Confining pressure (Clay) 100kPa 

 

 
Fig.5 Confining pressure (Clay) 300kPa 
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Fig.6 Confining pressure (Clay) 600kPa 
 

 
 

Fig.7 Confining pressure (Clay) 1800kPa 
 

 
 

Fig.8 Difference in vertical and horizontal shear 
strength of Clay 

 

 
 

Fig.9 Difference in critical state index of clay 
 

Figure 9 summarizes the clayey samples that the 
critical state index (slope of critical state line) is 
changing with increasing confining pressure. Also it 
was observed that, critical state index is decreasing 
and become constant as confining pressure 
increases. 
 
Development/Diminishing of Anisotropy in Silty 
Clay 

 
Figures 10 to 12 shows the stress-strain relationship 
and effective stress path of vertical and horizontal 
specimen with different confining pressures of silty 
clay at 50 to 600 kPa respectively.  Fig 13 
summarizes the difference of shear strength in 
vertical and horizontal direction at the time of axial 
strain was 5% and 10%. By comparing the 
shear/peak strength of samples of clay, it was 
observed that vertical sample shows larger peak 
strength as compared to horizontal because of the 
development of anisotropy on the compression side. 
As the confining pressure increases, the difference 
becomes smaller and smaller which indicate that the 
anisotropy disappears/diminished and intensity ratio 
decreases. Moreover, the anisotropy almost 
diminished at confining pressure of 600kPa. Figure 
14 summarizes the silty clay samples that the critical 
state index is changing with increasing confining 
pressure same as in clayey specimen. 

 
             

Fig.10 Confining pressure (Silty Clay) 50kPa 

 
         

Fig.11 Confining pressure (Silty Clay) 300kPa 
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Fig.12 Confining pressure (Silty Clay) 600kPa 
 

 
 
Fig.13 Difference in vertical and horizontal shear 
strength of Silty Clay 

 

 
 
Fig.14 Difference in Critical state Index of Silty 
Clay 
 
Comparison of Clay and Silty Clay 

 
Fig 15 summarizes the clay and silty clay 

samples, difference in vertical and horizontal shear 
strength at 5%. Values were taken at 5% because, in 
case of silty clay sample, localized failure (sudden 
decrease and discontinuous curve in stress-strain 
relationship) can be observed after 5% especially 
within high confining pressure and therefore, it is 
difficult to recognize as element behavior 
furthermore. As indicated above, both vertical 

samples shows larger peak strength as compared to 
horizontal because of the development of anisotropy 
on the compression side. As the confining pressure 
increases, the difference becomes smaller and 
smaller which indicate that the anisotropy 
disappears/diminished and intensity ratio decreases. 
It was found that even if we have applied high 
isotropic consolidation pressure, anisotropy was not 
completely diminished specially in case of clay soil 
but in case of silty clay they lose their anisotropy at 
rapid rate as compared to clayey materials, at 
confining pressure of 600kPa. So, it is concluded 
that the grain size has significant effect on the 
diminishing of anisotropy, and silty material shows 
rapid change in anisotropy compared with clay 
material. 
 

 
 

Fig.15 Difference in vertical and horizontal shear 
strength 

 

 
 

Fig.16 Difference in Critical state Index 
 

Figure 16 summarizes the clay and silty clay 
samples changing of critical state index with 
increasing confining pressure. Comparing clay and 
silty clay, critical state index is larger for clay 
material. Another important fact observed that, 
critical state index is changing with different 
confining pressure. To describe the effect of 
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anisotropy, rotational hardening concept was often 
used. However, when introducing the rotational 
hardening concept directly to the original Cam clay 
model that is so called as Sekiguchi-Ota model, 
critical state index did not change even if the 
anisotropy develops and disappears. On the other 
hand, when introducing the rotational hardening 
concept to modified Cam clay model, critical state 
index changes according to the plastic deformation. 
Figure 17 and 18 shows the schematic diagram of an 
ordinary/ Sekiguchi-Ohata model and modified Cam 
clay model with rotational hardening respectively. 
From this viewpoint, modified Cam clay model is 
more suitable to use as compared to the original 
Cam clay model.  
 

 

Fig.17 Sekiguchi-Ohata model 
 

 
 

 

 
 

Fig.18 Modified Cam-clay model with rotational 
hardening 

 

CONCLUSION 
 

From a series of experimental results, it is 
concluded that anisotropy developed in the 
preliminary consolidation process, and anisotropy 
disappears due to isotropic consolidation. 
Nevertheless, it does not completely disappear even 
under high confining pressure especially in case of 
clay. However, if we compare clay and silty clay 
soil, silty clay materials lose their anisotropy at 
lower confining pressure as compared to clay 
materials. Therefore, the grain sizes have significant 
effect on the developing and diminishing of 
anisotropy.  
Another important fact observed was that critical 
state index (slope of critical state line) is decreasing 
and become constant as confining pressure 
increases, however, when introducing the rotational 
hardening concept directly to the original Cam clay 
model that is so called as Sekiguchi-Ota model, 
critical state index did not change even if the 
anisotropy develops and disappears. On the other 
hand, when introducing the rotational hardening 
concept to modified Cam clay model, critical state 
index changes according to the plastic deformation. 
From this viewpoint, modified Cam clay model is 
more suitable to use as compared to the original 
Cam clay model.  
Further experiment will be performed to observe the 
effect of cyclic shear test to evaluate the 
development/diminishing of anisotropy. In order to 
check the effect of an intermediate principle stress 
extension test will be performed.  
Moreover, based on experimental facts, numerical 
simulation will be performed in future to validate the 
experimental results and the constitutive model and 
add some improvement if necessary.  
 
ACKNOWLEDGEMENTS 
 
This research work was supported by Ministry of 
Education, Culture, Sports, Science and Technology 
(Japan).  

 
REFERENCES 
 
[1] Islam, M. S., and E. Haque., Strength 

Anisotropy in Undisturbed Dhaka Clay. Journal 
of Geotechnical Engineering 1.1 2011, pp. 7-15. 

[2] Hoque, E., and Tatsuoka, F., Anisotropy in 
elastic deformation of granular materials. Soils 
and Foundations, 1998, 38(1), pp. 163-179. 

[3] Sekiguchi, H. and Ohta H., Induced anisotropy 
and time dependency in clays, Constitutive 
Equations of Soils (Proc. 9th Int. Conf. Soil 
Mech. Found. Eng., Spec. Session 9), Tokyo, 
1977, pp.229-238. 

[4] Hashiguchi, K. and Chen, Z.-P., Elastoplastic 

q 

Increase of CSL 

Development  
of anisotropy 

CSL is constant 

Development  
of anisotropy 



SEE - Nagoya, Japan, Nov.12-14, 2018 

598 
 

constitutive equations of soils with the 
subloading surface and the rotational hardening, 
Int. J. Numer. Anal. Meth. Geomech., 22, 1998, 
pp.197-227. 

[5] Asaoka, A. Noda, T., Yamada, E. Kaneda, K. 
and Nakano, M., An elasto-plastic description 
of two distinct volume change mechanisms of 
soils, Soils and Foundations, 42(5), 2002, 
pp.47-57. 

[6] Karstunen, Minna, and Mirva Koskinen., Plastic 
anisotropy of soft reconstituted clays. Canadian 
Geotechnical Journal 45.3, 2008, pp 314-328. 

[7] Liu, W., Shi, M., Miao, L., Xu, L., & Zhang, D., 
Constitutive modeling of the destructuration and 
anisotropy of natural soft clay. Computers and 
Geotechnics, 51, 2013, pp 24-41. 

[8] Duncan, J. M. and Seed, H. B., Anisotropy and 
stress reorientation in clay. Journal of Soil 

Mechanics & Foundations Div., ASCE, Vol. No. 
SM 6, 1966, pp. 81-103.  

[9] Atkinson, J. H., Anisotropic elastic 
deformations in laboratory tests on undisturbed 
London Clay. Geotechnique 25.2 1975, pp 357-
374. 

[10] Hashiguchi, K., and Z‐P. Chen. Elastoplastic 
constitutive equation of soils with the 
subloading surface and the rotational hardening. 
International journal for numerical and 
analytical methods in geomechanics 22.3 1998, 
pp 197-227. 

[11] Graham, J., and G. T. Houlsby. Anisotropic 
elasticity of natural clay. Géotechnique 33.2, 
1983, pp 165-180. 

 

 
 
 



 

599 
 

4th Int. Conf.  on Science, Engineering & Environment (SEE), 
Nagoya, Japan, Nov.12-14, 2018, ISBN: 978-4-909106018 C3051 

 

FACTORS IMPACTING PRECAST UTILIZATION IN CAMBODIA 
CONSTRUCTION 

 
 

Kaya Ting1, Phatsaphan Charnwasununth2*, Vachara Peansupap3 and Nobuyoshi Yabuki4 
1Faculty of Engineering, Khon Kaen University, Thailand; 2*Faculty of Engineering, Khon Kaen University, 
Thailand; 3Faculty of Engineering, Chulalongkorn University, Thailand; 4Graduate School of Engineering, 

Osaka University, Japan 

 
ABSTRACT 

 
Precast construction has caught up the attention of construction practitioners since the end of World War II 

and has been widely implemented in both developed and developing countries all around the world. However, it 
has been noted that Cambodia has not enjoyed the benefit much from the use of precast method in construction 
since it is still nascent. Hence, this research paper aims to identify the attributes having an influential impact on 
precast industry and to investigate effects resulted from the demographic characteristics of precast users. Four 
major processes are studied ranging from Design to Production, Transportation, and Installation. A closed-ended 
questionnaire integrated with a Likert measurement scale was employed for the data collection after having 
passed the reliability and validity test. The research finished with 47 respondents participated. Analytically, the 
research adopted Relative Importance Index and Analysis of Variance for data analysis based on the study’s 
objectives. Consequently, top five factors in each process are found to have an influential impact on Cambodia 
precast industry and three demographic characteristics are analyzed to have a significant effect on precast users 
in Cambodia construction. Finally, a discussion is provided together with a suggestion for further researches. 
 
Keywords: Cambodia construction, Demographic effects, Influential impacts, Precast implementation  
 
 
INTRODUCTION 

 
Cambodia, one of the developing countries in 

Southeast Asia, has been seeing a perpetual growth 
in economy with an exceeded 7 percent over the last 
20 years and is transforming itself to be a lower 
middle-income country. This improvement has been 
brought mainly by the contribution of several sectors 
including agriculture, garment and footwear, tourism, 
and construction [1]. 

Looking at Cambodia construction sector, there 
have been many construction projects undergoing 
recently that the investment in the construction has 
reached beyond the country’s budget plan, totaling 
at 36.4 percent of the total GDP by 2016 [1–3]. In 
addition, the sector has seen an investment increase 
of 22.32 percent amounting for 6.42 billion USD 
with 3,052 approved construction projects on 10.74 
million square meters and has contributed more than 
92 million USD to the national revenue of Cambodia 
by the end of 2017 [4]. 

However, with this surging investment trend into 
construction, increasing concerns have been raised 
upon how well the sector is prepared to take up the 
challenges. As having been reported, it is facing the 
lagging of residential units’ supply, the cost and 
schedule overrun of projects, the large inter-
provincial development gap, the lack of technology 
integration, the failure to lift up the income status of 
the country, the failure to develop the human 

capacity, the lack of sustainability approach, the lack 
of trained and skilled workers, the deprivation of 
educational and technical course, the lack of labor 
supply, the low productivity rate of local workforce, 
and the low workforce wage [1,5–7]. 

Throughout an intensive review of literatures, 
precast construction method has been suggested to 
close problematic gaps presenting in Cambodia 
construction industry. However, the use of this 
method is still nascent, and many challenges are to 
be faced upfront by the construction practitioners as 
a whole. Thus, this paper aims to close the 
knowledge gap by identifying the attributes having 
an influential impact on precast industry and 
investigating effects resulted from the demographic 
characteristics of precast users. 

 
LITERATURE REVIEWS  

 
By definition, precast method is a contemporary 

construction procedure where building structural and 
architectural components are casted inside high-
quality and environmental-controlled manufacturing 
facility and transported to the construction site for 
installation [8,9]. Globally, it has attracted the 
attention of construction practitioners due to its 
benefits for all parties within the construction 
[10,11]. However, it also places drawbacks to the 
construction projects if it is not done in a proper 
manner [12,13]. Following section lists the positive 
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and negative reasons of using precast. 
 

Precast Method’s Positive and Negative Reasons 
 
Beneficially, precast construction has gained its 

popularity over the last 50 years owing to its 
advantages such as (F1) improving the productivity 
and efficiency of the construction, (F2) saving the 
construction time, (F3) providing a high buildability, 
(F4) providing a high-quality control and assurance, 
(F5) saving the overall cost, (F6) promoting 
affordability, (F7) embedding sustainability, (F8) 
minimizing waste, (F9) reducing carbon emissions, 
(F10) providing a clean construction site, (F11) 
coping with labor shortage, (F12) reducing the 
dependency on labor, and (F13) improving the 
construction safety and health condition [8,11,13–
21]. 

However, these benefits also come along with 
the challenges. Previous findings have mentioned 26 
factors in which practitioners in different countries 
have faced when precast is implemented such as 
(F14) design incapability, (F15) lack of government 
promotion and incentives, (F16) lack of local policy 
support and regulation, (F17) lack of manufacturing 
capability, (F18) product quality problems, (F19) 
lack of standardization system, (F20) lack of skilled 
labor, (F21) insufficient training and upskilling, 
(F22) incompetency of technology and equipment, 
(F23) lack of sufficient supply chain, (F24) 
monopoly dominance, (F25) poor coordination and 
collaboration, (F26) higher initial cost, (F27) lack of 
economy-of-scale production, (F28) economic risk, 
(F29) lack of uniform standards, guidelines, and 
codes, (F30) resistance from customers and 
professionals, (F31) lack of expertise, (F32) lack of 
management, (F33) resistance to changes, (F34) 
long lead-in time, (F35) lack of monotone 
considerations, (F36) lack of standard components 
manufacturer, (F37) lack of research and 
development, support service, and technology, (F38) 
lack of on-site cast yard and access, and (F39) 
transportation inefficiency [9,11–13,15,16,18,19,21–
24]. 

 
Adoption Approaches 

 
Eventually, several countries have different 

reasons for taking up this technology via various 
approaches. For example, Malaysia brought in this 
technology to solve the growing needs for affordable 
housing and housing shortage, deal with issues 
related with foreign labor, and improve quality, 
image and productivity of the construction industry 
while China promoted this method so as to improve 
the quality and productivity and to meet the urgent 
demand for rapid and economically viable mass-
produced housing [13,25]. Looking at Hong Kong, 
precast was adopted in order to reduce the amount of 

waste generated from construction activities and 
improve buildability while Thailand shifted to this 
method owing to the shortage of construction labor 
in the industry [15,26]. In Eastern and Western 
Europe, this technology caught on popularity after 
World War II when there was a pressing and 
increasing needs for immediate housing and during 
the slum clearance in 1960s [8,13]. 

 
METHODOLOGY 

 
Research methodology terminologically refers to 

how the research is carried out in a systematic and 
scientific way in order to meet the objectives and to 
solve the problem of the research [27–29]. Thus, this 
research was designed using quantitative approach 
since the objective was to evaluate numerically the 
level of influential impact on decision-making and to 
investigate the demographic characteristics which 
play a role in altering the method selection’s 
consideration. 

 
Data Collection Tools  

 
In regards with the research’s data collection 

tool, a closed-ended questionnaire using F1-F39 
scientific-reviewed factors was distributed via an 
online web survey mode, and the Likert 5-scale 
measurement was adopted [27,29]. Initially, the 
questionnaire went through two critical tests which 
were validity and reliability tests. For the validity 
test, 12 experienced precast practitioners with at 
least 5-year working experience in Cambodia 
precast industry were invited to rate the level of 
relevance of the questionnaire items based on 
Cambodia construction context. Analyzed using 
Items of Objective Congruence (IOC) index, a list of 
questions was eliminated from the questionnaire as it 
was rated as irrelevant with the IOC value of less 
than 0.5 [30,31]. Then, the questionnaire was revised 
and went through the pilot test to check the 
reliability of the result. With this test, 30 
respondents were invited to answer the questions, 
and upon finishing data analysis via SPSS Computer 
Program, it was found out that the questionnaire 
passed the test with the overall Cronbach’s Alpha 
value of 0.861 which is over 0.70 as an acceptable 
value [7,32]. Thus, the questionnaire was treated as 
appropriate for the mass data collection.  

 
Sample Size and Sampling Method  

 
Since precast industry was at an early stage of 

introduction to Cambodia construction industry, 
there was no accurate information regarding the 
sampling frame or how many engineers were 
working for precast projects in Cambodia [29,32]. In 
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addition, the unit of analysis for this research was at 
an engineer level due to the reason that the goal was 
to study the industry prospect of precast construction 
in Cambodia. Hence, the key informants were from 
design, production, transportation, and installation 
teams.  

Due to the absence of the sampling frame, this 
research study adopted non-random probability 
sampling methods which were purposive and 
snowball sampling methods. For the first one, the 
goal was to select only the participants who had 
experiences in precast works, but since precast 
industry in Cambodia was still at an early stage, it 
was needed to allow other engineers who had 
precast knowledge to participate in this research 
since their perspectives would also have an impact 
on their decision. For the second one, the 
participants were asked for the networks so that the 
researcher could enlarge the sample size selectively 
[29].  

 
Analysis Tools  

 
The data analysis tools of this research were 

Relative Importance Index (RII) and Analysis of 
Variance (ANOVA). For the first one, RII was 
employed to evaluate the impact of each factor by 
ranking it in ascending order [7,29,32,33]. For the 
second one, ANOVA was adopted in order to 
indicate the differences of participants in terms of 
the responses so as to find out if the demographic 
characteristics played a role in altering the decisions 
making process of the practitioners in regards with 
precast adoption in Cambodia construction industry 
[27,29,32].  

 
RESULTS AND DISCUSSION 

 
By the end of the data collection, a total of 47 

respondents participated in the research 
questionnaire. This section will show the results of 
the research with an explanatory discussion of each 
study’s objective.  

 
Influential Impacting Attributes 

 
Using Relative Importance Index (RII) to 

evaluate the influential impact of each factor which 
affects the decision of the practitioners when using 
precast, a total of 20 factors are presented in Table 1. 

 
Table 1 Influential Impacting Attributes 

 

Group Factors RII Rank 

Design 
F4 77.50% 1 

F11 76.25% 2 
F2 73.75% 3 

F31 72.50% 4 
F29 71.25% 5 

Production 

F5 90.00% 1 
F2 88.33% 2 

F10 86.67% 3 
F15 85.83% 4 
F18 85.56% 5 

Transportation 

F32 85.71% 1 
F39 82.86% 2 
F35 77.14% 3 
F23 74.29% 4 
F28 60.00% 5 

Installation 

F18 83.33% 1 
F2 82.78% 2 

F30 81.11% 3 
F4 80.00% 4 
F1 79.44% 5 

 
Based on the data shown in Table 1, 4 precast 

processes are affected by a number of factors. To 
begin with, top five factors were analyzed to have an 
influential impact on the practitioners in Design 
process. Firstly, the benefit that precast method can 
provide a high-quality control and assurance drives 
the practitioners to consider using precast for 
construction projects with an influential impact of 
77.50 percent. Secondly, the fact that precast can 
cope with the shortage of labor has been found to be 
the second reason why Cambodia engineers choose 
precast over the conventional method with an 
influential impact of 76.25%. Thirdly, a number of 
construction methods can help the practitioners to 
finish the projects fast, and it is 73.75% confident 
that precast method will be adopted. However, the 
lack of expertise has been rated as 72.50% 
preventing the designers in Cambodia from 
considering precast method while the lack of 
uniform standards, guidelines, and codes has 71.25% 
affected the decision makers not to use precast 
method for the projects. 

Looking at the data of Production process, top 
five factors were notified to influence the 
consideration of going for precast method. To start 
with, the respondents agreed that precast can save 
the overall cost and time of construction projects 
with an impact of 90% and 88.33% respectively. In 
addition, precast method is effective in providing a 
clean construction site which 86.67% influences the 
practitioners to consider this method for usage. On 
the contrary, the lack of government promotion and 
incentive and the production quality problems have 
hesitated Cambodia engineers from proposing 
precast for projects with an influential impact of 
85.83% and 85.56% each. 

For the Transportation process, top five factors 
have been analyzed to be influence the engineers 
negatively in terms of precast adoption. That is, the 
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lack of management has placed itself as the first 
ranked factor which 85.71% places difficulty to the 
precast engineers in terms of transporting the 
components thus dissatisfying the practitioners. In 
addition, the inefficiency of transportation in 
Cambodia has been considered as a barrier for 
precast engineers from utilizing precast with an 
influential impact of 82.86% while the lack of 
monotone consideration makes it difficult to 
transport the components as the panels cannot be 
optimally stacked in which the impact is 77.14%. 
Furthermore, the lack of sufficient supply chain does 
not give the practitioners many options in terms of 
delivery assistive tools and thus 74.29% prevents the 
successful transportation of precast components. 
Moreover, the economic risk resulted from the 
instability of precast usage in Cambodia has made 
most practitioners to reconsider whenever precast 
method is proposed with an influential impact of 
60%. 

Last but not least, three driving and two 
preventing factors have been founded in Installation 
process. That is, the product quality problems have 
been consistently founded to happen while erecting 
the components while most professionals and 
customers would be dissatisfied whenever precast 
method is adopted as ranked first and third 
respectively. However, the fact that precast method 
can save the construction time has been affirmed by 
installers with 82.78% confidence, and it is 
confirmed that precast can provide a better-quality 
construction as compared to the conventional 
method with 80% positive response. Finally, it has 
been agreed that precast can improve the 
productivity and efficiency of construction site with 
79.44% influence. 

 
Demographic Characteristics 

 
Using Analysis of Variance (ANOVA) to 

investigate the demographic characteristics which 
cause the different responses from one respondent to 
another, Table 2 lists each characteristic.  

 
Table 2 Affective Demographic Characteristics 

 
Group Type Factor 

Academic 
Background 

Design F5 
F12 
F14 

Production F16 
F19 
F30 
F25 
F26 
F33 
F34 

F32 
F39 

Transportation F39 
F32 
F25 
F14 
F22 
F23 
F36 

Installation F4 
F8 

F10 
F12 
F17 
F18 

Years of 
Experiences 

Design F27 
Production - 
Transportation - 
Installation F2 

F14 
F25 
F29 
F17 
F30 
F33 

Building 
Heights 

Design F5 
Production F13 
Transportation - 
Installation F12 

F1 
F5 
F2 
F4 
F8 

F13 
F7 

F16 
F21 
F29 
F32 
F14 
F17 
F25 
F31 
F33 
F35 

 
Based on the result illustrated in Table 2, there 

are three demographic characteristics which affect 
the response of each participant to be different. First 
of all, the academic background of each respondent 
determines the choice of responses. Originally, four 
academic choices were provided in the questionnaire 
such as Higher Diploma, Bachelor Degree, Master 
Degree, and Philosophical Doctoral Degree. As a 
result, it was founded that 3 factors in Design 
process, 9 factors in Production process, 7 factors in 
Transportation process, and 6 factors in Installation 
process were significantly influenced by the 
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different academic background of the respondents 
who have graduated with Bachelor and Master 
degree with the confidence interval of p<0.005. 

Second of all, the number of years of working 
experience was also confirmed to have an effect of 
the respondents’ decision towards the adoption of 
precast, mainly those who have the experiences from 
less than 3 years to 12 years. That is, 1 factor in 
Design process and 7 factors in Installation process 
were founded to be significantly different in terms of 
participants’ perception with the confidence interval 
of p<0.005 while there was no significant difference 
of responses in Production and Transportation 
process.  

Thirdly, the type of building as categorized by 
the height also affects the respondents’ decision. The 
questionnaire provided two choices in terms of the 
type of building which were low-rise and high-rise 
building. As a result, 1 factor in Design process, 1 
factor in Production process, and 18 factors in 
Installation process were founded to result 
differently depending on the experience of the 
respondents in regards with the building type with 
the confidence interval of p<0.005. 
 
CONCLUSION 
 

Cambodia is a developing country and has been 
struggling over the last 30 years to build its 
economy. By 2017, it has seen quite a robust 
economic growth and has maintained at the rate of 
exceeded 7% for 20 years. Construction sector is one 
of the main role players in contributing to this 
growth, but it has been reported as ineffective and 
inefficient. Thus, precast method is suggested to 
solve the shortcomings in Cambodia construction 
sector. However, the adoption of precast has never 
been high since it is at an early stage of introduction, 
and many challenges are to face upfront. Upon 
distributing the closed-ended questionnaire to a 
number of respondents, two results have been found 
such the factors which give influential impacts to the 
decision making of the practitioners, and the 
characteristics of the practitioners themselves that 
prevent them from using precast for construction 
projects. In addition, each process is studied to have 
been affected by a number of factors. Further studies 
should limit out the boundary of this research by 
integrating infrastructure study in Cambodia in 
terms of precast usage and an actionable strategy 
should be formulized in order for the practitioners to 
follow if precast needs to be successful in Cambodia 
construction industry. 
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ABSTRACT 

Drought, due to climate change, has recently become more severe. Capability to monitor drought condition 

and to assess drought risk is essential to a development of effective drought adaptation plan, especially for an 

agricultural country like Thailand. Current drought monitoring is provided by separate indices such as 

Standardized Precipitation Index (SPI), Soil Moisture Index (SMI) and Moisture Available Index (MAI), 

calculated from weather station datasets which are not easily comprehensible to users. This research develops a 

countrywide integrated satellite-based drought model consisting of three parameters: accumulated estimate rainfall 

product from FY-2E satellite data, difference Land Surface Temperature (LST) and Normalized Difference 

Vegetation Index (NDVI) products from MODIS. A simple drought hazard is introduced as multiple linear 

regression model (R2=0.795) of these satellite products, calibrated with daily soil moisture measurement in 2015. 

Consequently, drought conditions are represented by Drought Hazard Index (DHI) by assigning integer values, 

from –3 (extremely drought) to +3 (extremely wet), according to the defined thresholds (presently at 0.05, 0.15, 

0.30, 0.70, 0.80, and 0.95) of the cumulative distribution function (CDF) of drought hazard values. The model is 

validated with 426 countrywide drought situations announced by the Department of Disaster Prevention and 

Mitigation (DDPM), during drought season 2016, yielding 0.96 probability of detection.  

Since the model outputs are in georeferenced raster format, they can be processed with other relevant GIS data 

such as land use and irrigation to generate advanced thematic mapping called drought risk map. This map can 

benefit not only policy makers but also farmers themselves. 

Keywords: Drought Model, FY-2E, GIS, MODIS, Multiple Linear Regression 

INTRODUCTION 

Drought is a major recurring natural disaster that 

poses a concern in water and food security [1], 

environmental problems as well as economic risks, 

especially for agricultural sector. Based on its impact, 

droughts are classified into four types and usually 

occur in a particular order which is meteorological 

drought, agricultural drought, hydrological drought 

and socioeconomic drought. Meteorological drought 

caused by deficit in precipitation which subsequently 

impacts on soil water content leading to agricultural 

drought that resulting in plant water stress and 

reducing biomass and yield. Due to low recharge 

from the soil to water features, hydrological drought 

occurs when streamflow, reservoir storage and 

groundwater level are in shortage. Eventually, 

socioeconomic drought will take place if the 

phenomena prolongs until water demand increased 

and water stress intensified by human activities [2], 

[3], [4].  

Drought monitoring and early warning are crucial 

components for mitigation and adaptation plans [4]. 

Drought management typically responses to crisis 

after impacts have occurred. Moreover, drought relief 

providing to those affected decreases socioeconomic 

capabilities in adaptation to drought disaster [5]. 

Therefore, practical drought monitoring and risk 

assessment are essential to developing an effective 

drought early warning and adaptation plan in which 

potential victims are able to get involved leading to a 

proactive and effective drought management which 

can actually reduce damaging impacts. 

Traditional drought monitoring uses several 

indices such as Standardized Precipitation Index 

(SPI), Soil Moisture Index (SMI) and Moisture 

Available Index (MAI) each represents various 

aspects of drought and has been widely used. The SPI 

presents a rainfall anomaly as a normalized variable 

by probabilistically comparing accumulated rainfall 

over a time period with historical rainfall period. The 

SMI indicates soil water content and the MAI 

determines the influence of water adequacy on yields. 

However, the indices calculated from meteorological 

observations are point-based and insufficient to 

monitor drought at regional scale [6]. Consequently, 

remote sensed satellite data has become a valuable 

tool and taken significant role in drought monitoring 

due to its grid-based feature providing spatial 

information on drought even at global scale. Satellite-

based data also has advantage comparing to ground-

based observation in that consistent data records and 

products can be utilized in developing advanced 

drought monitoring with multiple data sources. 
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Various satellite based drought indices have been 

developed to monitor drought and can be categorized 

into three perspectives. The first one provides 

precipitation information which SPI is the most 

widely used. The computation requires satellite data 

retrieval from Infrared (IR) sensors of Geostationary 

(GEO) satellite offering higher temporal resolution 

and passive microwave (PWM) sensors of Low Earth 

Orbit (LEO) satellite technically providing more 

accurate rainfall estimate. Several satellite-based 

precipitation products are now available including 

Precipitation Estimation from Remotely Sensed 

Information using Artificial Neural Networks 

(PERSIANN) [7], Tropical Rainfall Measuring 

Mission (TRMM) [8], CPC Morphing Technique 

(CMORPH) [9] and Global Satellite Mapping of 

Precipitation (GSMaP) [10]. However, these products 

have relative short length of record which imposes a 

limitation in SPI calculation. 

Another category of satellite-based indices are 

based on Land Surface Temperature (LST) which 

relate to soil water content, such as Temperature 

Condition Index (TCI) and Normalized Difference 

Temperature Index (NDTI) [11],[12]. The Last 

category assess drought based on observed changes in 

vegetation condition with indices typically derived 

from the Normalized Difference Vegetation Index 

(NDVI) such as the Transformed Vegetation Index 

(TVI), the Standardized Vegetation Index (SVI), and 

the Vegetation Condition Index (VCI) [13], [14], [15]. 

The combination of LST and NDVI has been 

investigated in several works to provide more robust 

characterization of drought phenomenon [16]. LST-

NDVI based indices, such as Temperature Vegetation 

Dryness Index (TVDI) and Vegetation Temperature 

Condition Index, (VTCI) have been applied over 

different landscapes with varying degrees of success 

[6], [17], [18] . 

This work introduces a simple satellite-based 

drought hazard index that combining all drought 

related aspects including rainfall, soil moisture and 

vegetation health. The model inputs are derived from 

satellite products. Drought hazard values obtained 

from the model were collected to generate a 

probabilistic function. The function was defined to 

indicate levels of drought hazard index that can be 

shown on a map for easy interpretation.  

METHODOLOY 

Satellite-based drought hazard model consists of 

three dekadal (10 days) satellite data products which 

are accumulated rain estimate, difference LST, and 

NDVI values. The relationship between these input 

parameters and the drought hazard was investigated 

using multi-linear regression approach. Ground based 

and reference datasets were collected to be used for 

model calibration and comparison analysis. 

The Study Region 

Thailand is located in Southeast Asia on a latitude 

of 5o N to 21o N and a longitude of 97o E to 106o E. 

Climatologically, the country is classified as tropical 

monsoon and tropical savanna with 18-34o C average 

temperature and over 1,500 mm. average rainfall. 

Drought season is ranging from November to January 

(winter) and February to April (summer). The study 

region covers whole area of the country. 

Satellite Datasets 

Satellite images were received from Chulabhorn 

Satellite Receiving Station (CSRS). The FY-2E data 

is hourly received through DVB-S system while the 

Terra/Aqua MODIS data is received from MODIS 

direct broadcast receiving station at CSRS. There are 

totally 100*1600 pixels for each image, covering 

Thailand territory, at 1 km/pixel spatial resolution. 

FY-2E Dekadal rain estimate 

Satellite data received through DVB-S system is 

in a .VSR file format. Upon received, these data is 

automatically transformed, using Equal-Lat-Long 

projection, to numerical data (16-bit PNG). Only data 

point within the country region is retrieved and stored 

as a zip file every hour. Hourly satellite rain estimate 

is calculated from IR1 data using Infrared Threshold 

Rainfall with Probability Matching (ITRPM) model 

[19]. The model was adjusted to provide dekadal 

rainfall by calibrating the satellite rain estimates 

accumulated in 10 days with co-located rain gauges 

accumulated rainfall from http://www.thaiwater.net/ 

using dataset in 2016. Figure 1 shows an example of 

the dekadal rain estimate based on ITRPM model. 

Fig. 1 Example of FY-2E dekadal rain estimate. 

MODIS different Land Surface Temperature 

Land Surface Temperature (LST), MODIS level-

2 product with 1 km spatial resolution, is retrieve 

twice a day at day– and night–time. The difference 

http://www.thaiwater.net/
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between day and night LST values relates to water 

content in the soil and therefore can indicate drought 

condition. Figure 2 (left) shows an example of 

MODIS LST product. Both day and night LST data 

are filtered by cloud mask product. Every 10 days, the 

maximum values of day and night LST are selected. 

This method is adopted from Maximum Value 

Composite (MVC) technique which widely accepted 

to improve analysis and reduce error resulting from 

environment and atmosphere [20], [21]. The 

difference between LST day and night called deltaT 

is then computed every 10 days becoming a dekadal 

deltaT to be used as input parameter of drought 

hazard model. 

Fig. 2 Example of MODIS products (left) LST 

(right) NDVI. 

MODIS Normalized Difference Vegetation Index 

Normalized Difference Vegetation Index (NDVI) 

is also a level-2 MODIS product representing the 

wellness of vegetation. Figure 2 (right) shows an 

example of MODIS NDVI product. The NDVI is also 

processed by cloud masking and MVC technique, as 

shown in Fig. 3, to compute dekadal NDVI to be used 

as the last input parameter of drought hazard model. 

Terra/Aqua MODIS data

Cloud mask

Maximum value composite (MVC)

(10 days)

NDVI

(10 days)

LST_day

(10 days)

LST_night

(10 days)

deltaT

(10 days)

+ -

Fig. 3 Processing of dekadal NDVI and deltaT. 

Drought Hazard Model 

In this work, drought hazard is defined as a 

composite drought assessment capturing three 

indicators that are not fully correlated with each other 

including dekadal rain estimate from FY-2E satellite, 

deltaT and NDVI from MODIS sensors. These 

dataset were used as input parameters of drought 

hazard model. Daily soil moisture in-situ 

measurements collected throughout 2016 were 

obtained from the University of Phayao experimental 

site. Ten days-averaged soil moisture was used as 

target for drought hazard model development by 

means of multiple linear regression approach yielding 

R2 = 0.795. Figure 4 shows the structure of drought 

hazard model development. The drought hazard 

model becomes 

𝐷𝐻 = 11.643 + 0.356 ∗ 𝑅 −  0.297 ∗ 𝑑𝑒𝑙𝑡𝑎𝑇 +
 6.868 ∗ 𝑁𝐷𝑉𝐼  (1) 

where 𝑅 is the FY-2E dekadal rain estimate, 𝑑𝑒𝑙𝑡𝑎𝑇 

is the decadal difference LST and 𝑁𝐷𝑉𝐼  is the 

dekadal NDVI, both from MODIS. The lower the DH 

implies worse drought condition. This model works 

well during dry season. However, in rainy season, 

MODIS satellite data may not be available due to 

thick clouds. In this case, the drought hazard model is 

simplified as 

𝐷𝐻 = 12.445 + 0.135 ∗ 𝑅   (2) 

Since this model using only dekadal estimated rainfall, 

the output of multiple linear regression yields R2 = 

0.371. 

Terra/Aqua MODIS data FY-2E IR1 data

NDVI

(10 days)

deltaT

(10 days)

Rain

(10 days)

Multiple linear regression

Drought hazard

Soil moisture

(10 days)

Input

Target

Output

Input

Drought hazard 

index

Gauge 

accumulated 

rainfall

In-situ soil 

moisture 

measurement

Fig. 4 Development of drought hazard model. 

Drought Hazard Index 

The cumulative distribution function (CDF) of 

drought hazard is generated using sample values 

computed from satellite datasets obtained in 2016. 

The CDF is grouped into seven threshold levels 

(presently at 0.05, 0.15, 0.30, 0.70, 0.80, and 0.95) to 

define the drought hazard index (DHI) which is 

represented by integer values ranging from –3 



SEE - Nagoya, Japan, Nov.12-14, 2018 

608 

(extremely drought) to +3 (extremely wet). The 

thresholds corresponding to each DHI values are 

shown in Table 1. Drought hazard values are mapped 

to each DHI, representing severity of drought 

condition, based on the drought hazard CDF as shown 

in Fig. 5. 

Table 1 Thresholds for Drought Hazard Index 

Drought Hazard Percentile Drought Hazard 

index 

Less than 

9.083156732 

0 –  5 -3 Extreme 

drought 

[9.083156732 , 

12.23415100) 

5 – 15 -2 Severe 

drought 

[12.23415100 , 

12.97706809) 

15 – 30 -1 Moderate 

drought 

[12.97706809 , 

19.66813821) 

30 – 70 0 Near 

Normal 

[19.66813821 , 

23.56635047) 

70 – 85 1 Moderate 

wet 

[23.56635047 , 

29.14464206) 

85 – 95 2 Severe 

wet 

More than 

29.14464206 

95 – 100 3 Extreme 

wet 

Fig. 5 Mapping between Drought Hazard CDF 

thresholds and DHI. 

RESULTS AND DISCUSSIONS 

To generate drought hazard map every 10 days, 

DHI for each pixel is calculated from drought hazard 

model mapping with the CDF threshold. The drought 

hazard map is in georeferenced raster format and can 

be displayed in geographic information system (GIS) 

at 1 km spatial resolution. The results are qualitatively 

validated by the news about drought events and by 

agrometeorological reports from TMD (accumulated 

rainfall, MAI, and SMI). Quantitative validation of 

the model is performed based on the probability of 

detection (POD) for drought events that are officially 

announced by the Department of Disaster Prevention 

and Mitigation, Ministry of Interior. 

Comparison with Agrometeorological reports 

Result validation was qualitatively performed by 

comparison the drought hazard map with the TMD 

agrometeorological reports in accordance to drought 

event news.  All TMD reports are calculated from 

gauge station measurements and displayed in portable 

document format (pdf) on TMD website. A severe 

drought event was posted in the news at the beginning 

of January 2016 when there was drought crisis, with 

extremely low water level, at the Bhumibol and 

Chaophraya dams located in the central part of 

Thailand. This event is clearly seen in the drought 

hazard map, Fig. 6 (a), showing severe to extreme 

drought in central part of Thailand. This is confirmed 

by the accumulated rainfall, Fig. 6 (b), which exhibits 

light rainfall in the area. 

(a) (b) 

     (c)   (d) 

Fig. 6 Comparison of (a) drought hazard map, (b) 

accumulated rainfall, (c) moisture available 

index (MAI), and (d) soil moisture index 

(SMI) maps, during January 110, 2016. 

Note that there are inconsistencies among TMD 

indices. For example, MAI map in Fig. 6 (c) indicates 

extreme drought almost throughout Thailand whereas 

accumulated rainfall map shows fair amount of 
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rainfall in the Southern part. However, the drought 

hazard map shows near normal to moderate drought 

conditions in that area which is consistent with both 

accumulated rainfall and SMI maps, in Fig. 6 (a) and 

(d). Another example is the report for the Eastern part 

that shows slightly less than normal rainfall with 

moderate drought in the MAI map but severe drought 

in the SMI map. All this information was correctly 

accounted in the drought hazard map with normal to 

moderate drought in the Eastern area. Evidently, the 

drought hazard map is useful in monitoring drought 

condition coping with all three aspects including 

rainfall, vegetation and soil condition. More 

importantly, it is much easier to interpret and be 

understandable to people in the area prone to drought 

risk, thus effectively supporting the proactive drought 

management.  

Probability of Detection (POD) Analysis 

During the dry season (January to April) of 2016, 

the Department of Disaster Prevention and Mitigation 

(DDPM) had announced 426 drought situations 

countrywide. Based on this information, the 

probability of detection (POD) of drought hazard for 

drought event is calculated. Since the drought 

situation announcement is at the district level, the 

DHI values (with 1-km resolution) at the time of 

announcement were averaged over the district area. 

For each announcement, a hit event occurs if the 

average DHI is less than 0.5. The probability of 

detection is computed by 

𝑃𝑂𝐷 =
total number of hit events

total number of drought annoucement 
      (3) 

The result was compared with the POD computed 

from the TMD report on MAI and SMI. The threshold 

for declaring drought by the MAI and SMI is 2.5. 

Based on the level of MAI (0  4) and SMI (0  3), 

the average value over the district area was computed. 

If this value is less than 2.5, the hit event occurs.  The 

results are shown in Table 2. The POD of DHI is 0.96 

which is higher than the POD of MAI (0.91) but less 

than that of SMI (1.00).  

Table 2 The probability of detection for drought 

hazard index (DHI), Moisture available 

index (MAI), and Soil moisture index (SMI). 

Drought hit 

Thresholds 

Number of hit 

events 
POD 

DHI <  0.5 

MAI < 2.5 

SMI < 2.5 

411 

388 

426 

0.96 

0.91 

1.00 

CONCLUSIONS 

A new drought hazard index, integrating FY-2E 

and Terra/Aqua satellite data, is proposed for drought 

monitoring. Multiple linear regression is applied to 

develop drought hazard model with input parameters 

including accumulated rainfall estimate from FY-2E 

GEO-satellite retrieval and different LST and NDVI 

derived from Terra/Aqua MODIS data. The model 

input parameters represents precipitation information, 

soil water content and vegetation health respectively.  

Drought hazard can be calculated every 10 days at 1 

km spatial resolution. The CDF of drought hazard 

was then generated and used to assign drought hazard 

index (DHI) by thresholding method. The results 

were qualitatively validated with drought crisis news. 

In comparison with the TMD agrometeorological 

reports, it is shown that drought hazard index is a 

useful tool for drought monitoring in that it integrates 

all three drought aspects into one easy-to-understand 

index with consistent interpretation. Quantitatively, 

the results were validated against DDPM drought 

situation announcement with POD equals to 0.96, 

higher than that of MAI. The drought hazard map is 

automatically generated, published, distributed, and 

updated in GIS format, every 10 days, at website 

http://csrs.ku.ac.th/wegis/Product/KURDI. This is 

beneficial to both government and farmer leading to 

proactive drought management. 
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ABSTRACT 

In Malaysia, STAAD.Pro and MIDAS Civil software are commonly used by bridge engineer for the analysis 
and design of bridge structure. MIDAS software which has an auto modeling generator is preferable by the users 
as compared to STAAD.Pro software. However, STAAD.Pro software is much more user friendly. Therefore, in 
this paper, a comparison study was carried out by modeling box girder bridge using STAAD.Pro and MIDAS. 
The similarities, differences and limitations from these two software were investigated. Comparison of the 
STAAD.Pro and MIDAS software showed that the result of analysis from this two software have significant 
differences in live load cases as compared to permanent load cases. Whereas, for the design results, the 
reinforcement used was similar for cantilever part of the slab but different for other parts of the box girder segment 
in which MIDAS Civil requires more reinforcement. The deviation of results between STAAD.Pro and MIDAS 
software were most probably due to the fact that, both software have different configuration of wheel load on the 
bridge deck. Nevertheless, both software are recommended to be used in the analysis and design of box girder 
bridge, as both software have proven to be effective as Computer Aided tools. Thus, any choices of software 
depend on the needs and what to be solved. It is also evident from the results that there is a lack of established 
guidelines for modelling and verification. Such guidelines would simplify the work for engineers and set the 
foundation for common working procedures within the industry. 

 
Keywords: Transverse analysis, Transverse design, Box girder bridge, STAAD.Pro software, MIDAS Civil software 

 
 

INTRODUCTION 
In the modern bridge construction, Box Girder 

Bridge is a significant type of bridge which has 
capability of longer span and spiral or curved road 
alignment. A safe bridge design requires a satisfied 
input by engineers during site investigation, planning, 
analysis and design. Besides that, an economic design 
is also desired for designing any structure without 
neglecting the worst case of loading effect. The worst 
case of loading effect was encouraged to be designed 
for higher factor of safety value to avoid the failure of 
structure to occur. Therefore, box girder bridge which 
has complex structural behaviour is needed to be 
modelled accordingly in the software to give 
appropriate result in both analysis and design.  

Due to the rapid development of computational 
methods, different program and analysis methods are 
being used nowadays. To name a few; STAAD.Pro, 
MIDAS Civil, SAP2000 and LUSAS are the common 
software used in Malaysia for bridge analysis and 
design. However, MIDAS Civil is much preferred 
among bridge engineers for analysing box girder 
bridge as compared to STAAD.Pro, eventhough it is 
not fully utilized. Every software has its own 
limitations in modelling and analysing the structures. 
Hence, for any project, the result of analysis and design 
using different software may not be consistent. In order 
to determine the most appropriate software which 

could analyse and design according to the requirement 
of code of practice, it is necessary to do an analysis of 
result comparison for the different software. 

In this paper, the main objective is to compare the 
analysis and design of box girder bridge using 
STAAD.Pro and MIDAS Civil software. This study 
focuses only on the single component of Box Girder 
Bridge which is the top slab where the analysis and 
design is only on transverse element.  Furthermore, one 
typical section has been used for the design stage. The 
bridge configurations consisted of three (3) span 
lengths of 95m, 160m and 95m respectively. The same 
bridge configuration was modelled in different 
software for analysis and design. British Standard [1] 
and Design Manual for Roads and Bridges [2] were 
used as a code of practice in this study together with 
Design Verification of Balanced Cantilever Bridge as 
per BS Code [3]. Whereas, STAAD.Pro Reference 
Manual [4] and MIDAS Reference Manual [5] were 
used as guidance for the modelling part. The results of 
maximum moment and shear force obtained were 
compared between the two software and the analysed 
results were further used in the design stage.  

METHODOLOGY 
Before the element was modelled using finite 

element program, the element geometry must be 
identified. For this study, the transverse model was 
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performed for one segment only which is located at the 
mid-span of the bridge. The geometry of the segment 
is shown in Fig. 1. 

 

 

 
 

Fig. 1: Geometry of the Box Girder Segment 
 

Structural Modelling and Analysis 
General procedure to model the box girder bridge 

is the same for both STAAD.Pro and MIDAS Civil 
software. Both modeling started with assigning 
working environment, defining section and material 
properties, creating geometry of the model, assigning 
section and material properties, defining and assigning 
loading, and finally performing the analysis.  
 

Working Environment 

To perform structural modeling, the unit system are 
set as kilo Newton (kN) and meter (m) for basic unit of 
force and length respectively. 

Material and Section Properties 
The concrete properties adopted in the analysis and 

design of the segment are tabulated in Table 1. The 
values in the Table are based on BS 5400-4:1990. 

  
Table 1: Concrete Properties 

Cube Strength of Concrete 60 N/mm2 

Modulus of Elasticity of 
Concrete 36 kN/mm2 

Poisson’s Ratio 0.2 
Coefficient of Thermal 
Expansion 12 x 10-6/ oC 

Density 25 kN/m3 

 
For the reinforcement properties, high yield 

deformed type with yield strength value of 500 N/mm2 

was used. As stated in BS 5400-4:1990, nominal cover 
requirement and crack width limit for precast 
superstructure external and internal faces of 30 mm and 
0.25 mm shall be used respectively. 

The section properties of each beam are defined 
manually as Tapered Section in STAAD.Pro. While in 
MIDAS Civil, FCM Bridge Wizard was used for 
defining the section. However, in order to use this 
wizard, the section at both mid-span and support need 
to be defined. 

Figure 2 and Figure 3 illustrate the section 
properties defined in STAAD.Pro and MIDAS Civil 
respectively. 

 

 

 

 

 

 

 

 

 

Fig. 2: Section dialog box in STAAD.Pro 

 

 
Fig. 3: Section dialog box in MIDAS Civil 

 
Creating Geometry Model 

Geometry modelling comprises combination of 
nodes, beams, and plates element. For STAADPro, 
first node was assigned as coordinate (0,0,0) in X, Y, 
and Z direction respectively. The nodes assignment are 
based on the conceptual idea of elements. To complete 
the structural element, nodes need to be connected by 
using beam assignment. The geometric arching from 
haunches was considered in this model as 
recommended by Abdullah Zaid [6]. Then, the 
materials and section properties are assigned 
accordingly to their respective members. The 
completed STAADPro’s geometry model is shown in 
Fig. 4. 

 

 

 

 

   Fig. 4: 3D view of the model in STAAD.Pro 
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In MIDAS, the geometry of model was defined 
using Bridge Wizard Modelling. Firstly, the 
longitudinal model must be defined in order for the 
Bridge Wizard to automatically generate the transverse 
model. The material properties and geometry were 
specified in the model tab of Bridge Wizard, see Fig. 
5. After completing longitudinal model, the transverse 
model was generated using transverse model wizard by 
defining the element’s number at the mid-span as 
shown in Fig. 6. The completed MIDAS’s geometry 
model is shown in Fig. 7. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5: Model tab of Bridge Wizard in Midas 

 

 

 

 

 

 

 

 

 

 

Fig. 6: Transverse model input in Midas 

 

 

 

 

 

 

 

 

Fig. 7: 3D view of (a) Longitudinal model              (b) 
Transverse model 

Design Loadings 
For this study, the transverse model was loaded 

with normal permanent load as uniformly distributed 
load to represent all self weight and superimposed dead 
load which represent 100 mm thick Asphaltic Concrete 
Wearing Course with 22 kN/m3 density. For live traffic 
load, single axle of 45 unit of HB was applied on the 
slab from edge of parapet to another as inline moving 
load of four (4) wheel load of 112.5 kN each.  

In STAAD.Pro, the run load generator was used to 
generate traffic loads. Vehicle load of HB45 with 1m 
wheels spacing was defined as shown in Fig. 8.  

 

 

 

 

 

Fig. 8: Input dialog for generating traffic 
loads in STAAD.Pro 

In MIDAS, Moving Load Analysis feature was 
used in generating traffic load on the bridge deck. It is 
automatically done in finding the maximum and 
minimum cases by applying a unit load along the 
defined traffic lanes. Figure 9 shows the input dialog 
for defining the traffic load in MIDAS Civil. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9: Input dialog for generating traffic 
loads in MIDAS Civil 
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According to Design Manual for Roads and 
Bridges, BD 37/01, the analysis and design for deck 
component of bridge shall satisfy the Serviceability 
Limit State (SLS) and Ultimate Limit State (ULS) 
under the following load combination: Partial load 
factor under SLS γfl for Dead Load, SIDL and 45 HB 
are 1.00, 1.20 and 1.00 respectively, whereas Partial 
load factor under ULS γfl for Dead Load, SIDL and 45 
HB are 1.20, 1.75 and 1.30 respectively. Note that, all 
partial load factor under ULS γfl to be multiplied by 
γf3 1.10. 
 
Perform Analysis 

According to Theryo [7], stresses at five (5) points 
on bridge deck should be checked. However, in this 
study, bending moment and shear force from the model 
are extracted at three (3) specific points on the deck 
section as shown in Fig. 10. 

 
 
 
 
 
 
 
 
 
 
 
Fig. 10: Three (3) specific analysis point on the 

bridge deck 

Deck Slab Design 
From the transverse model, the worst case of 

transverse bending moment and shear force values 
obtained from each load type being applied to the deck 
were summarised and then adopted in the design. In 
general, the design of reinforced concrete member is 
controlled by the ultimate limit state, whereas the 
limitation on crack width is controlled by the 
serviceability limit state.  

According to BS5400 Part 4, for the slab section 
which is without compression reinforcement, the 
ultimate moment resistance shall be taken as the lesser 
of the values obtained from Eqn. 1 and Eqn. 2. 

Mu = (0.87 fy ) Asz                             (1) 

 Mu = 0.15 fcu b d                              (2) 

Where 

Mu  is the ultimate resistance moment; 

As  is the area of tension reinforcement; 

b  is the width of section; 

d  is the effective depth to the tension 
reinforcement; 

fy is the characteristic strength of the 
reinforcement; 

z is the lever arm �1 − 1.1𝑓𝑓𝑦𝑦𝐴𝐴𝑠𝑠
𝑓𝑓𝑐𝑐𝑐𝑐𝑏𝑏𝑏𝑏

� 𝑑𝑑  ; 

fcu is the characteristic strength of the concrete. 

According to BS5400 Part 4, shear stress, v at any 
cross section in solid slab is calculated from Eqn. 3 

             𝑣𝑣 = 𝑉𝑉
𝑏𝑏𝑏𝑏

                                                                    (3) 

Where 

V is the shear force due to ultimate loads; 

b is the width of slab under consideration; 

d is the effective depth to tension 
reinforcement. 

No shear reinforcement is required when the stress, v, 
is less than ξsvc×2d/av, but should not exceed 
0.75(fcu)0.5 or 4.75 N/mm2, whichever is lesser. 

                𝜉𝜉𝑠𝑠 = (500 𝑑𝑑⁄ )1/4                                    (4) 

The crack model for load effects to BS 5400 is an 
empirical model and it considers the effect of cover, 
reinforcement diameter, spacing and stress of the 
reinforcement. To ensure the structure remains in the 
elastic phase under loading, BS 5400 set the maximum 
limits for stresses in the reinforcement and concrete. 
The maximum surface crack width, w, for flexural is 
calculated in BS 5400 using the following formula: 

             𝑤𝑤 = 3𝑎𝑎𝑐𝑐𝑐𝑐𝜀𝜀𝑚𝑚
1+2�

𝑎𝑎𝑐𝑐𝑐𝑐− 𝑐𝑐𝑚𝑚𝑚𝑚𝑛𝑛
ℎ−𝑥𝑥 �

   (5) 

The maximum crack width for tension is 
calculated from the following expression: 

                                    w = 3acr εm                            (6) 

where 

acr is the distance from point (crack) considered 
to the surface of the nearest bar which 
controls the crack width; 

cmin  is the required nominal cover to the outermost 
reinforcement given;  

x  is the depth of the concrete in compression (if 
x = 0 the crack width should be calculated 
using Eqn. 6) 

h is the overall depth of the section; 

εm  is the calculated strain at the level where 
cracking is being considered, allowing for the 
stiffening effect of the concrete in the tension 
zone; a negative value of εm should be 
obtained from equation: 

𝜀𝜀𝑚𝑚 =  𝜀𝜀1 − �3.8 𝑏𝑏𝑡𝑡ℎ�𝑎𝑎′−𝑥𝑥�
𝜀𝜀𝑠𝑠𝐴𝐴𝑠𝑠(ℎ−𝑥𝑥)

� ��1 − 𝑀𝑀𝑞𝑞
𝑀𝑀𝑔𝑔
� 10−9� (7) 

But not greater than ε1  
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RESULTS AND DISCUSSION 

Transverse Analysis 
The transverse analysis results obtained from both 

STAAD.Pro and MIDAS software were summarized 
in Table 2 and Table 3 and illustrated in Fig. 11. 

Table 2: STAAD.Pro summary of beam end force 
 

 

 

 

 

 

 

 
*Moment (kNm) and Shear (kN) 

Table 3: MIDAS Civil summary of beam end force 
 

 

 

 

 

 
 

 

*Moment (kNm) and Shear (kN) 

 
(a) 

 
(b) 

Fig. 11: (a)Maximum bending moment diagram 
and (b) Maximum shear force diagram for envelope 
live load case from STAAD.Pro and MIDAS Civil 

software 

Based on the summarized results in Table 3 and 
Table 4, the values of bending moments for cut section 
A of its permanent load cases and shear force values 
show only small differences between the two software 
as compared to live load cases.  But not for cut section 
B and C, in which the value of shear force at section C 
result from MIDAS Civil software is more than double 
of STAAD.Pro software. For the maximum case of 
bending moments, STAAD.Pro analysis shows 26% 
higher than MIDAS model at the center of web while 
at the center of slab, MIDAS analysis shows 95.5% 
higher than STAAD.Pro analysis. For the minimum 
bending moment diagram, at center of web, 
STAAD.Pro shows 26.5% higher than MIDAS Civil 
which is same as case of maximum bending moment. 
At cutting section B, Midas shows 129.6% higher 
compared to STAAD.Pro. However, there is no 
significant difference value at the mid span of slab 
presented between this two software. The deviation of 
results between STAAD.Pro and MIDAS software 
were most probably due to the fact that, both software 
has different configuration of wheel load on the bridge 
deck. Figure 12 and Figure 13 shows the location of 
wheels on the deck for maximum effect at section A 
and B from STAAD.Pro and MIDAS Civil software 
respectively. 

 

 

 

 

 

 

 

Fig. 12: Location of wheels load on the deck 
generated by STAAD.Pro software 

 
 

 

 

 

 

 

     Fig. 13: Location of wheels load on the deck 
generated by MIDAS Civil software 

 

As shown in Fig. 12 and Fig.13, the wheels location 
of STAAD.Pro are able to run until the edge of slab 
while in MIDAS Civil, it was restricted from running 
until the edge of the slab. In the actual condition, the 
parapet was positioned at the edge of the parapet 
whereby the wheel was restricted to run across it. This 
is due to the limitation of STAAD.Pro where in the run 
load generator input, only the starting point and 

Permanent Live Load
Max. Moment 985.835 74.226 681.029
Min. Moment -184.384 41.720 -185.904
Max. Shear 545.650 - -

Max. Moment 306.210 15.386 219.574

Min. Moment -100.581 15.385 -93.341
Max. Shear 343.822 - -
Max. Moment 85.571 3.015 63.117
Min. Moment -201.613 3.015 -157.794
Max. Shear 134.854 - -

SLSStructural 
Element

Cut 
Section

Cantilever A

Top Slab

B

C

Cases ULS 
Envelope

Permanent Live Load
Max. Moment 822.270 74.790 554.653
Min. Moment -133.790 41.690 -147.004
Max. Shear 545.500 - -
Max. Moment 320.040 17.480 228.030
Min. Moment -156.600 17.480 -128.436
Max. Shear 362.920 - -
Max. Moment 172.600 6.630 114.257
Min. Moment -198.580 6.630 -159.203
Max. Shear 297.400 - -

ULS 
Envelope

SLS
Cases

Cantilever A

Top Slab

B

C

Structural 
Element

Cut 
Section
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increment of distance were defined. While in MIDAS 
Civil, the influence line of wheels load was determined 
by the location of carriageway in which it was defined 
during the input of barrier and pavement parameter. 

Transverse Design 
The design results of transverse reinforcements 

(ULS) and crack width (SLS) were tabulated in Table 
4 and Table 5.  

Table 4: Area of reinforcement required based on 
analysis from STAADPro software 

 
 

Table 5: Area of reinforcement required based on 
analysis from MIDAS software 

 
Top reinforcement required for cantilever part of 

bridge deck is similar for both envelope cases from 
STAAD.Pro and MIDAS software. However, the 
bottom reinforcement for that structural element 
required by MIDAS Civil is lesser. This is due to 
moment of live loads cases from MIDAS is smaller and 
thus, affect the crack width design. For both 
reinforcement design at section B and C, shows that 
analysis from MIDAS Civil requires more 
reinforcement as compared to STAAD.Pro. This is due 
to shear resistance and serviceability check where the 
forces developed by MIDAS Civil software are higher 
compared to STAAD.Pro.  

 

CONCLUSION 
Comparison between STAAD.Pro and the MIDAS 

software showed that the analysis result of the box 
girder bridge from this two software have significant 
difference in the live load cases as compared to 
permanent load cases. Whereas, for the design results, 
the reinforcement used is similar for cantilever part of 
the slab but different for other parts of the box girder 
segment, in which, the MIDAS Civil requires more 
reinforcement. This shows that MIDAS Civil software 

developed more worst load case for live load in 
transverse analysis between the two software. The 
deviation of results between STAAD.Pro and MIDAS 
software were most probably due to the fact that, both 
software have different configuration of wheel load on 
the bridge deck. Nevertheless, both software are 
recommended to be used in the analysis and design of 
box girder bridge, as both software have proven to be 
effective as Computer Aided tools. Thus, it can be 
concluded that, the choices of software depend on the 
needs and what to be solved. As long as no errors in 
the evaluation of the response, other parameters are 
more important than the accuracy in the model, 
namely; user friendliness, verification and 
interpretation of results. It is also evident from the 
results, that there is a lack of established guidelines for 
modelling and verification. Such guidelines would 
simplify the work for engineers when establishing 
structural analysis models and set the foundation for 
common working procedures within the bridge 
engineering industry. 
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ABSTRACT 

 
Road traffic injuries tend to be more serious all over the world, as well as the number of road fatalities, serious 

injuries and disabilities is also increasing. Since speeding is one of the top causes of death and injury, the speed of 
motorcycle vehicles should be investigated in order to analyze the speed limit. The speed of motorcycle were 
observed at risk points on urban arterial road in Khon Kaen City. Then, the speed values were applied to determine 
the speed limit of motorcycle. As the results, the road in the study area should stipulate the speed limit of 
motorcycle at 60-70 km/h. At present, Thai law has limited the speed in urban areas at 80 km/h. This information 
will be valuable for the urban and transportation engineers and planners so as to forecast the speed limit of 
motorcycle vehicles in Khon Kaen city when a new road will be is designed in the future. 
 
Keywords: Speed, Motorcycle, Safety, Traffic injuries  
 
 
INTRODUCTION 

 
Traffic injuries tend to be increasingly serious all 

over the world, as well as the number of road fatalities 
and disabilities that is becoming a problem. 
According to Global Road Safety statistics of 2010, 
approximately 1.27 million deaths worldwide were 
caused by road accidents (3,479 people per day). If 
old defensive measures were still used, within 20 
years, road accidents could be the leading cause of 
deaths globally, and road safety problems are 
predicted to expand dramatically. By 2030, the road 
fatalities may rise up to 2.4 million deaths, inclusive 
with a possible increase from injury rates. As a result, 
road accidents will become the major cause of deaths, 
together with disabilities, and its rank will also 
changed from the 9th (in 1990) to the 3rd.[1] 

Thailand has the highest rate of traffic accident 
fatalities, also highest rate of motorized 2-or 3-
wheelers deaths. [2-8] Speeding is one of the most 
common causes of road accident in Thailand. [9] 
Prior to the speed study in Thailand, Bunjaweht and 
Sutiwipakorn (2006) stated that traffic accidents 
cause a mass of casualties and damage to citizens’ 
properties each year and can be considered as the 
underlying causes of deaths. Among many factors of 
traffic accidents was the speed of vehicles. Higher 
speeds of vehicles increase the risks of accidents. 
What is more? Fast speed intensifies the injuries and 
damage. In a pedestrian versus car accident, if a 
pedestrian is hit by a car at 64 kilometers per hour, the 
likelihood of his/her death is 90%, while a hitting car 
at 32 causes only a five-percent chance of the death. 
As can be seen, the decrease of the vehicular speed by 
1 can decrease the likelihood of deaths by 5%. The 
study conducted by U-rod and Udomsri (2006) 

disclosed that the means peak-hour speed of vehicles 
was 33.5 kilometers per hour, while the speed in 
Amphur Muang or inner ring roads was lower at 19.7. 
Based on the data of land use, the study also found 
that most of the areas were educational institutions. 

Khon Kaen City is a province with huge areas 
consisting also of government sectors and educational 
institutions. With its mass number of educational 
establishments, department stores and residences, 
there is the daily extensive use of private 
transportation with the drivers’ use alcohol and use of 
high speed frequently causing accidents. [12-13] 
Although, There will be traffic measures (speed 
camera, red-light running camera etc.). Therefore, 
this study of motorcycle speed (before/after) with 
effects of traffic measures on Mittraphap Road at 
Khon Kaen Urban to develop guidelines of speed 
limit for motorcycle in Khon Kaen City. 

Fig. 1 Traffic measures in Khon Kaen City 
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METHODOLOGY  
 

Data Collection by Observation 
 

In this study, there are 2 types of data sets. The 
secondary data included the spot speed of motorcycle 
riding on Mittraphap Road in Khon Kaen City in 2016 
[14-16] (28 points), whereas the primary data was 
collected from 1,555 motorcycle samples from the 28 
points (S01-S28) in 2017 along the Mittraphap Road 
(about 16 kilometers) in Khon Kaen city (as shown in 
Fig. 2 and Fig. 3).The free flow speeds of vehicles 
between 06.00 a.m. to 07.00 a.m. were collected by 
using a radar gun as shown in Fig. 4. 

 

 
Fig. 2 Study area 

 
 

 
 

Fig. 3 Example of a cross-sectional study area of 
Mittraphap Road in Khon Kaen City, Thailand   

 
 

Fig. 4 Observation by using a radar gun 
 
Sample description 
 
The spot speeds of motorcycle data in years 2016 – 
2017 are calculated into the means speed and 85th 
percentile speed (MC85th: 85th percentile speed of 
motorcycle (Km/h), MCm: means speed of 
motorcycle (Km/h)). In addition, comparisons were 
performed between the averages and the 85th 
percentile of private cars in 2016 (PC85th: 85th 
percentile speed of private cars (Km/h), PCm: means 
speed of private cars (Km/h)) as shown in Tables 1, 
2. Table 3 shows the physical characteristics of 
Mittraphap Road in Khon Kaen City. If the road’s 
cross-sectional area is wider, the speed of vehicles 
tends to increase. [15]  
 
Statistical Analysis 
 

Besides the descriptive statistics (means, 85th 
percentile), t-test was conducted to find the difference 
of data at 95% confidence level [17] by SPSS 
program. 
 
RESULTS AND DISCUSSION  

 
From the speed study of motorcycles at 28 spots in 
Khon Kaen City, Thailand from 2016 to 2017, the 
results showed that in 2016, the speed of 7.1% of 
motorcyclists was over 59 Km/h whereas in 2017 no 
motorcycle was found using speed of over 59 Km/h. 
The majority of riders (92.90%) used a speed range 
of 50 – 59 Km/h (as shown in Table 4 and Fig. 5), 
which is the speed range difference found in the 
studies in Vientiane, Lao PDR. and Phnom Penh, 
Cambodia where the means speed was 36 Km/h and 
35 Km/h, respectively. [14-15]  
 
 
 
 

N 
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Table 1 Motorcycle and private car speed data  

in year 2016 
 

No. MC85th 
(Km/h) 

MCm 
(Km/h) 

PC85th 
(Km/h) 

PCm 
(Km/h) 

1 101 64 84 50 
2 93 67 82 54 
3 101 69 93 61 
4 100 69 95 58 
5 95 67 84 55 
6 95 60 84 51 
7 72 60 65 52 
8 80 63 71 55 
9 87 69 69 51 

10 85 71 74 58 
11 98 68 89 58 
12 98 69 90 59 
13 86 71 74 57 
14 91 67 75 51 
15 76 63 68 52 
16 101 66 90 58 
17 92 63 77 50 
18 71 68 59 53 
19 75 73 64 57 
20 71 68 59 53 
21 95 59 78 51 
22 81 69 69 56 
23 85 60 70 47 
24 84 65 69 49 
25 92 70 79 57 
26 99 72 83 55 
27 86 58 74 50 
28 103 79 88 60 

Note: Motorcycle speed data by Jetsada Kumphong 
in 2016 
 
From Table 5, the comparison between motorcycle 
speeds in 2016-2017 shows the difference of the 
motorcycle speeds at 85 percentile at a significant 
level (p < 0.05). However, the means speeds of 
motorcycles of the 2 years were not different.  In 
addition, the speed comparison between vehicles and 
motorcycles indicates that the vehicle speed was 
different from motorcycle speed at a significant level 
(p < 0.001), as shown in Table 6, the study of speed 
differences between private car and motorcycle. The 
difference of speed means of private car and 
motorcycles in Vientiane, Lao PDR was 9 Km/h and 
in Phnom Penh, Cambodia it was 4 Km/h [14-15]. If 
there is speed difference between vehicles, it is likely 
that severe injuries from accidents may lead to death. 
[14, 16] 

 
 

 
 

Table 2 Motorcycle speed data in year 2017 
 

No. MC85th 
(Km/h) 

MCm 
(Km/h) 

1 64 52 
2 69 54 
3 64 50 
4 68 53 
5 67 52 
6 64 53 
7 63 53 
8 65 54 
9 64 52 

10 63 52 
11 66 54 
12 66 54 
13 65 54 
14 65 54 
15 65 55 
16 65 54 
17 61 52 
18 65 53 
19 60 51 
20 60 49 
21 58 49 
22 60 51 
23 65 53 
24 66 54 
25 66 56 
26 68 54 
27 62 54 
28 66 56 

 
 

Table 3 Descriptive Statistics of physical 
characteristics of Mittraphap Road  

in Khon Kaen City 
 

Independent Variables Mean 
Left safety strip width (m) 1.1 
Number of lanes 3.3 
Lane width (m) 3.8 
Roadway width (m) 13 
Conflict point (per 1000 m) 3.5 
Right safety strip width (m) 0.9 
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Table 4 Speeds of motorcycle in 2017 (N=1,555) 
 

Speeds of motorcycle Km/h 

MC 85th 53 

MC m. 65 

 
 

 
 

Fig. 5 The result of motorcycle speed study 
 in 2016-2017 

 
Table 5 Comparison between speeds of motorcycle in 
2016-2017 
 

 Difference t 
Mean S.D. 

2016MC85th  
- 2017MC85th 

2.4 4.8 2.6** 

2016MCm  
- 2017MCm 

1.1 3.9 1.7 

Note: *Significant at 90% confidence level, 
**Significant at 95% confidence level, 
***Significant at 99% confidence level. 
 
Table 6 Speed differences between private car and 
motorcycles 
 

 Difference t 
Mean S.D. 

2016PC85th  
- 2016MC85th 

22.4 10.2 11.6*** 

2016PCm  
- 2016MCm 

22.8 8.8 13.7*** 

2016PC85th  
- 2017MC85th 

24.8 9.2 14.2*** 

2016PCm  
- 2017MCm 

36.1 9.8 19.5*** 

Note: *Significant at 90% confidence level, 
**Significant at 95% confidence level, 
***Significant at 99% confidence level. 
 

Fig. 6 and Fig.7 illustrates the result of speed survey 
at 85 percentile and vehicle speed means in 2017. 
Based on the road line in the study area, the speed of 
vehicle all through the route (S1-S28) is nearly 
similar; at 85 percentile the speed range was 60-70 
Km/h (accept at S21 spot) and the speed  was 50-60 
Km/h (accept at S20-S21 spot). If adhered to 
engineering principle and speed limit of vehicle at 85 
percentile [18-19], the road in the study area should 
stipulate the speed limit of motorcycle at 60-70 Km/h. 
At present, Thai law has limited the speed in urban 
areas at 80 Km/h, which is applied to motorcycles and 
private cars.  
 

 
 

Fig. 6 The result of motorcycle speed survey at 85 
percentile in 2017 

 
 

 
 

Fig. 7 The result of motorcycle speed survey at 
means in 2017 

 
CONCLUSIONS  

 
The statistical analysis in this study showed 

statistically significant difference between the speed 
of cars and motorcycles at the confidence level of 
0.95. The speed limit should be lowered to less than 
80 Km/h, which is the current setting. The difference 
between the speed and mass of the two vehicles in the 
collision may lead to fatality of motorcyclists. 
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Additionally, the study of the motorcycles speed 
in 2016-2017, conducted during the implementation 
of traffic control measures (RLR camera, speed 
camera etc.) indicated no statistical difference 
between the two years. This study indicated the 
motorcycle speed limit at 85th percentile, which is 
based on traffic engineering principle. This research 
therefore proposes the use of a limit of 60 - 70 Km/h, 
so that the private car’s speed is reduced to approach 
the motorcycle speed. It should be noted that the 
speed limit for both motorcycles and private cars in 
Thailand is similar. The results of this study will be 
presented to those involved in this area for road traffic 
planning and prevention. 
 
RECOMMENDATION 

 
The law of Thailand that governs urban speed 

limits of cars and a motorcycle [20] is the same. As a 
result, fatality among motorcyclists is more likely 
than among motorists. In this regard, further studies 
should be conducted to determine the appropriate 
speed limit of each vehicle type for the relevant 
organizations to take into account in developing 
future policy or speed law enforcement.  
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ABSTRACT 

 
Recently, there has been growing interest in motorcycle safety in ASEAN countries. Laos has a high death of 

motorcycle riders and helmet wearing rates remain big problem. The aim of the present study was to reduce the 
severity of road accidents among student riders by studying the relationship between Lao students’ helmet use 
intention and other psychological factors based on the Theory of Planned Behavior (TPB) and to study the 
relationship between stages of change and processes of change among Lao students’ helmet use based on 
Transtheoretical Model and Stages of Change (TTM) which is a traffic psychology module including. Data was 
collected from 219 motorcyclists and analyzed using the Structural Equation Model (SEM), Theory of Planned 
Behavior (TPB), which is a traffic psychology module including attitude (ATT), subjective norm (SN) and 
perceived behavioral control (PBC). Also, Transtheoretical Model and Stages of Change (TTM) to analyze by 
Pearson Correlation. The results indicated that the TPB model and TTM, the actual behavior would be adapted by 
changing their intentions. The TPB model showed that PBC were significant. The outcome of this study will be 
presented to authority for planning road safety in Lao PDR.      
 
Keywords: Helmet, Motorcycle, Safety, Traffic injuries  
 
 
INTRODUCTION 

 
Motorcycles are used for transportation and sport 

activities in ASEAN countries. The correlation 
between high fatality rates, among motorcyclist, and 
low helmet use illustrate the problem. [1-6] 

Japan has been successful in helmet law 
enforcement with a high helmet wearing rate. Unlike 
Japan, Laos has a high death rate from traffic 
accidents per 100,000 population with low helmet 
wearing rate and insufficient helmet law enforcement, 
also highest rate of motorized 2-or 3-wheelers deaths 
as shown in Fig. 1 and Fig. 2. [6]  

Vientiane City is a big city consisting of many 
educational establishments, hospitals, department 
stores, and residences; there is thus an extensive use 
of motorcycle transportation on city. The average 
number injury on the road is 1,734/year, the average 
number severe injury on the road is 209/year, the 
average number breaths on the road is 161/year. [7] 
However, many riders do not wear helmets while 
driving (the helmet wearing rate is 60% [5]).  

Vientiane City has been promoted that helmet use 
campaign and distributing 1,000 helmets to student 
rider on August 31, 2016. [8] The tow-wave panel 
design was applied on city, with a 1-year interval 
between waves. The first set of data were collected in 
2016 (before- helmet use campaign). The second 
phase of data collection was done in 2017, under the 
campaign for motorcyclists to wear helmets and for 

road users to conform to traffic rules. This research 
investigated how to reduce the severity of road 
accidents among student riders by studying the 
relationship between students’ helmet use intention 
and other psychological factors based on the Theory 
of Planned Behavior (TPB), Transtheoretical Model 
and Stages of Change (TTM). 

 
 

 
 

Fig. 1 Trends in reported road traffic deaths 
in Lao PDR. [6] 
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Fig. 2 Deaths by road user category 

in Lao PDR. [6] 
 

 
METHODOLOGY  

 
Data Collection by Observation 
 

The questionnaire survey (as show in Fig. 3) 
which examined direct measurements followed the 
principles of TPB (Table 1.) [9-13], while TTM was 
used for investigating states of chances (Fig.4; Table 
2, 3 and 4). [14-15] 

 

 
 

Fig. 3 Observation by questionnaire 
 

 
Fig. 4 Proposed study framework by TTM 

 

 Therefore, we employed the TPB to explain 
intention of helmet use. Accordingly, we proposed 
the following hypotheses: 

 
H1: Attitude (ATT) variable is positively related to 
the intention of helmet use. 
H2: Subjective norm (SN) variable is positively 
related to the intention of helmet use.  
H3: Perceived behavioral control (PBC) variable is 
positively related to the intention of helmet use.   
H4: Intention (IN) variable is positively related to the 
helmet use behavioral variable.  
H5: Perceived behavioral control (PBC) variable is 
positively related to the helmet use behavioral 
variable.  
 
Based on the aforementioned literature review, 
following are our study models and hypotheses (Fig. 
5).  
 

 
 

Fig. 5 Proposed study framework by TPB 
  

Statistical Analysis 
 

The analysis of the results was divided into three 
parts adapted from Kumphong J. et al. (2017). 
Overall, the model fit was evaluated against the 
number of recommended fit statistics and fit indices 
based on Hair et al. (2010).The first analysis was a 
factor analysis on latent variables (attitude (ATT), 
subjective (SN), perceived behavior control (PBC) 
and intention (IN)) from the questionnaire. Reliability 
of the latent variables was analyzed by Cronbach’s 
alpha. All variables were analyzed based on TPB by 
confirmatory factor analysis (CFA). The second part 
used the Structural Equation Modeling (SEM) to 
analyze all variables. Respondent’s factors (ATT, SN 
and PBC) were positively related to the behavioral 
intention of helmet use on campus. The final part was 
the analysis of the results by TTM using Pearson 
Correlation at 95% confidence level. 
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Table 1 TPB concepts and scales 
 

Item Scoring M SD 
Attitude (ATT)    
ATT1 Wearing a helmet, it 
would be  

1 = Bad : 5 = 
Good 4.71 0.73 

ATT2 Wearing a helmet, it 
would be  

1 = Unsafe:  
5 = Safe 4.72 0.73 

ATT3 Wearing a helmet, it 
would be  

1 = Harmful : 
5 = Beneficial 4.62 0.81 

ATT4 Wearing a helmet, it 
would be  

1 = Unlikely 
: 5 = likely 4.68 0.78 

Subject norm (SN)    
SN1 Most of my friends 
wear a helmet when 
driving... 

1 = disagree  
: 5 = agree 4.18 1.05 

SN2 Most of peoples wear a 
helmet when driving... 

1 = disagree  
: 5 = agree 4.12 1.02 

Perceived Behavioral 
Control (PBC)    

PBC1 I believe I have the 
ability to wear a helmet. 

1 = disagree  
: 5 = agree 4.65 0.66 

PBC2 I can wear a helmet 
even if the other do not. 

1 = disagree  
: 5 = agree 4.50 0.84 

PBC3 I can wear a helmet 
even if there is no police on 
the street. 

1 = disagree  
: 5 = agree 4.48 0.90 

PBC4 I am confident that I 
could wear a helmet.  

1 = disagree  
: 5 = agree 4.52 0.74 

Intention (IN)    
IN1 Next 3 months, I will 
wear a helmet when 
driving......  

1 = disagree  
: 5 = agree 4.46 1.05 

IN2 Next 3 months, I want 
wear a helmet when 
driving... 

1 = disagree  
: 5 = agree 4.56 0.86 

IN3 Next 3 months, I intent 
wear a helmet when 
driving......  

1 = disagree  
: 5 = agree 4.39 1.03 

Self-report behavioral (B)    
B How often you wear a 
helmet when riding...  

1 = Never 
: 5 = Always 4.39 0.82 

 
 

Table 2 Stages of change concepts  
 

Stages of change Wearing helmet 
Precontemplation 

stage 
Wearing helmet is not 
an important behavior 

Contemplation stage Wearing helmet is an 
important behavior 

Preparation stage Wearing helmet is a 
behavior that I should 
do 

Action stage I often ware helmet 
Maintenance stage I have been wearing 

helmet more than a 
year 

 
 
RESULTS AND DISCUSSION  
 
Demographic Data of the Sample  
 

The study of helmet wearing behavior change was 
done by the questionnaire survey from 219 student 
motorcyclists (80% male and 20% female), whose 

average age was 21 years old. 51% had a driver’s 
license, and the average riding experience was 7 
years. The interesting point founds were: the average 
of 1 time of a crash of participants, 27% had not 
experienced any accident, only 7% experienced 
property loss and damage, and 56% were involved in 
minor injuries whereas only 10% had severe injuries. 
 

Table 3 Processes of change concepts and scales 
 

Processes of change 
concepts 

Item M SD 

Experiential process    
PC1-The activities let 
me know and learn 
importance of wearing  

1 = disagree  
: 4 = agree 3.50 0.54 

PC2- The activities 
make me feel that not 
wearing helmet is a risk  

1 = disagree  
: 4 = agree 3.21 0.86 

PC3- The activities 
make me realize that 
wearing helmet is an 
important thing for me  

1 = disagree  
: 4 = agree 3.60 0.60 

PC4- The activities 
make me realize that 
wearing helmet is an 
important thing to do in 
the society  

1 = disagree  
: 4 = agree 3.54 0.56 

PC5- The activities 
make me realize that 
social norm is 
supporting wearing 
helmet 

1 = disagree  
: 4 = agree 3.47 0.57 

Behavioral process    
PC6- The activities 
make me interested to 
wear helmet  

1 = disagree  
: 4 = agree 3.37 0.62 

PC7- The activities 
make me remembrance 
of wearing helmet when 
riding motorcycle   

1 = disagree  
: 4 = agree 3.51 0.57 

PC8-The activities let 
me meeting those who 
always wear helmet  

1 = disagree  
: 4 = agree 3.17 0.65 

PC9-The activities 
support me to wear 
helmet  

1 = disagree  
: 4 = agree 3.43 0.61 

PC10-The activities 
make me feel that 
wearing helmet is 
useful 

1 = disagree  
: 4 = agree 3.58 0.61 

 
 
Validity of measurement TPB model 
 

The results of reliability and validation estimation 
were presented in Table 5. They show that all values 
of reliability and validation followed a good rule of 
internal consistency and rule of thumb, suggesting 
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adequate convergence. In other words, Cronbach’s α, 
refers to consistent answers from identical group 
questions (e.g., Items for SN measure) of the 
respondents. The values threshold of 0.7 is 
acceptable. As a result, these values indicate latent 
variables of TPB model, which are good reliable 
representative values to explain the model. Table 6 
shows that all latent variables (ATT SN and PBC) 
correlated with the IN variable at 0.1% level of 
significance.  
 

Table 4 Decisional balance concepts and scales 
 

Decisional balance 
concepts 

Item M SD 

Pros    
P1-Increase safety 1 = disagree  

: 5 = agree 4.73 0.59 

P2-Reducing accident 
injury  

1 = disagree  
: 5 = agree 4.68 0.64 

P3-Sun/ dust/ insect 
protection 

1 = disagree  
: 5 = agree 4.69 0.61 

P4-Police enforcement  1 = disagree  
: 5 = agree 4.69 0.63 

Cons    
C1-Reduce visibility 1 = disagree  

: 5 = agree 3.56 1.06 

C2-Prevent hearing 1 = disagree  
: 5 = agree 3.60 1.04 

C3-Hot and 
uncomfortable 

1 = disagree  
: 5 = agree 3.06 1.34 

 
 
Table 5 Exploratory factor analyses of model  
 
TPB 
items 

 Factors 
 1 2 3 4 

 α 0.914 0.675 0.767 0.756 

1. ATT ATT1 0.863    

 ATT2 0.901    

 ATT3 0.864    

 ATT4 0.869    

2. SN SN1  0.861   

 SN2  0.824   

3. PBC PBC1   0.715  

 PBC2   0.745  

 PBC3   0.782  

 PBC4   0.700  

4. IN IN1    0.799 
 IN2    0.812 
 IN3    0.801 
- Not relevant; Factor loadings > 0.7; (KMO = 0.806, p < 
0.001)  
 
 
 

Table 6 Reliability scales and correlation matrix TPB 
model  
Factors No. 

of items 
1 2 3 4 

1.ATT 4 1    
2. SN 3 0.234* 1   
3. PBC 3 0.457** 0.476** 1  
4. IN 3 0.257** 0.196* 0.465** 1 
 - Not relevant; ** Significant at 0.1% level; * Significant 
at 5% level 
 
Test of a structural TPB model 

 
We present the indexes in Structural Equation 

Model and factors influencing the indexes with 
standardized path coefficients. The most often 
indicated number of recommended statistics and 
indices in Tables 7 and 8 are fitted for the SEM based 
on Hair Jr et al. (2010). Therefore, the model fits 
between the theoretical constructs and observation 
constructs. We carried out SEM for independent TPB 
and extended TPB models. 

Fig. 6 shows the result of structural models with 
standardized path coefficients for TPB model. The 
TPB model fit could pass a number of recommended 
fit indices. TPB model could explain 22% of variance 
for helmet use intentions and 26% of variance for 
helmet use behavior. From the TPB model, PBC were 
found to positively and significantly correlate with 
the helmet use intention (IN). PBC was the most 
significant and highly influential factor; it is the 
ability to regulate behavior intention. In addition, the 
TPB model indicated that PBC positively and 
significantly correlated with the helmet use behavior.  
 

Table 7 Explanatory power and fit index of models. 
(N=219) 

Model fit Recommended 
value 

Model 

χ2/df < 3.0 1.97 
GFI  > 0.90 0.917 
CFI > 0.90 0.945 

RMSEA  < 0.08 0.067 
 
 

Table 8 SEM results of model. (N=219) 
 

Paths Coefficients (β) p-value Hypothesis 
Supported 

ATT → IN (+) 0.005 0.953 No 
SN → IN (+) -0.037 0.715 No 

PBC → IN (+) 0.488** <0.001 Yes 
IN → B (+) 0.528 0.201 No 

PBC → B (+) 0.555** <0.001 Yes 
- Not relevant; ** Significant at 0.1% level; * Significant at 
5% level 
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Fig. 6 Structure of TPB model of motorcyclists’ 

helmet use on city 
 
Test of a TTM structural  
 

Fig. 7 shows the percentages of helmet wearing 
changes during the time measures were taken such as 
helmet wearing campaign. The proportion of riders’ 
helmet use was found to increase. Use of campaign 
for support affected the rate of helmet wearing 
intention more than other measures.  

Table 9 shows that all processes of change 
variables (PC1-PC10) correlated with the stages of 
change variable at 0.1%, 5% level of significance. In 
addition, the result indicated that PC7 and PC8 
positively and significantly correlated with the stages 
of change. On the other hand, the result found that 
pros and cons factors non-significant with the stages 
of change variable. 

 
 

 
 

Fig. 7 Percentages changes in helmet wearing 
intentions 

 
The results of this study agree with the previous 
studies of helmet wearing behaviors among students 
in Khon Kaen, Thailand and students in Ho Chi Minh, 

Vietnam. SN and PBC influenced the intention to 
wear helmet since SN occurred from social pressure 
while PBC occurred from oneself or one’s own 
decision [9-10]. In our study, the attitude factor 
affected helmet use intention at a statistically 
significant level. This differs from previous research. 
When considering TTM for investigated to helmet 
wearing intentions, it was possible that measures 
taken to encourage helmet use could increase 
motorcyclists’ intention to wear helmet.   
 
Table 9 Correlation between the stages of change and 
processes of change 
 

Factors Pearson 
Correlation 

Sig. 

PC1 0.070 0.304 
PC2 -0.051 0.450 
PC3 0.027 0.695 
PC4 0.128 0.059 
PC5 0.002 0.979 
PC6 0.108 0.109 
PC7 0.158* 0.019 
PC8 0.169* 0.012 
PC9 0.046 0.494 
PC10 0.122 0.071 

    - Not relevant; ** Significant at 0.1% level; * Significant 
at 5% level 
 
CONCLUSIONS  

 
According to the TPB and TTM, the actual 

behavior would be adapted by changing their 
intentions. The result showed that PBC were 
significant factors for TPB, TTM. The traffic 
psychological factors are consistent with intention to 
wear helmet among student riders. Behavior change 
could occur after helmet use campaign. The results of 
this study will be presented to those involved in this 
area for road traffic planning and prevention.   

Motorcycle riders are required to follow the 
instructions shown below, for suggest some concrete 
transport measures based on this research output. 
 1) Implement city road safety action plan (Helmet 
use 100%). 
 2)  Set up the safe motorcycle riders in city areas.  
 3)  Helmet law enforcement by CCTV camera 24 hr. 
[17-18]  
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ABSTRACT 

 
Elderly mobility is a challenging problem for the aging society in the developing countries and psychological 

factors play a major role to understand their mode choice behavior. This paper proposes an integrated model 
combining psychological factors according to the Theory of Planned Behavior (TPB) and Technology Acceptance 
Model (TAM) to explain the elderly' intention of using the planned Light Rail Transit system (LRT) in Khon Kaen 
city, Thailand. A sample of 340 participants was administered a questionnaire survey that measured a series of a 
construct based on TPB and TAM. Structural equation models (SEM) technique is used to test causal structure of 
the models. The results showed that attitude and subjective norm were all positively significant effect on elderly' 
intention, an especially subjective norm. The recognition that the system is easy to use and beneficial to travelers 
are important motivational factors behind. The implications of outcomes of this study help to understand elderly 
mobility and some effective ways can trigger traveler' intention to use LRT are discussed. in developing countries 
are discussed. 
 
Keywords: Light Rail Transit system, Theory of Planned Behavior, Technology Acceptance Model, Elderly, Ageing 
society.  
 
 
INTRODUCTION 

 
Thailand is currently experiencing a rapid 

increase in the aging population. In 2014, Thailand 
had a high proportion of the elderly population, 
accounting for 14.9% of the total population [13]. 
According to a survey in 1994, the proportion of the 
elderly was 6.8% and increased to 9.4%. 10.7 and 
12.2 percent in 2002, 2007 and 2011, respectively, 
due to the trend of population change. The elderly 
population is an important group and needs to pay 
attention and provide daily life support facilities. 
 The role of the elderly in the family today. Show 
that most elderly also want to help their children or 
family in various activities. As can be done especially 
in families with few members. these things play a role 
in every family. In addition to playing a role in the 
mission - responsible for family housework and also 
plays a role in earning money. And a career as well. 
Although they are very aged. The needs of the elderly 
in depth is "I do not want to burden myself with my 
family". 
 Some elderly people rely on themselves for using 
public transit for daily activities. Older people are 
experiencing difficulties in using public transit 
services that are not able to meet the needs of the 
elderly and obstructing the elderly in accessing 
services. Due to there are no policies that focus on the 
provision of public transit for the elderly. Therefore, 
the purpose of this paper aims to study the 
concept/factor of the elderly' intention to use public 
transit. 

 The way to encourage public transit still based 
policy goals of transportation management system. 
To achieve this goal, one important step is to 
understand mode choice behavior of traveler. The 
choice of transportation mode (private vehicle, public 
transit) is an individual tendency that is considered 
important in policy-making decisions. The recent 
work in choice models has emphasized the 
importance of the explicit treatment of psychological 
factors affecting decision-making for example [4], 
[11]. A guiding philosophy in these developments is 
that the incorporation of psychological factors leads 
to a more behaviorally realistic representation of the 
choice process, and consequently, better explanatory 
power [3]. Many researchers have used various 
techniques to explicitly capture psychological factors 
in choice models. Psychological behavior theories in 
modal choice are the Theory of Planned Behavior; 
TPB, as in [1] and the Technology Acceptance 
Model; TAM, as in [8] 
 The theory of planned behavior (TPB) is a well-
researched model which is a social psychological 
model that has been successfully used to predict a 
wide range of human intentions [1]. An individual’s 
behavior can be predicted by the behavioral intention. 
The constructs of theoretical include attitude toward 
the behavior, based on perceptions of a favorable or 
unfavorable evaluation on the consequences of 
action, subjective norm, the belief about perceived 
social approval for the action, and perceived 
behavioral control, people’s perceptions of the ability 
to perform a given behavior [1], [2] 
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 The TAM introduced by [8] is "one of the most 
referred theoretical frameworks to predict the 
acceptance and use of new format of technology" 
[16]. A TAM construct includes, Perceived ease of 
use is defined as the degree that using a specific 
technology will be free from effort and Perceived 
usefulness defined as the perceived degree to which 
an individual believes that is using a specific service 
or system will improve his or her task performance. 
Additionally, perceived ease of use has an indirect 
effect through perceived usefulness and attitude on 
intention, Perceived usefulness directly influences 
intention to use technology. 
 Both of TPB and TAM have been found to 
provide consistently superior explanations and 
predictions of human behavior [5], [6], [15], [16]. 
Besides, the combination of TPB and TAM can 
adequately define an individual’s behavior with 
regard to use new technology. For example, the 
combined TAM and TPB model has been empirically 
applied to examine switching intentions toward 
public transit [5] and to examine factors affecting the 
adoption of Internet banking in Tunisia [16]. 
 This paper, therefore, proposes an integrated 
model combining psychological factors according to 
the Theory of Planned Behavior (TPB) and 
Technology Acceptance Model (TAM) to examine 
the effects of psychological factors to explain the 
elderly' intention of using the planned Light Rail 
Transit system (LRT) in Khon Kaen city, Thailand. It 
is a high expectation that understanding the factors 
influencing traveler mode choice intentions will be 
useful in designing effective strategies to promote the 
use of LRT in the study area. 
 
METHODOLOGY  

 
Conceptual Framework  

 
This study proposes an integrated model 

combining TPB and TAM as shown in Figure 1. This 
hypothesized model is based on theory and/or 
previous analytic research. 

 
 

Fig. 1 This is a theoretical framework of this study. 
 

Study Area 
 
Reducing private vehicle use and encouraging public 

transit use are an issue of immense concern for most 
cities around the world. In Khon Kaen city, Thailand, 
the LRT is planned to operate to solve traffic 
problems in the city. The LRT is a new public transit 
system which has specific lanes, uses electric energy 
that will provide environmental friendly, convenient 
and standard service. According to the plan, there are 
five LRT routes covering the urban area of the city. 
In figure 2, the red line is the main transit route and 
has 16 stations along the north-south of the main 
highway running through the city [14]. 
 

 
 

Fig. 2  Light Rail Transit system planning location 
in Khon Kaen City. 

 
Participants, Procedure and Measures  
 
Participants are the people who travel and live in 
communities near Mittraparb road-the main highway. 
The target of study is to explore the opinion of 
traveler about the LRT Project on the main route-the 
Red Line. The introduction and presentation about the 
planned LRT system are carried out before asking the 
participants to complete the questionnaires. Finally, a 
total of 340 participants were completed. Participants 
in the study were composed of 51% male and 49% 
female. Majority of the respondents was between 51 
and over years old, which was 62.5% of the total 
respondents as shown in Table 1. 
 
Table 1 This is sample demographics 
 

  Frequency Percentage 
(%) 

Gender Male 173 51.0 
 Female 167 49.0 

Age Under 40 33 10.0 
 41-50 93 27.5 
 51-60 139 41.0 
 61 and over 73 21.5 

career Government 
officer 

45 13.0 

 Housewife 108 32.0 
 Entrepreneur 95 28.0 
 Unemployed 92 27.0 
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The questionnaire contains two sections. The first 
part of the questionnaire asks the socioeconomic and 
demographic characteristics were measured in terms 
of gender, age, income, and existing mode. The 
second part consists of items for psychological 
measures according to TPB and TAM. All the items 
are measured by using a five-point Likert scales 
ranging from 1 (strongly disagree) to 5 (strongly 
agree) that were used to examine participants 
responded. The questionnaire with all the measures 
under investigation was designed based on an 
extensive review of the literature. The initial version 
of the questionnaire was then refined through with a 
focus group. Based on group members' suggestions 
on any confusing items in the questionnaire, some 
items were moderately re-worded. The questionnaire 
examined the variables according to TPB and TAM 
as shown in Table 2. Descriptive statistics and 
Cronbach alpha coefficients were calculated for all 
measures in a model. Table 2. reports the number of 
items, means, and standard deviations. All Cronbach 
alpha values are greater than 0.7 - suggested 
minimum acceptable level of Cronbach alpha, as in 
[9] indicating that internal consistency is acceptable. 
 
Table 2 This is psychological constructs and their 

indicators 
 

Constructs 
No. 
of 

Item 
Mean SD Cronbach's 

alpha 

Intention 3 4.30 0.71 0.87 

Attitude 4 4.51 0.56 0.82 
Subjective 

Norm 3 4.30 0.72 0.86 

Perceived 
Behavioral 

Control 

 
3 

 
4.34 

 
0.58 

 
0.70 

Perceived 
Usefulness 3 4.46 0.60 0.77 

Perceived 
Ease of use 3 4.33 0.66 0.77 

 
As show in Table 3 illustrated intercorrelations for all 
variables.  
 
Table 3 This is a correlation among constructs 
 

  INT ATT SN PBC PU PE 
INT 1      
ATT .64** 1     
SN .65** .66** 1    

PBC .51** .58** .63** 1   
PU .37** .53** .57** .59** 1  
PE .47** .53** .56** .63** .52** 1 

Note: ** Is correlation is significantly at the 0.01 
level (2-tailed) 

 
Data Analysis 
 
According to the frameworks of this study, as shown 
in Figure 1, a measurement model is first estimated 
using Confirmatory Factor Analysis (CFA) to test 
whether the data fit a hypothesized measurement 
model. The Structural Equation Modeling (SEM) 
technique is then utilized to examine the model fit and 
test causal structure of the proposed model. This 
study uses AMOS 22.0 to evaluate model fit and the 
significance of the hypothesized paths. The fit of the 
conceptual models to the empirical data is assessed 
with the Chi-square ( 2χ ) statistics, Degree of 
freedom (df), The root means square residual (RMR), 
Standardized Root Mean Square Residual (SRMR) 
and the root mean square of approximation 
(RMSEA). 
 
RESULTS AND DISCUSSION  
 
Measurement Model 
 
According to the goodness-of-fit indices from the 
CFA results, the measurement model was 
parsimonious. The Chi-square statistic ( 2χ = 109.72, 
df = 74) was significant. The GFI (0.95) was greater 
than the recommended value of 0.9. The root-mean-
square error of approximation (RMSEA) was 0.043, 
which is less than 0.08 (Hair et al., 2006). 
 
Structural Equation Models 
 
There are two SEM models developed in this study to 
reveal traveler intention to use LRT. The first SEM 
model is guided by TPB (Model 1) and the second 
models combine TPB and TAM (Model 2) as shown 
in Figure 3 and 4, respectively. The fit measures 
indicate that the proposed model moderate to well fits 
the observed data. The two models accounted for 61-
63 % of the variance of intention. The combining 
model as shown in model 2 has a slightly increased 
variance of mode choice intention from model 1. And 
Notes that *p < 0.05, **p < 0.01, ***p < 0.001 

 
Fig. 3 This is an estimated model 1. 
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Fig. 4 This is an estimated model 2. 

 
Figure 3. and 4. shows the estimated model in this 

research. In model 1, the estimated value of the 
standardized coefficients in model shows that attitude 
and subjective norm have a positive influence on 
Intention, but perceived behavioral control show the 
opposite effect. Attitude (0.45) appears to be the most 
influential factor of Intention followed by subjective 
norm (0.44) and perceived behavioral control (-0.07). 
The regression weight for PBC in the prediction of 
intention is, however, not significantly different from 
zero at the 0.05 level (two-tailed).  

In model 2 the estimate's value of the standardized 
coefficients in model shows that most variables from 
TPB and TAM are positive and significant. The 
results have changed from Model 1. According to 
their strength, subjective norm (0.55) appears to be 
the most influential factor of Intention followed by 
attitude (0.48) and perceived behavioral control (-
0.18) and the regression weight for PBC also not 
significantly. A perceived ease of use is found to be 
significantly and positively associated with perceived 
usefulness (0.63) and attitude toward LRT (0.40). 

The results reveal that traveler intention is mainly 
influenced by SN and ATT - especially subjective 
norm. The positive relationship implies that the more 
the traveler has a positive attitude toward LRT and 
the more they perceived social pressure to use a 
system, they are more likely intend to use LRT. The 
result is confirmed with the studies by [5], [10] show 
the subjective norm is the most influential factor on 
traveler' intention to uses public transit. It is noticed 
that in Asian countries, an age of traveler is involved 
in intention. however, samples are mostly elderly, and 
they focus on people who are important to them 
greater than Self-determination. This result shows 
that also consistent with the nature of Thai culture as 
socialism elderly society. 

Besides, this study also found that perceived ease 
of use and perceived usefulness appeared to have a 
significant effect on attitude. In other words, belief 

underlying attitude has come from the perceived ease 
of use and usefulness. For example, if the 
accessibility to LRT station (walkway, Parking) is 
easy, the information board/Station name is easy to 
understand and clear vision, using the function of 
ticket system (ticket machine, ticket seller) is easy, 
the traveler will have positive attitude to the system 
and more likely intend to use the system. A plausible 
explanation is that perceived ease of use and 
usefulness might often indicate its influence on the 
intention through the mediator of attitude. Therefore, 
the LRT planner should take this information to raise 
intention by focused on the subjective norm coupled 
with attitude accounted when planning the LRT 
system for elderly. 

 
CONCLUSIONS AND RECOMMENDATIONS 
 

This study has proposed an integrated mode 
choice model consisting of the theory of planned 
behavior and a technology acceptance model, to 
examine elderly' intentions toward public transit in 
the context of the introduction of a new transit system 
in a study area. The results showed that the models 
accounted for a significant part of the variance in the 
intention to use LRT. Combining TPB and TAM 
model has a slightly increased variance of mode 
choice intention from only TPB model. Subjective 
norm and attitude are influential factors to LRT 
choice intention. The perceived ease of use is the 
motivation component underlying favorable attitude.   

Since TAM is an important motivational factor 
behind attitude and behavioral intention, some 
effective ways can trigger traveler’ intention to taking 
LRT are suggested. For example, a suitable electronic 
ticket system - easy to use, easy to understand. Apart 
from that is service of staff, LRT schedule (service 
frequency) and accessibility physical location of the 
station (universal design) should focus on safety as 
well. 

The results from the LRT intention model of the 
elderly showed that in addition to the strategic 
planning from the conceptual framework, in addition 
to the focus on social strategy planning from 
psychological factors have come out. Another issue 
that should be considered is the provision of public 
transit for the elderly. If we consider the real current 
situation, it is found that elderly people have 
problems in using public transit services such as 
accessibility, Security issues, Lack of facilities, not 
on time, a frequency of service, a problem of system 
information, routes are not covered and not linked to 
other public transit systems [12].  

However, the relevant government agencies do 
not give priority to the policy of allocating public 
transit to the elderly. The main reason is that Thailand 
is paying attention to other issues. The organization 
responsible for managing public transit services 



SEE - Nagoya, Japan, Nov.12-14, 2018 

632 
 

lacked understanding about the elderly. It is difficult 
to push the elderly policy into concretely. 
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ABSTRACT 

 
Many confirmed cases of water leakage occur from the gap between the high column and the floor slab of a 

bridge. Although the gap is not classified as deterioration, some restoration for the gap is required. If the water 
circulation from the leakage in the crack is insufficient, deterioration of the reinforced concrete becomes faster 
than expected. Even though this is not an urgent issue, an affordable countermeasure is needed. In this study, the 
applicability of bio-grout using microbial metabolism for crack repairs was investigated. Bio-grout is a repair 
material using microbial metabolism, mainly based on water. Therefore, bio-grout is expected to penetrate cracks 
more easily due to a capillary tension that is quite different from conventional inorganic or organic grout. 
Therefore, it is unnecessary to press fit the grout into cracks, and this grout is environmentally friendly. This study 
examined the mixture proportion of the bio-grout used to produce a significant amount of calcium carbonate. 
Further, the precipitation amount of calcium carbonate was investigated via sedimentation analysis using a 
geochemical code. The simulation model based on the geochemical code successfully reproduced, the precipitation 
amount of calcium carbonate with reasonable precision. 
 
Keywords: Grout, Calcium carbonate, Calcite, Microbial metabolism 
 
 
INTRODUCTION 

 
In Japan, post-war reconstructed bridges are 

currently in a state of deterioration, and restoration 
is required. However, the municipalities in Japan are 
in severe financial straits; hence, allocating a 
sufficient budget for repair expenses is difficult and 
thus, sufficient repair measures for all bridges are 
unattainable.   

Although not classified as deterioration, many 
reported cases of water leakage occur from the gap 
between the high column and the floor slab of a 
bridge; it is not a pressing matter, but restoration 
plans and action are required. Due to inadequate 
water circulation in the crack, the deterioration of the 
reinforced concrete progresses faster than expected. 
Therefore, some low-cost countermeasures are 
required. 

A conventional crack-repairing method is to fill 
the crack with epoxy resin via press fitting, which is 
laborious and expensive, mainly due to the material 
cost. It may also cause a leakage of the grout and 
produce a pervasive smell. Therefore, a method of 
repairing gaps and cracks using naturally derived 
bio-grout is proposed herein. In previous studies, 
calcium carbonate was precipitated from bio-grout, 
but that was not enough to repair the gaps. [1]-[9] 

The purpose of this research is to design a repair 
model using a geochemical code to develop a more 
optimal blending condition. [10] 
 
 
MATERIALS AND METHOD 

 
Bio-grout formation comprises two reactions: 

biological and chemical. The former involves 
microorganisms consuming nutrients and releasing 
carbon dioxide, whereas the latter involves 
producing calcium carbonate from the generated 
carbon dioxide reacting with a calcium source. The 
chemical reactions can be simulated using 
PHREEQC, and they are outlined as follows: 
 
C𝑂𝑂2 + 𝐻𝐻2O ⇄  𝐻𝐻2𝐶𝐶𝑂𝑂3                                         (1) 

 
𝐻𝐻2𝐶𝐶𝑂𝑂3 ⇄  𝐻𝐻𝐶𝐶𝑂𝑂3−  +  𝐻𝐻+                                       (2) 

 
𝐻𝐻𝐶𝐶𝑂𝑂3− ⇄   𝐶𝐶𝑂𝑂32−  +  𝐻𝐻+                                        (3) 

 
𝐶𝐶𝐶𝐶2−  +  𝐶𝐶𝑂𝑂32−  ⇄   𝐶𝐶𝐶𝐶𝐶𝐶𝑂𝑂3                                   (4) 

 
In producing bio-grout, we referred to the 

reaction condition as shown in Table 1. [1] 
The buffer is added here because of the 
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precipitation of calcium carbonate is a reversible 
reaction, and as the pH decreases, calcium carbonate 
dissolves, as shown in Eq. (4). Therefore, to 
maintain the production of calcium carbonate, 
Tris(hydroxymethyl) aminomethane (THAM) is 
added to capture the released protons to induce more 
carbonate ion (refer to Eq. (2) and (3)).  

 
Table 1 Formulation of bio-grout as reference. 

 
 Materials Con. 

Microbe Saccharomyces        
  Cerevisiae 

9.0 g/L 

Nutrient D-glucose 0.10 M 
Calcium  Calcium acetate 0.05 M 
Buffer Tris(hydroxymethyl)   

aminomethane 
0.5 M 

Note: The pH was set to 9.0 and the experimental 
temperature was 20°C. 
 
 
Experiments with Bio-grout 

 
In this study, the type of microbe and nutrient 

used were fixed. The calcium source, buffer 
concentration, pH adjuster of the buffer, and reaction 
temperature were varied.  

Table 2 shows the condition of the bio-grout. 
Table 3 lists the conditions of the experiments.  
 
Table 2 Proposed formulation of bio-grout. 
 

 Materials Con. 
Microbe Saccharomyces cerevisiae 6.0 g/L 
Nutrient D-glucose 0.4 M 
Calcium Calcium lactate 0.2 M 
Buffer Tris(hydroxymethyl)-   

aminomethane 
Varied 

 
Table 3 Different experimental conditions using the 

components from Table 2. 
 

 Con. of THAM Temp.  
Case 1 - 25°C 
Case 2 - 40°C 
Case 3 0.3 M THAM 25°C 
Case 4 0.3 M THAM 40°C 
Case 5 0.75 M THAM 25°C 
Case 6 0.75 M THAM 40°C 

 
The experiment began by adding the pH adjuster 

into the buffer solution to set a specific pH. 40 mL 
of the buffer solution was taken into a conical tube, 
to which D-glucose and calcium source were added. 
Next, baker’s yeast (S. cervisiae) was added. 

Following this, the mixture was kept at a constant 
temperature. Finally, the pH and the amount of 
calcium carbonate thus produced were measured.  

pH change and crystal appearance confirmed the 
precipitation of calcium carbonate, and the 
precipitation amount was measured. Further analysis 
of the obtained crystals was done via X-ray 
diffraction (XRD) to examine the crystal structure. 

 
 

RESULTS AND DISCUSSION 
 
Experimental Results 

 
From Fig. 1 and Fig. 2, the pH remarkably 

decreased over time in Cases 1, 2, and 4.  
 

 
 
Fig. 1 pH change trends for different experimental 

cases when the reaction was maintained at 
25°C. 

 

 
 
Fig. 2 pH change trends for different experimental 

cases when the reaction was maintained at 
40°C. 

                      
Adding THAM resulted in a gentler pH change. 

Figures 1 and 2 show that the higher the 
concentration, the slower the pH change. For 
example, when the temperature was 40°C, the 
concentration of carbon dioxide increased and many 
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protons were generated because the microbes 
breathed more actively thereby producing more 
carbon dioxide. Figure 2 shows that using only 0.3M 
THAM resulted in a thin concentration and 
insufficient effect. However, 0.75M THAM was 
effective. 

In Cases 1 and 2 where the buffer was not 
introduced, calcite and aragonite, which are crystals 
of calcium carbonate, did not precipitate (Figs. 3 and 
4). 

 
 
Fig. 3 Precipitation trend of calcium carbonate at 

25°C 
 
 

 
 
Fig. 4 Precipitation trend of calcium carbonate at 

40°C 
 

Further analysis of the precipitates via XRD 
revealed that only calcite is a crystal of the produced 
calcium carbonate. 

 
 

Geochemical Code: PHREEQC 
 

PHREEQC [11] is a computer program written 
in the C and C++ programming languages that is 
designed to perform various aqueous geochemical 
calculations.   

PHREEQC is capable of speciation and 
saturation-index calculations; batch-reaction and 
one-dimensional (1D) transport calculations with 
reversible and irreversible reactions, including 

aqueous, mineral, gas, solid-solution, surface-
complexation, and ion-exchange equilibria; 
specified mole transfers of reactants; kinetically 
controlled reactions; mixing of solutions; pressure 
and temperature changes; inverse modeling. 
 
 
Simulation Results Obtained via PHREEQC 

 
In the simulation, besides the calcium ion 

concentration, the pH value and the temperature 
obtained from the experiment were used. THAM 
was not found in the database of PHREEQC; hence, 
an assumed compound as a pseudo buffer was set 
and used. 

Similar to the experiment, precipitation of calcite 
and aragonite was not observed in Cases 1 and 2 
(without buffer), and the change in pH was 
remarkable (Fig. 5). 

However, the addition of a pseudo buffer resulted 
in a gentler pH drop, as depicted in Fig. 6, and the 
precipitation amount of calcite, a crystal of calcium 
carbonate, is shown in Fig. 7. Furthermore, no 
precipitation of aragonite was observed in any of the 
cases. 

 

 
 
Fig. 5 pH change in Cases 1 and 2 
 

 
 
Fig. 6 pH change in Cases 3-6 
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Fig. 7 Precipitation amount of calcite in Cases 3-6 

Comparison Between Experimental and 
Simulation Results 
 

Comparing the experimental values with the 
simulation values, where x-axis denotes pH and y-
axis denotes the precipitation of calcite (Fig. 8), it 
can be observed that the simulation values accurately 
followed the experimental values. 

Based on these results, the amount of 
precipitation produced from the bio-grout could be 
predicted to some extent from the simulation. In 
addition, Fig. 8 shows that maximum amount of 
precipitation was obtained between pH 6 and 7; 
however, when the pH decreased to 6 or less, the 
calcite dissolved, and the amount of precipitation 
decreased. 
 
 

 
 
 (1) Comparison of Case 3                                         (2) Comparison of Case 4 

    
 
      (3) Comparison of Case 5                                            (4) Comparison of Case 6 

     
 
Fig. 8 Comparison of the precipitation amount between experimental and simulation results as a function of pH  
 
 
CONCLUSIONS 
 

The results show that the simulation model 
followed the same trend as the experimental 
outcome. In conclusion, the simulation model could 
be used to predict the amount of precipitation from 
the bio-grout to some extent. 

The simulation also revealed that increasing the 
precipitation amount of calcium carbonate by setting 
a higher temperature and preventing the pH from 
decreasing is possible. 

A further study has been planned to test the crack 
repair in concrete using the new bio-grout. 
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ABSTRACT 

 
An Electret condenser microphone (ECM) was designed to pick up the signal from the human radial arterial 

pulse. The ECM pick up system was equipped with an instrumental amplifier and a signal processing system. 
The characteristic of the ECM was analyzed using a sixth order polynomial equation. The equation was used to 
reconstruct the signal which flattened the frequency response at the range of 0.5-4.5 Hz.   The signal processing 
consists of an FTT, a peak detection and a sixth order an anti-polynomial computational unit which are 
implemented in the computer. The gain was one with the frequency response closed to 0 dB for the designated 
frequency range. The error reached the minimum of 0.21 % at 1.5 Hz. It is maximum at the lowest frequency of 
0.5 Hz. 
 
Keywords: Sensor, ECM, an Arterial pulse signal, Frequency response 
 
 
INTRODUCTION 

 
Pulses present in several parts of the body, one of 

them is located in the radial artery. The pulse signal 
is a mechanical signal that has a frequency range of 
0.5-4.5 Hz. A sensor is required to capture 
mechanical signal is Electret Condenser Microphone 
(ECM). The ECM has a relatively flat frequency 
response within the audio frequency range within the 
frequency range of 50-20,000 Hz.  

ECM has been long used as part of an 
instrumentation. A study, compared the frequency 
response of ECM which has different diameters, i.e., 
½ inch and ¼ inch. The results show that the ½ inch 
ECM has a sensitivity of ± 0.2 dB in range of 10Hz - 
17kHz. On the other hand, the ¼ inch ECM showed 
the sensitivity within ± 0.3 dB from 100 Hz - 30 kHz. 
[1]. It can be inferred that large dimensions can 
capture a good signal.  

Other factors which have to be considered are the 
effects due to the acoustic and the air gap between 
the diaphragm and the back plate. A novel design of 
the ECM provides a number of the acoustic holes in 
the diaphragm. The number of the holes, their 
distribution and the air gap determine the optimal 
performance of the microphone. The sensitivity of 
the optimized structure was -41.6dB with a pull-in 
voltage of 12V, and the frequency response was flat  
at 20Hz-20.6kHz [2]. 

In a preliminary study, the ECM has been used 
to record the pulse in human radial arterial. The 
results showed an expected pulse signal recording 
similar to that of Shusaka Nomura [3]. Fig. 1 shows 
the results of recording arterial pulse signals. 

 

 
Fig. 1 ECM test arterial pulse of the human test. 

 
At present, some researchers have proposed a 

pulse signal measurement system using the ECM. 
Eliminating noises and interferences is critical in the 
utilization of the ECM. One of the studies, use a 
soundproof sponge that is placed in a cylinder tube 
as an intermediate medium to isolate the captured 
pulse signals [4][5]. The model has advantages in 
terms of low cost and simple. However, the design 
has a large dimension because it should provide 
enough air passage between the soundproof to 
transfer the acoustic wave. A smaller design can be 
by using a Micro Electro Mechanical System 
Electret Condenser Microphone (MEMS-ECM) as a 
sensor to detect the arterial pulse. The MEMS-ECM 
is a type of microphone that has a small dimension 
that is 1.250 x 4720 x 3760 mm and has a frequency 
response at about -35 dB [3].  

In the pulse measurement system, the ECM 
should have a frequency response at the range of 
0.5-4.5 Hz to capture the mechanical signal 
accurately. Further study was carried out to test the 
ECM for its frequency response in the range of 0.5-
4.5 Hz. Other researcher, tested the performance of 
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the ECM in the extremely low-frequency region 
using a computerized system. In this case, the ECM 
captured signals at frequencies ranging from 0.5 to 
20 Hz. Reasonably good frequency response was 
achieved by removing the plastic cover and dust 
filter of ECM [6]. However, the technique has 
disadvantages, because the it reduced the signal to 
noise ratio. 

In this presents study, a new arterial pulse sensor 
processing was added into the sensor design, where 
the output flattened the amplitude of the ECM in the 
range frequency of 0.5-4.5 Hz. 

 
METHODOLOGY  

 
The ECM used in this study was KUC4023 from 

HOSIDEN with the specification shown in Table 1 
[7]. The sensitivity of the ECM over the design 
frequency which is from 50 Hz to 20 KHz is shown 
in Fig 2. A reduction of sensitivity is noticed in the 
band range of 5000-20000 Hz. 

 

 
 
Fig. 2 ECM Frequency response Fabrication  [7]. 

 
However, for the pulse reading system, the 

response of the ECM at the range of 0.5-4.5 Hz has 
to be determined. A testing system consisting of a 
signal generator, a low-frequency amplifier, a low-
frequency speaker as the mechanical vibration 
source, an instrumental amplifier, and an 
oscilloscope. The system is shown in Fig. 3.  

Fig. 3 Photograph of the setup of the ECM testing 
 
The signal was amplified by a low-frequency 

amplifier which drives the low frequency speaker. 
The vibration from this speaker is sensed by the 
ECM through a soft silicon rubber. The soft silicon 
rubber functioned as a wave medium between the 
low-frequency speaker and the ECM. The Silicon 

rubber has an acoustic impedance of 1.4 MRayl 
allowing the wave travels at the speed of 0.94 
km/s[8]. Fig. 4 shows the placement of the soft 
silicone rubber as the medium between the low-
frequency speakers and the ECM. The holder serves 
as a support to keep the ECM in place.  

 

 
 

Fig. 4 Photograph of low-frequency Speaker and 
ECM 

 
The signal from the ECM at the low frequency 

was quite small, so we designed an instrumental 
amplifier to amplify the small signal. Figure 5 shows 
the schematic wiring of signal instrumental amplifier 
that consists of 2 OP Amp. The function of this 
circuit is to eliminate low noise frequency and 
reducing the noise interference from the power 
supply 

 

 
 
Fig. 5 Schematic wiring of the signal instrumental 

amplifier 
 
To obtain an accurate signal response, we select a 
high input impedance OP Amp which has a typical 
slew rate to match the high impedance output of the 
ECM. The selected OP Amp was TL 062 from 
Texas Instrument with the specification: typical 
supply current: 200 μA (pre-amplifier), High Input 
Impedance: JFET-Input Stage and high slew rate: 
3.5 V/μs Typical. Some passive components required 
such as R1 is 50 KΩ, R2 is 1 KΩ, R3 is 200 KΩ, R4 
is 500 Ω, R5 is 500 Ω, and C1 is 1 µF. 

Second setup of the study was connecting the 
amplified signal to a computer for digital signal 
processing shown in Fig. 6.   
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Fig. 6 Experimental setups of ECM test 
 

Table 1 shows the test condition of the 
experimental setup. The test condition consists of 
specifications of silicone rubber, laptop specification, 
ECM specification and Digital storage oscilloscope.  
 
Table 1 Test condition of the experimental setup 

Items Specification 
Signal Generator K-Moon DDS Signal 

Generator/Counter (Dual 
Channel) 

Computer specifications Intel core i5 CPU 2.30 
GHz, 4 GB RAM 

ECM sensitivity: −45 dB, 
impedance: 1.0 KΩ 
PSU: 4.5 VDC 
Current : 0.8 mA 

Oscilloscope Digital Storage 
Oscilloscope Hantek 
MSO5074F 
4 Channel 
70 MHz, 1 GSa/s 

 
 
Measurement of the ECM Signal 
 

In Fig. 3, the output signal of the ECM was 
measured by means of an oscilloscope. The 
amplitude at different frequencies are displayed in 
Fig. 7. The character of the ECM is critical for the 
design of a signal processing.  
 

 
Fig. 7 Characteristic graph ECM at a frequency 

range of 0.5-4.5 Hz 
Based on Fig. 7, the characteristic of ECM can 

be interpreted in the polynomial equation. The 
amplitude of the ECM decreased when the 
frequency decreased. The smallest amplitude of the 
ECM characteristic is 0.92 Vpp (peak to peak) and 
the upper point amplitude 2.16 Vpp. 

 
Mathematical Equation of ECM Characteristic 
 

Based on Fig. 7, we can approach the character 
of the ECM into a polynomial equation. The 
equation consists of sixth order polynomial equation 
as given by the following equation: 
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Signal Reconstruction 
 

From Eq. (1), we reconstruct signal by the using 
an anti-polynomial equation. The aim of the signal 
reconstruction was obtaining consistency of 
frequency response at the range frequency range of 
0.5-4.5 Hz. Another goal of the anti-polynomial 
equation is to convert the signal to digital mode, so 
that it is suitable for the digital processing. The anti-
polynomial equation is formulated as follow: 
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Based on Eq. 2, we can construct the anti 

polynomial graph as follows:  
 

 
Fig. 8 Anti polynomial graph at a frequency range 

of 0.5-4.5 Hz 
 
Based on Eq. 1 and Eq. 2, we can design the 

signal processing system. The general principle of 
the system is using a Fast Fourier Transform (FFT) 
and an inverse Fast Fourier Transform (IFFT). The 
FFT is a numerical computation which converts the 
time domain periodic signals into frequency 
domains data [9]. The FFT is performed for 



SEE - Nagoya, Japan, Nov.12-14, 2018 
 

641 
 
 

application purpose in signal processing and data 
manipulation embedded in a Digital Signal 
Processing (DSP) or a microcontroller [10]. On the 
other hand, the IFFT is the inverse processing of the 
FFT into the time domain. The implementation of 
the IFFT on a DSP or microcontroller is carried out 
using a convolution and a correlation [10], 
respectively. The FFT function is represent by 
equation y(k) where x(k-i) is the input of the filter is 
the unit pulse response of the filter. Then, x (k + i) is 
the input signal and the pattern to be found in the 
signal is represented by h(i). 
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Figure 9 describes the steps for the 

implementation of equations 3 and 4.   
 

 
Fig. 9 Block diagram of General frequency 

domain processing in DSP [10]. 
 

  
This processing system has a high efficiency 

because it has the advantage of reducing signal 
processing computing, increase signal processing 
speed and reduce power consumption on DSP [11]. 
To get a flat response, the FFT must be multiplied 
by the sixth order anti polynomial equation and 
converted to the time domain using IFFT. The 
system of signal processing is shown in Fig. 9.  

 

 
 
Fig. 9 System of signal processing 
 
The Reconstructed Signal  
 

The reconstructed signal of the system is shown 
and compare with the signal before processing in the 
result and discussion below. 
 

RESULT AND DISCUSSION  
 
The amplitude of ECM before and after 

processing are tested and analyzed. The results show 
that the proposed system has a good response as 
given in Table 1. From the Table 1, we can define 
that the amplitude before processing is decreased 
when the frequency is reduced. On the other hand, 
the amplitude after processing is relatively constant 
at a range of 2 Volt.  

 
Table 1 The amplitude of ECM before and after 

processing 
Frequency 

(Hz) 
Amplitude before 

processing (V) 
Amplitude after 
processing (V) 

0.5 0.92 2.000 
1 1.48 2.057 

1.5 1.8 2.080 
2 1.94 2.093 

2.5 2.04 2.100 
3 2.08 2.102 

3.5 2.14 2.108 
4 2.16 2.117 

4.5 2.1 2.102 
 
From Table 1, we can calculate the gain value of 

ECM amplitude. The Voltage gain is determining in 
Av, where Vo is the output voltage and Vi is the 
input voltage. We can obtain the Av by using the 
upper of the amplitude of ECM as Vi. In this case, 
the upper of amplitude is 2.16 Volt. To determining 
the Voltage gain, we can calculate the value of Vo 
and Vi by using the following equations: 

 

Vi

Vo
Av =   (3) 

 
Based on Eq. (3),  the gain of the system can be 

shown at Fig. 10. The gain of the system after 
processing is relatively flat in the range of 1.  

 
 

Fig. 10 Gain of before and after processing 
 

The magnitude of the ECM frequency response 
in decibel (dB) or ECM (dB) can be determined by 
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using Eq. 4, where Vo is the output voltage and Vi is 
the input voltage. 

 

Vi
VodBECM 10log20)( =   (4) 

 
Frequency response ECM (dB) at a frequency 

range of 0.5-4.5 Hz is shown in Fig. 11. The 
frequency response before processing was decreased. 
However, after processing frequency response of 
ECM (dB) is relatively flat at the range around 0 dB. 
 

 
 

Fig. 11 Freq response of before and after 
processing 

 
Based on Eq. (4), The output Voltage after 

processing is shown in Fig. 12. The output Voltage 
before processing is compared to output voltage 
after processing. In this figure, the Voltage before 
processing is decreased. However, the output 
Voltage after processing is relatively flat in the 
range of 2.1 Volt.  

 

 
 
Fig. 12 The output amplitude before and after 
processing. 
 

Base on Figure 12, the output voltage and input 
voltage are compared to get an absolute error value. 

The error value is determined in Eq. (5) as follows: 
 

%100
)(

)( x
V afteraverage

V afteraverageV afterError
−

=  (5) 

 
Figure 13 is absolute error value from the 

experiment. The error value from the system is about 
0.21-4.05%. The error is caused by the input 
character of the ECM and its sixth-order polynomial 
representation. Furthermore, it also affected by the 
signal manipulation process which is the 
multiplication of the sixth-order anti-polynomial and 
the FFT output. The sixth order polynomial 
representation is the approach to the original signal. 
The error can be reduced by applying a higher order 
polynomial. In previous research [12] Yang Mei 
applied an eighth-order polynomial implemented in 
DSP TMS320C67x using 'C67x library functions 
generates over 60% and up to 70.2% of total TI 
library function cycles. So it can be concluded that 
sixth order polynomial orders are capable of being 
implemented in the DSP processor. 
 

 
Fig. 13 The error of signal processing  
 
CONCLUSION 
 

In this study, ECM has been used as a sensor to 
record the signal of the human radial arterial pulse. 
To improve the output voltage amplitude, a signal 
reconstruction is required to obtain consistency of 
frequency response at the range frequency range of 
0.5-4.5 Hz. The output amplitude of the system is 
flat around 2.1 Volt in the range frequency of 0.5-
4.5 Hz, the frequency response ECM is flat at 0 dB 
and the system has error value is ranging from 0.21-
4.05% 

This device is able to provide a better choice for 
arterial pulse sensor because of several advantages, 
such as simple, cheap, compact, portable and easy to 
use. 
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ABSTRACT 

 
A retrofitting method to hollow brick unreinforced Masonry (URM) building has been developed using 

ferrocement layers. In this method, the ferrocement layers were applied to the URM building with the bandage 
system. An experimental study on hollow brick URM houses with and without ferrocement layers was 
conducted. Two specimens of a quarter scale hollow brick house models consisted of four walls with size 104cm 
x 110cm were constructed. The first model (B1) is the original hollow brick unreinforced masonry house without 
mortar plaster, and the second model (B2) is the same masonry house retrofitted by providing bandage 
ferrocement layers on both sides of the walls which are acting as sandwich structures. Both specimens were 
tested by using a shaking table (304x190) cm2 with input motions from 0.3g to 0.6g. The test results show that 
the hollow brick URM house strengthened by using bandage ferrocement layers have excellent performance 
without any damage up to input motion 0.6g. For the original URM house model, meanwhile, the damage was 
initially found near the door opening at input motion 0.3g and the applied additional uniform load of 200 kg on 
the top of the specimen. Then, the cracks were developed and spread to the east side of the wall with the increase 
of the uniform load and finally, the house model collapsed at input motion 0.6g. This results indicated that the 
ferrocement layer significantly enhancement in ductility of hollow brick URM house model and effective in 
preventing the collapse of the hollow brick masonry walls when the earthquakes occur. 
 
Keywords: Unreinforced Masonry (URM) Building, Hollow Brick, Earthquake, Retrofit, Ferrocement Layers, 
Bandage System.  
 
 
INTRODUCTION 

 
Unreinforced masonry (URM) is among the most 

commonly used building materials in many other 
developing countries including Indonesia. Most 
URM buildings are built with little or no 
consideration for seismic loading, and these are not 
capable of resisting the expected seismic actions. 
The major share of the loss of human lives and 
property during past earthquakes has been attributed 
to poorly constructed URM buildings. [1] 

Earthquakes that often occur in West Sumatra 
province of Indonesia, cause a lot of damage to 
buildings, especially simple houses, ranging from 
minor damage to heavy damage or uninhabitable. In 
general, community houses are built with brick 
URM masonry building, as shown in Fig. 1 [2]. 

 
Fig. 1 Hollow Brick Simple House [2] 

 
The hollow brick house without reinforcement as 

shown in Fig. 1, is not strong against earthquake 
load, because the house has no structural elements 
such as beams and columns. The house only has 
nonstructural components such as walls, roof, and 
ceiling. The non-structural component of a simple 
building is not part of the main load working on a 
structure, but this component can be the main cause 
of the earthquake losses.  

Hollow brick has a very heavy material because 
it is made of mortar. The behavior of the hollow 
brick material is brittle and has almost no ductility, 
so the simple building of this brick wall has no 
resistance to horizontal load or earthquake load that 
occurs. Therefore, when an earthquake occurs, this 
building can collapse unexpectedly (Fig. 2) [3]. 

 
Fig. 2 Collapse of a hollow brick building [3] 
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A common method of seismic strengthening of 
URM buildings is the use of horizontal and vertical 
strips (known as bandages and splints, respectively) 
of ferrocement on both sides of walls. The horizontal 
‘bandages' are applied continuously on all the walls 
at lintel, sill, floor, and roof levels, whereas the 
vertical ‘splints' are applied at corners and junctions 
of walls and along the jambs of the openings [1], [4]. 
Fig. 3 shows the typical arrangement of splints and 
bandages in a retrofitted URM building. The 
ferrocement strips consisting of welded wire mesh 
(WWM) reinforcement embedded in cement-sand 
mortar or micro-concrete have a composite action 
with the URM resulting in significantly enhanced 
strength and ductility in shear, rocking and out-of-
plane bending. The bandages provide the support to 
the walls in out-of-plane action, whereas the splints 
enhance the shear and rocking behaviour of the piers. 

 
Fig. 3. Retrofitting of a masonry building using 
Ferro-cement splints and bandage [1] 
 

In the selection action for home improvement, it 
is certainly influenced by economic aspects. For the 
sake of the realization of a habitable home, some of 
the people who choose to build a simple house were 
destroyed first and then rebuilt, but such a solution 
will cost a lot. Another solution is that a simple 
house made of hollow brick is reinforced in the form 
of woven wire mesh. Such a solution is very 
efficient and effective because the price of wireless 
is relatively cheap and the work can be done by a 
local handyman. In addition, the reinforcement using 
wire mesh or commonly called ferrocement layer 
can be done also on houses that have been built 
without reinforcement.  

Ferrocement is a plastering layer (mortar) woven 
with a wire mesh, so the ferrocement layer has a 
tensile strength. This ferrocement layer is placed in 
the position of the beam and column as a substitute 
for the structural element or called the bandage 
system. Boen introduced a retrofitting method for 
non-engineering building using ferrocement with 
wire mesh as strengthening layers and used 
sandwich construction analogy [5]-[6]. The 
ferrocement layers consist of mortar and wire mesh, 
in which the wire mesh was encased in the mortar. 
This retrofitting method uses ferrocement skin layers 
on walls as bandaging or jacketing. 

In previous studies, strengthening of clay brick 
URM houses using ferrocement layers has been 
conducted. Imai (2014) found that the significant 
effect of retrofitting on the clay brick URM 
buildings by using ferrocement overlay as bandaging 
with galvanized was successfully demonstrated by 
the shaking table test [7]. Strengthening a clay URM 
house using full ferrocement layers on both sides of 
the walls also has been conducted with the result 
show that the ferrocement layers can significantly 
improve the performance of the clay brick URM 
building [8]. 

In this study, the behavior of two mortar hollow 
brick URM houses with and without bandage 
ferrocement layers on both sides of the walls under 
shaking table test was investigated. 
 
TEST SPECIMENS 

 

 

 
Fig. 4 Schematic drawings of the test specimen for 
model B2, (a) back side wall, (b) left side wall, (c) 
front side wall, (d) right side wall and (e) detail 
section of mortar brick wall with ferrocement layers 
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There are two URM house models that built on 
the shaking table in soil mechanical laboratory of 
Andalas University. Both models have a 1:4 scale of 
the actual building due to the limitation of the 
shaking table area. The first model (B1) is the 
original of an unreinforced masonry building, and 
the second (B2) is the same masonry structure 
strengthened by providing bandage ferrocement 
layers on both walls which are acting as sandwich 
structures.  

Each model consisted of four walls with size 
1.04m x 1.1m. Fig. 4 shows the schematic drawing 
of masonry walls for model B2. The masonry walls 
were made of hollow brick (100x50x25) mm, with 
the ratio cement and sand was 1/5 by volume and 
bonded by using mortar joints with the ratio cement 
and sand was 1/4 by volume. The thickness of the 
mortar joints is 5 mm. The width of the ferrocement 
bandage layer is 125 mm. The wire mesh was 
covered by mortar plaster with the thickness of 5 
mm. The compressive strength of the hollow brick 
was approximately 2.5 MPa and the compressive 
strength of mortar to construct the Hollow Brick 
wall and ferrocement layer was 9.9 MPa. Fig. 5 
shows the construction process of test specimens.  

 
Fig. 5Construction Process of the Specimens B1 and 
B2  
 

 
Fig. 6Set-up of specimens on shaking table 

According to the National Standardization Agency 
of Indonesia for Design Method of Earthquake 
Resistance for Buildings and Other Structures (SNI 
1729–2012), clause 7.5.3, the load was applied 
separately in all two orthogonal directions. The most 
critical load effect due to the direction of earthquake 
forces application to the structure is considered to be 
fulfilled if the components and foundations are 
designed to carry the following set load 
combinations: 100 percent force for one direction 
plus 30 percent force for perpendicular directions 
[10]. Therefore, the slope of the specimens was set 
up on 16˚ in the direction of the positive x-axis, as 
shown in Fig. 6 
 
TEST PROCEDURE 

 
In this study, both specimens were tested by 

using a horizontal uniaxial movement type of 
shaking table in Soil Mechanic Laboratory of 
Andalas University [9]. Table 1 show, the input 
motions with varying the frequency of earthquake, 
such as the Medium earthquake (ME), and Strong 
earthquake (SE), were used as input motions for this 
test. The Input motion 0,6g is Peak Ground 
Acceleration (PGA) of Padang City based on 
Indonesia Earthquake Map 2017.  

The excitation given to the specimens a = 2.94 
m/s2, and 5.88 m/s2.  

 
Table 1  Variation of the motions 

 
 

The specimens were tested in five stages. The 
first stage (P1), both specimens were tested with ME 
(input motion 0.3g). For the second until forth 
stages (P2-P4), the specimens were tested with an 
additional uniform load using sacks filled with sand 
on the top of specimens (Fig. 7), that is 200kg, 
400kg, and 500 kg, respectively. All specimens on 
P1 to P4 were tested with ME (input motion 0.3g). 
In the last stage (P5), the specimens were tested 
with 500 kg additional load and input motion 0.6g 
until the specimen collapsed.  

 
Fig. 7 Specimen with additional uniform load using 
sacks filled with sand (sandbags) 

a m/s2

2.94
5.88

ME (0.3 g)
SE (0.6 g)

Type of Input Motion

G-Trace 

Sand 
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RESULT & DISCUSSION 
 

The experimental results are presented in this 
section include the observed failure development 
and accelerations response of the shaking table that 
cause the crack on the specimens. 

 
Test Specimens without Additional Uniform 
Load (P1) 

 
The result of the first stage test with input 

motion0.3g shows that there is no crack was 
appeared on both specimens, as shown in Fig. 8. 
From the analysis, the input motion is not strong 
enough to damage the specimen. 

 

 
Fig. 8 The specimens without additional uniform 
loads (P1) after testing 
 
Test Specimens with 200 kg Additional Uniform 
Load (P2) 

  
In this test, both specimens were applied 

additional uniform load of 200 kg on the top of the 
specimens and tested with input motion 0.3g. The 
result shows that cracks started  to appear in the door 
openings at front walls on specimen B1 (red 
marker), while, Specimen B2 with bandage 
ferrocement layers still survived without any 
damage, as shown in Figs. 9 and 10. 

 

 
Fig. 9 The specimens with 200 kg additional 
uniform loads (P2) at front side after testing 
 

 
Fig. 10 The specimens with 200 kg additional 
uniform loads (P2) at east side after testing 

Test Specimens with 400 kg Additional Uniform 
Load (P3) 
 

In this stage, the applied additional uniform load 
was increased by 400 kg in both specimens while the 
applied input motion was the the same those with the 
P1 and P2 Test (0.3g). As can be seen in Figs. 11 
and 12, the cracks on Specimen B1 was developed 
near the door opening and spread on the east side of 
the wall (blue marker). Meanwhile, there is no 
cracks was observed on Specimen B2. 
 

 
Fig. 11The specimens with 400 kg additional 
uniform loads (P3) at front side after testing 
 

 
Fig. 12 The specimens with 400 kg additional 
uniform loads (P3) at east side after testing 
 
Test Specimens with 500 kg Additional Uniform 
Load (P4) 

 
In this test, both specimens were applied 500 kg 

uniform load with input motion 0.3g. In this phase, 
the cracks on Specimen B1 was developed on the 
same location with the P3 test and other cracks was 
observed in the walls of the building, especially on 
front and east sides walls (black marker). For 
Specimen B2, on the other hand, it still survived 
without any damage on the specimen, as shown in 
Figs. 13 and 14. 

 

 
Fig. 13 The specimens with 500 kg additional 
uniform loads (P4) at front side after testing 
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Fig. 14 The specimens with 500 kg additional 
uniform loads (P4) at east side after testing 

 
Test Specimens with 500 kg Additional Uniform 
Load and 0.6g input motions (P5) 

 
In order to observe the failure mode of the 

specimens, the applied input motion was increased 
by 0.6g while the additional uniform load was the 
same those in P4 test (500 kg).  In this stage, the 
collapse of Specimen B1 was observed (4.5 seconds 
shaking), while on no cracks or damage was found 
on Specimen B2, as shown in Figs. 15 and 16. This 
indicates that the ferrocement layers enhance the 
seismic behavior (ductility) of the URM house and 
prevent the collapse of the hollow brick URM 
building even at a big shakings. 
 

 
Fig. 15 The specimens with 500 kg additional 
uniform loads and 0.6g input motions (P5) at front  
side after testing.  
 

 
Fig. 16The specimens with 500 kg additional 
uniform loads and 0.6g input motions (P5) at east 
side after testing.  
 
Acceleration Responses  
 

The acceleration response is obtained from the 
G-trace in the form of an acceleration graph versus 
time. Figs. 17a–e show the acceleration response of 
both specimens on P1–P5 test. In these graphs, the 
blue lines represent the acceleration response on the 

shaking table, while the red and green lines 
represent the acceleration response of Specimen B1 
and B2, respectively. 

In the P1 test (without additional load), both 
specimens (B1 and B2) have almost the same 
behavior of the acceleration responses, as shown in 
Fig. 17a. This might be due to the both specimens 
still in elastic range without any crack. 

The acceleration response on the P2 test show 
that at t=10s, the initial crack occurs on specimen 
B1 near the door openings with a max = -1,2g, as 
shown in Fig. 17b. In this stage, the max value of 
acceleration (a) on the specimen B2 was 0.9g. 

For P3 test, the response of Specimen B1 is a 
little bit different with those in Specimen B due to 
development of cracks and additional new cracks in 
Specimen B1 that occurs on 2.5 seconds after 
shaking. The specimen B1 has the maximum value 
of a = - 0.7g, while the maximum value of a for 
Specimen B2 is 0.85g, as shown in Fig. 17c.  

Almost similar behavior with P3 test was 
observed on P4 test, as shown in Fig. 17d. At the P4 
test, the crack appears on 25s after shaking. The 
specimen B1 has the maximum value of a = 0.8 g, 
while in Specimen B2, the a maximum is 0.82g.  

The increase of input motion from 0.3 g to 0.6 
causes the failure of Specimen B1 at t = 4.5 s with a 
maximum of -1,75g (Fig. 17e). Meanwhile, for 
Specimen B2, with a maximum = 1.8g, there is no 
crack was observed. From Fig. 17e, the collapse of 
the specimen B1 can be seen at suddenly breaks of 
the response at the beginning of the test. 

 

 
Fig. 17a Acceleration response graph for Base plat, 
Specimens B1 and B2 without additional uniform 
loads (P1 Test) 
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Fig. 17b Acceleration response graph for shaking 
table plat (B), Specimens B1 and B2 with 200 kg 
additional uniform loads (P2 Test) 
 

 
Fig. 17c Acceleration response graph for shaking 
table plat (B), Specimens B1 and B2 with 400 kg 
additional uniform loads (P3 Test) 
 

 
Fig. 17d Acceleration response graph for shaking 
table plat (B), Specimens B1 and B2 with 500 kg 
additional uniform loads (P4 Test) 

 
Fig. 17e Acceleration response graph for shaking 
table plat (B), Specimens B1 and B2 with 500 kg 
additional uniform loads and 0.6g input motions.(P5 
Test, collapsed) 
 
CONCLUSION 
 

Based on the experimental result, it can be 
concluded that: 

1. There is no damage was observed for both 
specimens on P1 tests because the input 
motion is not strong enough to cause the 
crack of the specimen. 

2. In the second stage (P2 test), cracks begin to 
appear in the door openings and front walls 
on specimen B1, while no crack was 
appeared on Specimen B1 

3. The crack was developed near opening and 
spread on the east side of the wall on P3 and 
P4 tests.  

4. Specimen B1 collapsed with input motions 
0.6g and 500 kg additional uniform load, 
while no damage was observed on specimen 
B2 at this stage. 

5. The results of this study indicated that the 
ferrocement layer significantly improve the 
seismic behavior of hollow brick URM house 
model and effective in preventing the 
collapse of the hollow brick URM walls 
when the earthquakes occur. 
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ABSTRACT 
 

Rail transportation service from the past to present has been found that freight demand is higher than carrying 
capacity. Thus, this is a great chance for rail transportation to be highly promoted. Previously, the State Railway 
of Thailand (SRT) was not able to expand the rail transportation service to meet market growth because of 
limitation of network and degradation of infrastructure. Therefore, it led to the degradation of infrastructure which 
had an effect on service quality; in other words, rail freight transportation rate was considerably low i.e. only 2% 
[1]. As a result, railway track degradation has become a very interesting research topic for several organizations 
to conduct seriously for the purposes of safety and high level of reliability in infrastructure. Degradation factor 
was the main point of this study, so Fuzzy Multi Attribute Decision Making Method (FMADM) was used to 
analyze railway track defect and degradation to select a rehabilitation plan on schedule. Related research and 
literature were reviewed, and questionnaire was designed for asking opinions of the experts working for the State 
Railway of Thailand (SRT) including related party in selecting the rehabilitation plan. The findings have revealed 
that defect and degradation can lead to a high risk of derailment influenced by usability aspect. Defect code can 
be classified into 4 types according to the International Union of Railways (UIC) using the pairwise comparison 
method. Each type is different in the starting point and extension direction of railway track crack with contingency 
index below 0.01. The experts have specified that the severity of transverse break defect without apparent origin 
level of severity is the highest with relative weight of 0.396 followed by star-cracking of fish bolt holes with 
relative weight of 0.275, and the least severity is horizontal cracking at web-head with relative weight of 0.142. 
The analysis result based on FMADM has indicated that railway track structure replacement plan, considered by 
the experts, was better than railway track rehabilitation plan with importance weight of 0 . 6 2 0  and 0 . 3 8 0 , 
respectively. 
 
Keywords :Rehabilitation, Fuzzy multi attribute decision making approach (FMADM) 

 
 
INTRODUCTION 

Comparing the quality level of service between 
Thailand and foreign countries, International 
Institution for Management (IMD) World 
Competitiveness Yearbook 2014 reported that rail 
transportation development in Thailand was ranked at 
43rd place out of 60 countries including having 0.009 
kilometer/square kilometer of track network density. 
Also, service quality and safety were not satisfying, 
and train operation was not punctual as well as train 
speed was low i.e. 54 km/hr. and 26 km/hr. for 
passenger train and freight train, respectively [2]. 
Moreover, track network in Thailand is more than 30 
years old according to a report on infrastructure 
quality by World Economic Forum 2013-2014[3], so 
infrastructure quality of track in Thailand was ranked 
at 72nd place which was worse than Singapore and 
Malaysia i.e. 10th and 18th place as shown in Table 1. 
 
 

Table 1 Assessment Result of Infrastructure Quality 
[3] 

 

Source: World Economic Forum [3] 
 
Rail transportation of northeastern line of 

Thailand from Thanon Chira juntion to Nong Khai 
station has single-track and ballasted-track 
characteristic. Statistics of train and weight through 
track according to the report of warehouse 
department, State Railway of Thailand 2007-2016[4] 
can be seen in Fig. 1  

Country 

Place of Infrastructure Quality 
Assessment 

Ove
rall Road Train Air 

port Port 

Singapore  5 7 10 1 2 
Malaysia 25 23 18 21 24 
Thailand  61 52 72 34 56 

https://www.google.co.th/search?rlz=1C1CHBF_enTH789TH789&q=infrastructure&spell=1&sa=X&ved=0ahUKEwju-vXbze7bAhWOT30KHfXxAtcQkeECCCcoAA
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Fig.1 Weight through Track of NE Line [4] 
 
Railway Track System 

Railway track is generally divided into  two main 
parts: superstructure and substructure. The 
superstructure consists of rails, fastening system, rail 
pads, and sleepers. The substructure consists of 
ballast, sub-ballast, and subgrade. Figure 2 and 3 
illustrate a design of ballasted railway track [5]. 

 
 
 
 
 

Fig.2 Track Design of Ballasted Track [5] 
 

Ballasted track is well known that it is constructed 
to transport both freight and passengers with high cost 
of approximately 70-200 million baht. Its structure 
has at least 50 years of design service life cycle. 
Considering the cost of track maintenance and 
management, budget request for track construction is 
not a difficult task compared to track maintenance. 
The cost of track maintenance can vary based on 
usability, so it is important to keep the track in good 
condition or prevent from degradation. [5]. 

 
General Concept of Degradation  

Track degradation process is complex, and its 
mechanism is related to several variables such as axle 
load, traffic speed, weather, rail quality, and 
geography as shown in Figure 3. 

 
 
 

 
 

 
 
 
 
 
 
 
 
Fig.3 Influencing Parameters Track Degradation [5] 

This research specifically focuses on factors 

influencing track degradation as well as risk 
prioritization of cracked or broken track based on the 
standard of International Union of Railway (UIC) as 
shown in Fig. 7 And Fig. 8 shows track rehabilitation 
planning. 

 
Area of Study 

Northeast line of Thailand from Thanon Chira 
juntion to Nong Khai station is the area of this study. 
Related secondary data were gathered up by 
collecting statistical data on defects of the 
Northeastern line from km.303+000 – km.623+900 
between Thanon Chira juntion and Nong Khai station 
with 320.900 km comprising 35 stations as shown in 
Fig.4. 

 

 
 

Fig.4 Northeastern Line of Thailand Map 
 
METHODOLOGY 

This article aims at studying and analyzing factors 
influencing track defects and degradation in Thailand 
by applying FMADM to determine major and minor 
factors for analyzing and making a decision on a plan 
of track maintenance and renewal. The experts were 
interviewed to obtain knowledge about importance 
weight of each factor by applying analytical hierarchy 
process (AHP) as well as related secondary data were 
collected. Criteria for considering the score of each 
factor were low, moderate, and high levels. Also, 
fuzzy data were changed into the score by using fuzzy 
scoring method (FSM). Then total score was 
calculated by using simple additive weighting 
(SAW). The analysis results of importance weight 
and score as mentioned above resulted in assessment 
of major factors influencing track defect and 
degradation to develop decision making on 
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rehabilitation plan. Research methodology is shown 
in Fig.5. In this research, the experts had 15-35 years 
of track maintenance and rehabilitation experience in 
Thailand.  
 

Reviewing literature and related research on major 
factors influencing track defect and degradation

Determining factors to analyze major factors 
influencing track defect and degradation including 

factors influencing broken and cracked track   

Collecting secondary 
data on TQI and 

statistics of broken and 
cracked track

Analytical Hierarchy 
Process (AHP)

Determining criteria for 
considering score of 

each factor (low/
moderate/high)

Interviewing the experts 
to calculate relative 

weight of each factor

Changing considered 
data into fuzzy number 

Calculating relative 
weight of expert group 

for each method by using 
GMM 

Summing up the score using Simple Additive 
Weight (SAW) from calculating relative weight 

using AHP and considered score using FSM from 
analyzing data to assess the factors influencing track 
defect and degradation as well as severity of broken 

and cracked track based on UIC Defect Code  

Prioritizing major factors influencing track defect 
and degradation of northeast line in Thailand  

Summarizing the analysis and selecting railway 
track rehabilitation plan   

 
 

Fig. 5 Methodology Plan 
 

Analytical hierarchy process (AHP) developed by 
Saaty (1988) is multi criteria decision making theory 
which is widely used and highly accurate. AHP is the 
process simplifying decision on complicated 
problems because it imitates natural decision making 
of human being. The procedure of AHP is presented 
in Fig. 6. 
 
Decomposition 

Decision elements used in hierarchy structure 
determined by a decision maker is important for 
demonstrating the consistency of entire decision 
elements from the highest hierarchy to the lowest one 
as presented in Fig.7-8.  

 

Decomposition 

Creating Hierarchy Structure

Pairwise comparison of importance of 
decomposed factors on the same hierarchy

Calculating the largest Eigen vector and 
Eigen value 

Calculating validity of decision making 
Synthesis to investigate importance weight 

of factors

Combined decision making of 
experts using GMM

Calculating the largest Eigen 
vector and Eigen value 

Synthesis to investigate 
importance of decision elements 

from hierarchy structure 

Consistent Expert 1

2
...n

In
co

ns
is

te
nt

 
 

Fig. 6 Procedure of AHP [8] 
 

Major factors 
influencing track 

defect and 
degradation

System 

Usability

Track maintenance & 
rehabilitation 

External 
factors 

Defect from design
Defect from installation

Defect due to manufacturing materials of factory
Geological condition of track base
Quality of track structure materials

Budget for maintenance 
Radius of curvature of track for design

Gradient of track for design
Annual and accumulated weight through track
Annual and accumulated number of trains

Change of train operation
Increase of train speed 
Wheel-track interaction 

Track service life and dynamic limits 
Dirty and weed-covered ballast
Frequency of track maintenance 

Track geometric condition adjustment   

Wear of track 

Degradation of sleeper and fastener    

Degradation of ballast    

Frequency of annual check of track condition     

Defect of track bed     

Temperature  

Humidity  

Geographical features 

Dangerous situation caused by train 

Natural disaster     

Track defect and 
degradation   

 
 

Fig. 7 Hierarchy structure for prioritizing factors 
influencing track defect and degradation 
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Fig. 8 Prioritization of Risks Influencing Break or Crack of Track 
 
 

Table 2 Measuring Base Value Used for Decision 
Making in Pairwise Comparison [8] 
 

Comparative 
Importance 

Score 
Definition Explanation 

1 Equally 
Important 

Both factors show 
equal result. 

3 moderately 
more 
Important 

One factor is 
moderately more 
important than the 
other.     

5 Strongly 
more 
important 

One factor is 
strongly more 
important than the 
other.   

7 Very 
strongly 
More 
important 

One factor is very 
strongly more 
important than the 
other. 

9 Extremely 
more 
important 

There is an 
evidence 
supporting 
satisfaction with 
one factor that is 
extremely more 
important than the 
other.    

2,4,6,8 Intermediate 
judgment 
value 

This is for 
narrowing gap in 
comparison 
judgment and 
being not able to 
explain with 
appropriate words.  

 
Prioritization 

Scores from 1 to 9 are used for pairwise 
comparison where 1 indicates that both factors have 
equal relative weight while 9 indicates that one factor 
has extremely more relative weight than the other.  

Using pairwise comparison for the decision 
factors that are on the same hierarchy structure can be 
used for calculating the relative weights of decision 
elements of each factor. Required data are obtained 
from interviewing the experts. Measuring base value 
used for decision making in pairwise comparison is 
presented in Table 2. 

Matrix of decision making obtained from pairwise 
comparison is a pair of decision factor at the same 
hierarchy which corresponds to other factors on the 
next upper hierarchy. Matrix is square value as shown 
in equation (1) where wi and wj represent relative 
weight of factor i and j respectively. 

 
 

Prioritization of risks 
influencing broken and 

cracked track 

Code 1321: Horizontal 
Crack at wet-head

Code 135 
Star-Cracking of Fishbolf 

Holes

Worn-out sleeper

Code 200
Transverse Break defect 
with out apparent origin

Disconnected junction 

Straight/flat junction 

Worn-out fastener

Accumulated & Annual 
Weight through Track

Code 421 
Transverse Cracking of 

Profile Thermit Welding

Limits of service life & 
dynamics

Corrugated rail head 

Shaky wheel set

Fatigue of Thermit rail 
welding

Fatigue of welded joint

Non-vertical rail cutting

Natural settlement of Track 
bed  

Dirty ballast  

Temperature 

Track structure 
rehabilitation plan

Track structure 
replacement

Level 1
Goal

Level 2
Major Factors

Level 3
Minor Factors

Level 4
(Alternatives)

 Rehabilitation Plan

Loose bolt
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According to the theory of square matrix A, its 

consistency can be found when all elements of 
comparison are in the form of aik  =aij x ajk and k 1 =, 
2 ,. , n. Principle right eigenvector for A is equal to n 
(matrix sequence A). Therefore, it is very difficult for 
matrix A to be completely consistent as equation (1). 
Eigenvalue for A is not equal to n. Normally, right 
eigenvector (W) is represented by largest right 
eigenvalue (λmax) of matrix A as shown in equation 
(2). 
 maxAW Wλ=   (2) 
 

Value of λmax is greater than or equal to n when 
λmax is similar to n. Considered matrix A is consistent 
and reliable, so this is why λmax is used as an indicator 
to express the validity of judging matrix A as 
presented in equation (3). Consistency index (CI) is 
developed from random square matrix test (500 
samples) known as random consistency index (RCI) 
presented in Table 3[7]. Ratio between CI and RCI is 
called consistency ratio (CR). CR will be allowable 
when it is under 0.10, the value indicating the 
consistency of decision making judgment as shown in 
equation (4). 

 

 
( )max

. . 1

n
C I n

λ −
= −   (3) 

 
 

 
CI

CR RCI=    (4) 
 
Table 3 Sample Consistency Index [7] 

  
There are so many ways used in calculating 

principle right eigenvector (W) and largest 
eigenvalue (λmax) for square A. This research used for 
normalization of the geometric mean of the row 
(NGM) [8] as indicated in equation (5) and (6) to 
estimate principle right eigenvector (W) because it is 
easy to calculate and understand largest eigenvalue 
(λmax) of square matrix A. 

 

1/ 1/
/

11 1

n nnn n
w a ai ij kjkj j

      ∑= ∏ ∏     == =   
 (5) 

 

max 1 1

n n
a Wij ii j

λ
 
 ∑= ×∑
 = = 

  (6) 

Synthesis 
After obtaining the importance weight of each 

factor on each hierarchy structure, decision making 
process using AHP is generally applied to “Principle 
of hierarchy composition” [7]. Calculated from the 
importance weight of each factor value, global 
relative importance that can be used for selecting an 
optimal alternative is on the lowest position of the 
hierarchy structure chart as equation (7) 
 

1,
2

k
C k Bii
  ∏= 

=    (7) 

 
where C [1, k] = global importance of elements for 
decision making on hierarchy K which is consistent 
with decision making on upper hierarchy. 
 

Bi  =  ni- 1 Matrix of ni Matrix of row that is 
contained for calculation. 

n1  = numbers of factors used for decision making 
on hierarchy structure i. 

 
Fuzzy Multi Attribute Decision Making 
(FMADM) 

FMADM was developed based on basic concept 
of fuzzy set theory together with Multi Attribute 
Decision Making (MADM). Chen and Hwang (1992) 
hypothesizes that FMADM probably consists of 
fuzzy data (words) and numeric data. Fuzzy data can 
be represented by fuzzy number. 

 
Basic Concept of FMADM 

In the criteria of alternative analysis for the basic 
concept of FMADM, most of the decision-making 
problems are composed of crisp fuzzy and numeric 
data. Fuzzy data can be demonstrated in the form of 
words such as low, moderate, high, etc. or fuzzy 
numbers. 
 
 
 
 
 
 
 
 
 

 
Fig.9 Procedure of FMADM [8] 
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Defect Code Serverity Prob. Impact Factors of cause
Risk 

Scoring % Prioritize 
Impact

0.110 11.00% 4

0.120 12.00% 3

0.150 15.00 % 2

0.033 3.30% 11

0.052 5.20% 9

0.200 20.00% 1

0.056 5.60% 8
0.083 8.30% 5
0.075 7.50% 6
0.066 6.60% 7
0.004 0.40% 12
0.002 0.20% 14
0.001 0.10% 15
0.003 0.30% 13
1.000 100 %

0.045 4.50% 10

Disconnected junction 

Straight/flat junction 

Worn-out sleeper

Loose bolt

Worn-out fastener 

Accumulated & Annual Weight 
through Track 

Limits on service life & 
dynamics of Rail

Corrugated rail head 
Shaky wheel set

Fatigue of Thermit rail welding
Fatigue of welded joint
Non-vertical rail cutting

Natural settlement of Track bed  
Dirty ballast  
Temperature 

Total 

0.244 0.145 0.142

0.259 0.265 0.276

0.244 0.405 0.396

0.252 0.185 0.187

Code 
1321

Horizontal 
Cracking 

Code 
135 Star Cracking 

Code 
200 Transverse Break 

Code 
421

Transverse 
Cracking of 

Profile Thermit 
Welding 

 

0.035

0.069

0.099

0.047

RESULT AND DISCUSSION 
According to analysis of factors influencing track 

quality particularly track degradation, rail is 
considered as the most significant element of track 
structure because it gains the highest stress compared 
to other elements; in other words, it directly connects 
with wheels. From interviewing the experts, the 
northeast line encounters the problem of broken and 
cracked track caused by degradation which exposes 
to high risk of derailment influenced by usability 
factor. Data collected from the report on broken and 
cracked track during 2007-2016 reveal that track 

defects influencing break and crack can be divided 
based on the International of Railway (UIC) using the 
pairwise comparison method. Each type is different 
in the starting point and extension direction of railway 
track crack with contingency index below 0.01. The 
experts specified the severity of code 200: transverse 
break defect without apparent origin level of severity 
is the highest with relative weight of 0.396 followed 
by code 135: star-cracking of fish bolt holes with 
relative weight of 0.276, and the least severity is code 
1321: horizontal cracking at web-head with relative 
weight of 0.142 as presented in Table 4.

 
Table 4 Risk causing defects 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 According to analytic hierarchy process (AHP), 
the result shows that track structure replacement plan 
gets the highest score (0.575) while track structure 
renewal plan gets lower score (0.425). As a result, 
track structure replacement should be selected for 
conducting railway track rehabilitation because it is 
optimal and highest consistent with all criteria. The 
result indicates that track quality aspect is the most 
important which has importance weight of 0.434 
followed by return on investment aspect which has 
importance weight of 0.303, and risk reduction of 
defect aspect which has the lowest importance weight 
of 0. 263. The result from analyzing track 
rehabilitation plan compared between track structure 
rehabilitation plan and track structure replacement 
plan in each criterion exhibits that each plan is 
different in importance weight as presented in Table 
5. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 5 Weight of criteria for decision making plan 
 

Criterion Track 
Structure 
Rehabilitation 

Track 
Structure 
Replacem
ent 

 
Weight 

Quality 0.38 0.62 0.434 
Risk 
Reduction 

0.32 0.68 0.263 

Return on 
Investme
nt 

0.58 0.42 0.303 

 0.425 0.575  
 

To further increase the competitiveness of railway 
transport via quantity and quality of delivered service, 
improvements of track rehabilitation process are 
required.  This research has addressed vital aspects of 
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track defects influencing break and crack that can be 
divided based on the International of Railway (UIC) 
for the selection of rehabilitation plan. As a result, 
track structure replacement should be selected for 
conducting railway track rehabilitation because it is 
optimal and most consisting with all criteria. 
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VEHICLE ACTUATED SIGNAL CONTROL FOR LOW CARBON 
SOCIETY 

1Thanapol Promraksa and 2Thaned Satiennam  
Faculty of Engineering, Khon Kaen University, Thailand 

ABSTRACT 

The purpose of this study is to propose and evaluate the vehicle actuated signal control for coordinated 
intersections to achieve the low carbon society. The study area is a group of 3 signalized intersections locating 
along the national Highway No. 2 in Phol district of Khon Kean province, Thailand. This study proposed and 
evaluated the several signal control strategies to increase the effectiveness of these intersections. The proposed 
strategies consist of i) fixed time control, ii) coordinated control, iii) semi actuated control, and iv) fully actuated 
control. This study applied the traffic microsimulation to evaluate the proposed strategies. The developed traffic 
microsimulation model was calibrated by using the traffic data surveyed during morning peak. The study found 
that the fully vehicle actuated signal control was the best strategy to improve the level of service of intersections 
and to reduce CO2 emission. The average max queue length, average travel time, delay, stop time delay, and CO2 
emission of total systems decreased by 35%, 28%, 41%, 52% and 6%, when compared with existing fixed time 
control. The fully vehicle actuate signal control could promote the low carbon society. 

Keywords: Vehicle Actuated Signal Control, Traffic Simulation, Low Carbon Society, CO2 Emission 

INTRODUCTION 

Recently the global climate has become worse 
because of Global Warming. This affects the average 
temperature of the Earth's atmosphere and oceans. 
CO2 has increased by about 36% from 1973 to 2009 
[1]. Among human activities, the transport sector 
emits a large proportion of CO2 emissions. The 
amount of CO2 emissions has increased rapidly due 
to the high level of motorization caused by economic 
growth, particularly in developing Asian countries. 
The international community has recognized the need 
to reduce greenhouse gas (GHG) emissions by 50% 
by 2050 in order to keep global mean temperature 
change within 2 degrees Centigrade compared to 
preindustrial times [2]. To achieve this target, it is 
very important to develop Low Carbon Societies 
(LCS) in Asia. This is due to developing Asian 
countries accounting for more than half the global 
population and GHG emissions. The CO2 emissions 
from the transport sector will significantly increase 
due to rapid economic growth and urban sprawl in the 
developing countries of Asia. 

To reduce emissions from the transport sector, the 
World Conference on Transport Research Society [3] 
proposed the CUTE matrix, introducing three 
strategies, including AVOID, SHIFT and IMPROVE. 
Many researchers have proposed measures according 
to this matrix, including AVOID [4], SHIFT (e.g., 
shift to public transport [5]) and IMPROVE (e.g., 
changing motorcycles to electric motorcycles [6]), for 
Asian developing countries. 

Therefore, the purpose of this study is to propose 

and evaluate the vehicle actuated signal control for 
coordinated intersections to achieve the low carbon 
society. 

The study area is a group of 3 signalized 
intersections, controlled by fixed time, along the 
national Highway No. 2 in Phol district of Khon Kean 
province as displayed in Fig. 1. It is the four lane 
divided highway. There is high number of traffic 
volumes, 41,656 pcu/day, along main highway [7]. 
The roadside land use is the commercial and 
residential areas which generated local traffic along 
minor roads as well. 

350 m 
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Minor rd. 

Minor rd. 
 

Minor rd. 
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Intersection 2 

Intersection 3 

700 m 

Main rd. 
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Fig. 1 A group of 3 signalized intersections  
 
RESEARCH METHODOLOGY 

 
The research methodology is classified into four 

steps: a proposal of signal control strategy, a survey 
of road geometry and traffic data, the development of 
a traffic microsimulation model and the evaluation of 
the signal control strategies. Each approach in the 
model development and application section will be 
described in the following sub-sections. 

 
Proposal of Signal Control Strategy 

 
This study proposed four types of signal control 

strategy, including a fixed time control, a coordinated 
traffic control, semi-actuated control and fully-
actuated control, to achieve the low carbon society. 
Their definitions and application were explained as 
follows. 

 

Fixed time control 
The fixed time control is the pre-timed control 

which its phasing and timing designed by the pre-
counted traffic volume. Some fixed-time systems use 
different preset time intervals for morning rush hour, 
evening rush hour, and other busy times. But it cannot 
compensate for unplanned fluctuations in traffic 
flows. They give the most green time to the heaviest 
traffic movement based on maximum information, 
regardless of changes in traffic volumes. It is ideally 
suited to closely spaced intersections where traffic 
volumes and patterns are consistent on a daily or day-
of-week basis. Such conditions are often found in 
downtown areas [8, 9]. 

 

Coordinated traffic control 
The Coordinated traffic controls is to provide 

smooth flow of traffic along streets and highways in 
order to reduce travel times, stops and delay. A well-
timed, coordinated system permits continuous 
movement along an arterial. It is used in the case of 
very light side-street traffic [8, 9]. 

 

Semi-actuated control 
The Semi-actuated control is used where a small 

side street intersects with a major arterial or collector. 
The detectors are placed only on the side street. The 
green time is on the major street at all times unless a 
“call” on the side street is noted. It is used in the case 
of very light side-street traffic, it reduces the delay 
incurred by the major road through movements. On 
the other hand, major road receives the green time 
based on maximum traffic flow, regardless of 
changes in traffic volumes [8, 9]. 

 

Fully-actuated control 
The fully-actuated control refers to intersections 

for which all phases are actuated and hence, it 
requires detection for all traffic demands and patterns 
vary widely during the course of the day. There are 
several advantages of fully-actuated control. First, it 
reduces delay relative to pre-timed control by being 
highly responsive to traffic demand and to changes in 
traffic pattern. In addition, detection information 
allows the cycle time to be efficiently allocated on a 
cycle-by-cycle basis. Finally, it allows phases to be 
skipped if there is no call for service, thereby 
allowing the controller to reallocate the unused time 
to a subsequent phase [8, 9]. 
 
Survey of Road Geometry and Traffic data 

 
The road geometry and traffic data were collected 

for the development of a traffic simulation model. 
The four vehicle types considered in this study were 
motorcycles (MC), passenger cars (PC), pickup 
trucks and vans (LT) and trucks and buses (HT). The 
turning count data by vehicle type was collected 
during morning peak hours (7:00 – 8:00 am.) for a 
development of OD matrices.  
 
Development of Traffic Microsimulation Model 
 

This study selected the VISSIM software to 
develop the traffic microsimulation model because 
the VISSIM currently is only one of traffic simulation 
software that has a function enabling to model lateral 
behaviour of motorcycle when the motorcycle taking 
over the slower or stopping other vehicles at 
signalized intersection. Moreover, the VISSIM can 
measure the speed-time profile of individual vehicle 
while it travels passing the signalized intersection. 
The speed-time profile of individual vehicle, i.e. 
instant speed and acceleration by every second, was 
necessary information as an input data for the CO2 
emission models.  

These OD matrices were input into VISSIM 
through the function of turning movements by vehicle 
type. The approaching, turning and crossing speeds at 
intersections by vehicle type were surveyed using the 
spot speed method. 

The study followed the guidelines proposed by 
FHWA [10] for application in the traffic 
microsimulation software. Before application of the 
traffic microsimulation model, it was necessary to 
calibrate the developed traffic microsimulation to be 
as close to the real-world traffic conditions as 
possible by adjusting the driving behavior parameters 
[11]. In the calibration process, this study simulated 
the OD matrix on the developed network. The criteria 
for traffic measures resulting from the simulation, 
including traffic flow and the maximum queue length, 
were compared with the field. The differences and 
GEH statistics were compared with acceptance 
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targets proposed by the Wisconsin Department of 
Transport [12] and Ahmed [13]. The driving behavior 
parameters were adjusted until the criteria for traffic 
measures passed the acceptance targets. 
 
Evaluation of Signal Control Strategies 
 

This study planned to propose the vehicle actuated 
signal control strategy for coordinated intersections to 
achieve the low carbon society. The conditions after 
implementation of several proposed signal control 
strategies were compared with the existing fixed time 
control condition. The traffic microsimulation model 
was applied to simulate the before and after traffic 
conditions. The traffic Measure Of Effectiveness 
(MOEs) and CO2 emissions were considered as 
evaluation criteria. The traffic MOEs consist of the 
average travel time, average delay and average queue 
length of the total system. The CO2 emission of the 
total system was also evaluated. 
 
Calculation of CO2 Emission 
 

This study applied the methodology and the 
developed CO2 emission model of motorcycle for the 
traffic microsimulation model, from the previous 
study [14], to calculate CO2 emission of all vehicles. 
This study also applied the emission data measured in 
the Automotive Emissions Laboratory of the 
Pollutant Control Department [15] to develop CO2 
emission models according to fuel type, including 
gasoline and diesel. The results from the traffic 
microsimulation model, including the instantaneous 
speed and acceleration of each individual vehicle, 
were applied with the CO2 emission models to 
calculate the CO2 emission.  

CO2 emission rates (g/s)  according to a 
motorcycle, a gasoline vehicle and a diesel vehicle 
were calculated by follow Eq. (1), (2) and (3): 
 
LN (ERMC)      = 0.269 + 0.005u - 0.548a      (1) 
LN (ERGasoline) = -1.003 + 0.02u + 0.51a      (2) 
LN (ERDiesel)    = -0.239 + 0.028u + 0.193a      (3) 
 
where ER is the emission rate (g/s), u is the instant 
speed (kph) and a is the instant acceleration (m/s2) 
 

For each vehicle, its total emission was calculated 
from a summary of instantaneous values at each 
second. Finally, the total emission of all vehicles was 
calculated using Eq. (4).   
 
Total CO2Emission =  

��� Instant Emission of a Vehicle
n

i

               (4)
m

j

4

k

 

where  
i= 1, 2, 3, ..., n (Number of time steps in second) 
j= 1, 2, 3, …, m (Number of vehicles) 

k= 1= motorcycle, 2=passenger car, 3=pickup truck 
and van, and 4=truck and bus 
 
RESULTS AND DISCUSSION 
 

This section presents the results of the 
development of the traffic microsimulation model 
and the evaluation results of proposed signal control 
strategies for Low Carbon Society. 

 
Results of the Model Calibration 
 

The result of the model calibration for traffic flow 
is presented in Table 1. The difference between the 
observed and modeled traffic flow and GEH of all 
links passed the acceptance target, proposed by the 
Wisconsin Department of Transport [12]. This result 
means that simulated traffic volume is close to traffic 
volume in the field. The result of the model 
calibration for a maximum queue length is presented 
in Table 2. The difference between the observed and 
modeled maximum queue length passed the 
acceptance target, proposed by Ahmed [13]. This 
result means that maximum queue length of simulated 
traffic flow is close to maximum queue length in the 
field. In addition, the result of the model calibration 
for traffic time is presented in Table 3. The difference 
between the observed and modeled travel time of all 
vehicles passed the acceptance target, proposed by 
the Wisconsin Department of Transport [12]. These 
results imply that the developed traffic 
microsimulation model could closely simulate traffic 
condition compared with real world conditions. 
 
Evaluation Results of Signal Control Strategies 
 

The evaluation results of the traffic flow measures 
of effectiveness as well as the emissions and fuel 
consumption are presented in Table 4. As expected, 
all proposed signal control strategies could improve 
max queue length, travel times, delays, stop time 
delays and reduce CO2 emission in the selected study 
intersections.  

The updated fixed time control decreased the 
average delays, the average stopped delays, the 
average travel times, the maximum queue length, and 
CO2 emissions for the total systems by 9.1%, 12.1%, 
7.6%, 2.1% and 0.4%, respectively. This result was 
caused by the signal timing updated according to the 
current traffic volume. 

The coordinated control decreased the average 
delays, the average stopped delays, the average travel 
times, the maximum queue length, and CO2 emissions 
for the total systems by 19.7%, 21.1%, 9.2%, 11.2% 
and 1.2%, respectively. This result was caused by the 
traffic along the major route could cross the 
intersections with less stop for the traffic signal. 
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Table 1 Results of model calibration of traffic flow 
 

Link Modeled Observed Diff. GEH Acceptance target Pass/fail (veh/hr) (veh/hr) (veh/hr) Diff.* GEH** 
Intersection 1 

SB-L 51 46 -5.0 0.72 Within 100 <5 Pass 
SB-T 355 355 0.0 0.00 Within 100 <5 Pass 
SB-R 100 108 8.0 0.78 Within 100 <5 Pass 
NB-L 68 58 -10.0 1.26 Within 100 <5 Pass 
NB-T 374 380 6.0 0.31 Within 100 <5 Pass 
NB-R 63 67 4.0 0.50 Within 100 <5 Pass 
WB-L 57 53 -4.0 0.54 Within 100 <5 Pass 
WB-T 258 238 -20.0 1.27 Within 100 <5 Pass 
WB-R 79 67 -12.0 1.40 Within 100 <5 Pass 
EB-L 36 42 6.0 0.96 Within 100 <5 Pass 
EB-T 217 206 -11.0 0.76 Within 100 <5 Pass 
EB-R 252 233 -19.0 0.16 Within 100 <5 Pass 

Intersection 2 
SB-L 52 54 2.0 0.27 Within 100 <5 Pass 
SB-T 361 345 -16.0 0.85 Within 100 <5 Pass 
SB-R 39 52 13.0 1.93 Within 100 <5 Pass 
NB-L 185 205 20.0 1.43 Within 100 <5 Pass 
NB-T 476 478 2.0 4.94 Within 100 <5 Pass 
NB-R 86 107 21.0 2.14 Within 100 <5 Pass 
WB-L 30 35 5.0 0.88 Within 100 <5 Pass 
WB-T 252 250 -2.0 0.13 Within 100 <5 Pass 
WB-R 30 36 6.0 1.04 Within 100 <5 Pass 
EB-L 95 80 -15.0 1.60 Within 100 <5 Pass 
EB-T 304 291 -13.0 0.75 Within 100 <5 Pass 
EB-R 120 136 16.0 1.41 Within 100 <5 Pass 

Intersection 3 
SB-L 12 22 10.0 2.43 Within 100 <5 Pass 
SB-T 459 448 -11.0 4.43 Within 100 <5 Pass 
SB-R 143 203 60.0 4.56 Within 100 <5 Pass 
NB-L 217 215 -2.0 0.14 Within 100 <5 Pass 
NB-T 525 539 14.0 0.61 Within 100 <5 Pass 
NB-R 104 95 -9.0 0.90 Within 100 <5 Pass 
WB-L 24 29 5.0 0.97 Within 100 <5 Pass 
WB-T 85 81 -4.0 0.44 Within 100 <5 Pass 
WB-R 33 21 -12.0 2.31 Within 100 <5 Pass 
EB-L 85 102 17.0 1.76 Within 100 <5 Pass 
EB-T 67 80 13.0 1.52 Within 100 <5 Pass 
EB-R 252 233 -19.0 1.22 Within 100 <5 Pass 

*Diff., hourly link flow of modeled versus observed within 100 veh/h, for flow < 700 veh/h, within 15% for 700veh/h < flow < 2,700 veh/h; 
**GEH statistics < 5; GEH =�(V −  C)2/((V +  C)/2) , where GEH is GEH statistic; V is simulated traffic flow; C is surveyed traffic flow; 
[12]. 
 
Table 2 Results of the model calibration of the maximum queue length 
 

Link Modeled Observed Diff. Acceptance target (Diff.*) Pass/fail (m) (m) (%) 
Intersection 1 

SB 52 54 3% Within 20% Pass 
WB 59 72 18% Within 20% Pass 
NB 102 126 19% Within 20% Pass 
EB 50 48 -5% Within 20% Pass 

Intersection 2 
SB 96 96 0% Within 20% Pass 
WB 63 66 4% Within 20% Pass 
NB 112 96 -17% Within 20% Pass 
EB 77 72 -7% Within 20% Pass 

Intersection 3 
SB 158 162 3% Within 20% Pass 
WB 21 18 -17% Within 20% Pass 
NB 129 126 -2% Within 20% Pass 
EB 64 72 11% Within 20% Pass 

*Diff, maximum queue length of modeled versus observed within 20% [13]. 
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Table 3 Results of the model calibration of the travel time 
 

Link Modeled Observed Diff. Acceptance target (Diff.*) Pass/fail (s) (s) (%) 
NB 296 265 -12% Within 15 Pass 
SB 304 302 -1% Within 15 Pass 

*Diff, travel time of modeled versus observed within 15% [12]. 
 
Table 4 Results of the effectiveness of traffic flow measures and CO2 emission reduction among scenarios 
 

Parameters Existing Fixed time Coordinated Semi-actuated Fully-actuated 

Delay (s/veh) 123 111 (-9.1%) 98 (-19.7%) 105 (-14.6%) 68 (-44.3%) 

Stopped delay (s/veh) 96 84 (-12.1%) 76 (-21.1%) 79 (-17.8%) 43 (-55.1%) 

Travel time (s/veh) 1,141 1,075 (-7.6%) 1,060 (-9.2%) 1,059 (-6.3%) 876 (-28.1%) 

Max queue length (m) 1,203 1,037 (-2.1%) 740 (-11.2%) 832 (-4.1%) 808 (-29.2%) 

CO2 emission (kg/hr) 2,151 2,142 (-0.4%) 2,126 (-1.2%) 2,138 (-0.6%) 1,963 (-8.7%) 
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The semi-actuated control decreased the average 
delays, the average stopped delays, the average travel 
times, the maximum queue length, and CO2 emissions 
for the total systems by 14.6%, 17.8%, 6.3%, 4.1% 
and 0.6%, respectively. This result was caused by a 
facilitation of the traffic along minor routes  

The fully-actuated control decreased the average 
delays, the average stopped delays, the average travel 
times, the maximum queue length, and CO2 emissions 
for the total systems by 44.3%, 55.1%, 28.1%, 29.2% 
and 8.7%, respectively. It caused that traffic along 
major and minor routes could pass the intersections 
with less stop. 

Consequently, the fully vehicle actuated signal 
control is the most efficient strategy among the 
proposed strategies. 
 
CONCLUSIONS AND RECOMMENDATIONS 
  
 This study proposed and evaluated the several 
signal control strategies to increase the level of 
service of the intersections and decrease CO2 
emission of total systems. The developed traffic 
microsimulation model was applied to evaluate the 
proposed strategies. The study found that the fully 
vehicle actuated signal control was the best strategy 
to improve the level of service of intersections and to 
reduce CO2 emission. It should be promoted to 
achieve the low carbon society. 
 As recommendations for further studies, the study 
on providing advanced information regarding signal 
phases and timing to vehicles travelling on a 
signalized corridor, extending from cars [16, 17] to 
motorcycles with the vehicle actuated signal control 
for developing countries, should to be evaluated on its 
increasing intersection’s level of service and 
reduction on CO2 emission. 
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1,2,3,4Engineering Faculty, AndalasUniversity, Padang, West Sumatera, Indonesia 

 
ABSTRACT 

 
High strength concrete (HSC) is defined as concrete with a specified compressive strength of 40 MPa or 

greater. Concrete with high strength is basically a brittle material, with low tensile strength. Another problem to 
note is the incidence of cracks in HSC due to the tensile stress. One way to improve the brittle and weak concrete 
properties towards tensile strength is by utilizing fiber. The utilization of steel fiber from waste tires (SFWT) in 
high strength concrete can be used as an alternative to improve the mechanical properties of the concrete and 
also has benefit to reduce the waste of used tires that are increasing every year. This research was conducted to 
determine the effect of the addition of steel fiber waste tire on high strength concrete (HSC) and high strength 
concrete containing silica fume (HSCSF). Steel fiber waste tyre is obtained from the extracting of used tires that 
are cut into 4 cm long. The specimen used is a cylinder with a diameter 15 cm, height 30 cm and beam with 
dimension 10x10x50 cm. The content of silica fume on high strength concrete is 10% by replacing of the cement 
weight. The addition of steel fiber waste tire in both HSC and HSCSF are 0%, 0.5%, 1.0%, 1.5%, and 2%. 
Mechanical properties of concrete such as compressive strength, tensile strength and flexural strength are tested 
at 28 days age. The results show that the addition of SFWT increases the compressive strength, tensile strength 
and flexural strength of HSC and HSCSF. The increase of SFWT content results in the higher mechanical 
properties of the high strength concrete. In addition, the presence of SFWT in the high strength concrete delays 
the crack width of the concrete and prevents the brittle collapse.  

 
Keywords: High strength concrete, Steel fiber waste tire, Silica fume, Concrete properties 
 
 

INTRODUCTION 
 

Concrete is the oldest and the most widely used 
material in the history of human development. In 
general, the strength and performance of concrete 
before the 20th century is still low and then, it is 
developed to the high strength concrete (HSC). The 
high strength concrete is concrete with compressive 
strength implies 40 MPa or greater. The higher 
compressive strength of concrete results reduction in 
the size of structural elements such as columns and 
beams [1]. 

HSC can be produced by reducing the water-
cement ratio of the concrete. The reduction of the 
water-cement ratio results in a decrease in porosity and 
refinement of capillary pores in the matrix so the 
mechanical properties will increase. However, it will 
affect the concrete workability. An alternative to make 
HSC is by using pozzolanic admixtures such as silica 
fume. Silica fume is a by product of producing silicon 
metal or ferrosilicon alloys that is very reactive 
pozzolan. It has been proved that the addition of silica 
fume on HSC increase the compressive strength, 
flexural strength and durability, in which the highest 
increase was found with the replacement of 10% and 
15% silica fume by cement weight [2]. 

High strength concrete is inherently a brittle 
material, with low tensile strength and limited ductility. 

Also, the cracks of HSC will easily occur due to the 
tensile stress. One way to improve the brittle and weak 
concrete tensile strength is by utilizing fiber. Fibers 
help to improve the post-peak ductility performance, 
pre-crack tensile strength, impact strength, fatigue 
strength, and eliminate temperature and shrinkage 
cracks [3]. Several studies have proved that the 
addition of fiber in high strength concrete can improve 
the mechanical properties of its concrete [4]-[8]. 

The utilization of special steel fiber from the used 
tire (steel fiber waste tire) on high strength concrete 
can be an alternative to produce HSC with high tensile 
strength. The large number of waste tires production is  
potential to be used to the improve the mechanical 
properties of HSC. This research focused on the 
investigation on the effect of steel fiber waste tire 
addition on HSC and high strength concrete containing 
silica fume (HSCSF).  

 
MATERIALS AND METHODS 
 
Materials Used 
 
Cement 
 

The cement that used in this research is Ordinary 
Portland Cement (OPC) produced by Padang Cement 
Factory, Indonesia. 



SEE - Nagoya, Japan, Nov.12-14, 2018 

 

666 
 

Fine Aggregate 
 

Locally available fine aggregate, with a maximum 
size of 4.75 mm is used in this study. The properties of 
the fine aggregate such as specific gravity, absorption, 
fineness modulus, and water content of fine aggregate 
can be seen in Table. 1 

 
Table 1 Properties of fine aggregate 
 
No Property Value 

1 
2 
3 
4 
 

Specific gravity 
Absorption 

Fine Modulus(FM) 
Water content 

2,44 
3,6 % 

3,4  
0,94 % 

 
Coarse Aggregate  

The locally coarse aggregate is used with the size of 
5-10 mm. The properties of the coarse aggregate such 
as specific gravity, absorption, fineness modulus, and 
water content can be seen in Table. 2 
 
Table 2 Properties of coarse aggregate  
 
No Property Value 

1 
2 
3 
4 
 

Specific gravity 
Absorption 

Fine Modulus (FM) 
Water content 

2,51 
2,8 % 

4,97 % 
1,06 % 

 
Water 
 

Potable tap water which is free form acid and 
organic substance is used in mix preparation and curing 
concrete.  
 
Steel Fiber Waste Tyre 
 

In this study, the steel fibers taken out from waste 
tyres (Fig. 1) are used in the concrete mix to form a 
composite fibrous material. Steel fibers waste tyres 
(SFWT) are extracted from chips of waste tyres by the 
manual cutting process (Figs. 2 and 3) and cut to 4 cm 
length (Fig. 4), and an average diameter of the fiber is 
028 mm keeping aspect ratio 80. The steel fibers are 
uniformly and randomly distributed in different 
proportions from 0-2% with an increment of 0,5% by 
the volume of concrete to prepare the different concrete 
matrix. The geometric characteristics of SFWT can be 
seen in Table 3. 

 
 

Silica Fume 
 

Silica fume that used in this research is Sika Fume 
produced by Sika Factory. The added silica fume 
material used meets the technical requirements in 
accordance with ASTM C 1240-00. 

 
Superplasticizer 
 

Superplasticizer used is Viscocrete-1003 
manufactured by Sika Factory. The viscocrete-1003 
additive material meets the technical requirements in 
accordance with ASTM C 494-92 Type F. 

 

 
 
Fig. 1 Waste tyres 
 

 
 

Fig. 2 Steel fibers extracted from waste tyres  
 

 
 
Fig. 3 The 4cm lenght of steel fiber extracted from waste tyre  
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Table 3 Properties of steel fiber waste tyre 
 
Characteristics of 
Steel fiber 

Description  

Form Irregular, Sharp 

Surface Texture Invisible 
Size Diameter 0.5 mm and 

length 40 mm 
Aspect Ratio 80 

Density 7850 Kg/m3 

Tensile strength 500-2000 N/mm2 

 
EXPERIMENTAL PROGRAM 
 
Mix Proportions of High Strength Concrete 

 
A high strength concrete mix design is calculated 

according to the ACI (American Concrete Institute) 
method 211.4R-93. There are two variations of high 
strength concrete namely, high strength concrete and 
high strength concrete containing silica fume. The rate 
of addition of silica fume in the concrete mixture is 
10% of the cement weight, in which the silica fume 
serves as a cement replacement material. The amount 
of steel fibers added in the concrete mixture is based on 
the total volume of the commonly referred concrete 
volume fraction. The mix proportions of high strength 
concrete (HSC) and high strength concrete containing 
silica fume (HSCSF) with the percentage of steel fiber 
waste tire can be seen in Tables 4 and 5. 
 
Table 4. Mix proportions of HSC 
 

Material                                             
(Kg/m3) 

SF              
0 

SF              
0.5 

SF              
1.0 

SF              
1.5 

SF              
2.0 

Cement 
(Kg/m3) 

561.5 561.5 561.5 561.5 561.5 

Sand 
(Kg/m3) 

638.7 638.7 638.7 638.7 638.7 

           
Split 5/10 
(Kg/m3) 

902.6 902.6 902.6 902.6 902.6 

           
Water 

(Kg/m3) 
214.8 214.8 214.8 214.8 214.8 

    
 
 

Steel Fiber 
(%) 

0.0 0.5 1.0 1.5 2.0 

           
Viscocrete 
1003 (%) 

0.69 0.69 0.69 0.69 0.69 

 
          * SF : Steel Fiber 

 

Table 5. Mix proportions of HSCSF 
 

Material                                             
(Kg/m3) 

SF              
0 

SF              
0.5 

SF              
1.0 

SF              
1.5 

SF              
2.0 

Cement 
(Kg/m3) 

505.3 505.3 505.3 505.3 505.3 
     

      
Sand 

(Kg/m3) 
638.7 638.7 638.7 638.7 638.7 

     
      

Split 5/10 
(Kg/m3) 

902.6 902.6 902.6 902.6 902.6 
     

      
Water(Kg/m3) 214.8 214.8 214.8 214.8 214.8 

           
Steel Fiber 

(%) 
 

0.0 0.5 1.0 1.5 2.0 
     
     

Silica Fume 
(Kg/m3) 

 

56.1 56.1 56.1 56.1 56.1 
     

 
Viscocrete 

1003 
(%) 

1.00 1.00 1.00 1.00 1.00 

 
    

* SF : Steel Fiber 
 
Casting of Specimens 
 

There are 80 specimens were cast, consist of 60 
cylinders specimens for compressive and splitting 
tensile strength tests and 20 specimens for the flexural 
strength test. The number of test specimens can be seen 
in Table 6. 

 
Table 6. Number of test specimens 
 

Type of concrete  
Number of Concrete specimens 

compressive Tensile  Flexural  

High strength 
concrete 
 

15 15 10 

High strength 
concrete with Silica 
Fume 10% 

15 15 10 

Total 30 30 20 
 

Cylindrical moulds of 150 mm diameter and 300 
mm length are used for casting the specimen for 
compressive and splitting tensile strength tests, 
respectively. For flexural strength test, beam specimen 
with the size of 100 x 100 x 500 mm is cast. The 
specimens are cast with 0%,0,5%,1%,1,5% and 2% 
content of SFWT on concrete with and without silica 
fume. All specimens were cured for 28 days. 
 
Testing of Specimens 

 
Testing of compressive strength and tensile strength 

is carried out on cylindrical test specimens by using a 
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compressive test apparatus at the Concrete Laboratory 
of Semen Padang Factory (Figs. 4 and 5). Flexural 
testing is carried out on beam specimens using a 
flexural testing machine in the concrete Laboratory of 
Semen Padang Factory (Fig. 6). Compressive, splitting 
tensile and flexural strengths of each specimen was 
determined using SNI 03-1972-2011, SNI 2491: 2014, 
and SNI 4154: 2014, respectively. 

 

 
 
Fig. 4 Compressive test on cylindrical specimen 

 

 
 
Fig. 5 Splitting tensile test on cylindrical specimen 

 

 
 
Fig. 6 Flexural test on beam specimen 

RESULTS AND DISCUSSION 
 
Compressive Strength 
 

The results of the compressive tests performed on 
HSC and HSCSF with different percentage of steel 
fibers tested on the 28th day is shown in Table 7 and 
Fig. 7. 
 
Table 7 Test result of compressive strength 
 
No. 

 
 
 

SFWT 
 

(%) 
 

Compressive 
Strength 

Percentage of 
Increase 

HSC 
(MPa) 

HSCSF 
(MPa) 

HSC 
(%) 

HSCSF 
(%) 

1 
2 
3 
4 
5 

0 
0.50 
1.00 
1.50 
2.00 

58.91 
59.15 
60.44 
72.38 
73.38 

69.87 
73.41 
74.36 
77.00 
78.54 

- 
0.42 
2.59 

22.86 
24.56 

- 
5.08 
6.43 

10.21 
12.42 

 
As seen in Table 7, the compressive strength of 

HSC and HSCSF containing SFWT increases with the 
increase of SFWT content. In HSC, the percentage 
increases in the compressive strength for the cylinder 
with 0.5%, 1%, 1.5% and 2% SFWT addition are 
0.42%; 2.59%; 22.86%; and 24.56%, respectively. The 
highest value of compressive strength of 73,38 MPa 
was observed on HSC with 2% SFWT addition. 

For HSCSF, meanwhile, the highest value of 
compressive strength occurred in the addition of SFWT 
by 2% that is 78.54 MPa, which is 12.4% increase in 
compressive strength compared to those without 
SFWT. Percentage increase of compressive strength 
with 0.5%; 1.0%; 1.5%; and 2% SFWT addition are 
5.08%; 6.43%; 10.21%; and 12.24%, respectively. 

The comparison of compressive strength between 
HSC and HSCSF with variation SFWT content is 
shown in Fig. 7. 

 

 
 
Fig. 7 Comparison of compressive strength between 

HSC and HSCSF with different SFWT content 
 
As can be seen in Fig. 7, the increase in 

compressive strength between HSC and HSCSF has 
the different tendency. However, the compressive 
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strength of HSCSF was higher than those of HSC in 
each SFWT content. This indicates that the presence of 
Silica fume results in the higher concrete compressive 
strength.  

 
Tensile Strength  
 

Tensile strength test results on HSC and HSCSF 
with different content of SFWT is shown in Table 8 
and Fig. 8. 

 
Table 8 Test result of splitting tensile strength  
 

No. 
 
 
 

SFWT 
 

(%) 
 

Tensile Strength Percentage of 
Increase 

HSC 
(MPa) 

HSCSF 
(MPa) 

HSC 
(%) 

HSCSF 
(%) 

1 
2 
3 
4 
5 

0 
0.50 
1.00 
1.50 
2.00 

3.85 
4.77 
4.87 
7.61 
8.27 

5.61 
5.65 
6.10 
7.75 
9.14 

- 
23.87 
26.32 
97.55 
114.69 

- 
0.76 
8.83 

38.27 
62.99 

 
The test results indicate that the tensile splitting 

strength increases as the increase the SFWT content on 
both HSC and HSCSF from 0% to 0.5%, 1%, 1.5%, 
and 2%. This might be in consequence of the strong 
mechanical interlocking force in the concrete due to the 
present SFWT. 

For HSC, it is found that the maximum splitting 
tensile strength by adding 2% SFWT is 8.27 MPa, 
which is 114.69% increase as compared to HSC 
without SFWT. In HSCSF, on the other hand, the 
maximum percentage increase of the tensile strength at 
2% SFWT content is less than those in HSC, that is 
62.99% (9.14 MPa). 

Fig. 8 shows the comparison of tensile strength 
between HSC and HSCSF with variation SFWT 
content. 

 

 
 
Fig. 8 Comparison of Tensile Strength between HSC 

and HSCSF with different SFWT content 

Compare to HSCSF, the increase of tensile strength 
is more significant at each SFWT content. However, 
both HSC and HSCSF show almost similar increment 

on tensile strength from 0.5% to 1% SFWT content. In 
general, the tensile strength of HSCSF is higher than 
those of HSC at each SFWT content.  

 
Flexural Strength 
 

The results of the flexural strength tests performed 
on HSC and HSCSF at different percentage of SFWT 
content is shown in Table 9 and Fig. 9. 

 
Table 9 Test results of flexural strength 
 

No. 
 
 
 

SFWT 
 

(%) 
 

Flexural Strength Percentage of 
Increase 

HSC 
(MPa) 

HSCSF 
(MPa) 

HSC 
(%) 

HSCSF 
(%) 

1 
2 
3 
4 
5 

0 
0.50 
1.00 
1.50 
2.00 

6.23 
6.89 
7.27 
8.33 

10.73 

7.18 
8.10 
8.57 
9.18 

11.68 

- 
10.47 
16.61 
33.57 
72.20 

- 
12.85 
19.44 
27.90 
62.70 

 
From Table 9, it can be seen that in general, there is 

an increase in flexural strength from the addition of 
0.5%, 1%, 1.5% and 2% SFWT to both HSC and 
HSCSF. Steel fiber in the concrete increases the 
flexural strength. The highest content of fibers gives 
the maximum increase of the strength. The highest 
percentage of increase in flexural strength was 
observed with the addition of 2%.SFWT content that is 
72.2% and 62.7% for HSC and HSCSF, respectively. 
The maximum flexural strength on HSC and HSCSF 
are 10.73 MPa and 11.68 MPa, respectively. 

The tendency of increase in flexural strength is 
almost similar for both HSC and HSCSF at each 
SFWT content, as shown in Fig. 9. 

 

 
 
Fig. 9 Comparison of Flexural Strength between HSC 

and HSCSF with different SFWT content 
 

The increases of the flexural strength with the 
addition of steel fiber waste tire due to the influence of 
high strength concrete bonds with added materials in 
the form of SFWT. The fiber bonds on high strength 
concrete can be seen in Figs. 10 and 11. The presence 
of SFWT increases resistance to cracking, It is clearly 
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seen from Fig. 11 that the steel fiber from waste tyre 
bridges across the cracked matrix, which will provide 
the higher bonding on the HSC.  

 

 
 
Fig. 10 Illustration of cracks in high strength concrete 

without SFWT 
 

 
 
Fig. 11 Illustration of cracks in high strength concrete 

with the addition of SFWT 
 

In Figs. 10 and 11, cracks in high strength concrete 
can pass through aggregates and matrix. This is 
because the mechanical properties of aggregates and 
matrix in high strength concrete are very similar 
(equally strong). 

High strength concrete bonds with steel fiber waste 
tire can prevent the spreading of irregular small cracks 
in the concrete caused by the added load when the 
concrete is tested. So with the increase of steel fiber 
waste tire on the concrete, the less likely the 
occurrence of cracks (collapse) and test objects can 
receive a greater load again. In addition, steel fiber 
waste tire can also increase ductility, where steel fiber 
is still able to bind cracks in the cracks, so it can 
prevent the brittle collapse. 

 
CONCLUSION 
 
1. The addition of SFWT from 0.5% to 2% in HSC 

and HSCSF increases the compressive strength, 
tensile strength and bending strength. This is due to 
the contribution of the fiber to bond the concrete, 
reduce the cracks and prevent a brittle collapse. 

2. In HSC, there is no significant increase of 
compressive strength with 2.0% SFWT addition, 
that is 24.56%, while, the significant increases of 
tensile and flexural strength are observed on 
HSCSF that are 114.7% and 72.2%, respectively. 

 
 
 
 

3. For HSCSF, the replacement of 10% cement weight 
by silica fume results in higher of the concrete 
strength compared with HSC at each SFWT 
content. The maximum percentage increase of the 
compressive, tensile and flexural strength was 
observed on 2% SFWT addition that are 12.4%; 
73.0%; and 62.7%, respectively.   
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ABSTRACT 

 
This paper explains about numerical analysis of EWECS (Engineering Wood Encased Concrete-Steel) 

column accompanied with shear stud connection under constant axial and lateral cyclic loads based on the 
previous experiment. This is the new structure system contains concrete encased steel (CES) core with an 
exterior wood panel. The experiment was performed in a variation of wood panel connection to the concrete. In 
this study, the non-linear finite element (FE) analysis is performed by modeling the column with 3D solid 
element and the friction devices of shear stud with two-node-link element. The hysteresis characteristics 
comparison between experiment and numerical results show that the peak forces in the every last loops (story 
drift) and hysteresis curves shape have similarity as well as on the main stiffness, ductility, and energy 
dissipasion. The presence of shear studs on EWECS columns improved the ductility of the column and reduced 
the damage of wood panel, but there was no much influence on maximum flexural strength of the column. With 
shear studs, the wood panel contributed to flexural capacity until maximum story drift, R of 5%, although cracks 
appeared at the column faces after R of 4%. Generaly, the analytical method can be used to predict accurately 
the ultimate strength and behavior of EWECS columns.  
 
Keywords: EWECS column, shear stud, cyclic load, numerical analysis 
 
 
INTRODUCTION 

 
To solve a problem on the story number 

limitation for wood structures (unfireproof material) 
that limited to not more than three stories based on 
the Building Standard Law of Japan [1], the type of 
hybrid structural system that called as EWECS 
(engineering wood encased concrete-steel) structural 
system has been developed by one of the authors in 
Japan. The proposed structural system consists of 
EWECS columns and engineering wood encased 
steel (EWES) beams, as shown in Figure 1. For the 
first stage of the research program, composite 
EWECS columns were investigated. The EWECS 
column consists of an exterior wood panel with 
concrete encased steel (CES) core (Figure 1). 

In our previous studies [2], the seismic 
perormance of EWECS column using double H-
section steel had been tested to apply to columns 
subjected to bending moments and shear forces in 
two directions, such as those in the structure of 
frame. The results show that the column had a stable 
spindle-shaped hysteresis curve without degradation 
of load-carrying capacity until large story drift, R of 
5%. It was also found that the wood panel presence 
on the EWECS column contributed to flexural 
capacity by around 12% in peak of every loop. 
Furthermore, EWECS columns using single H-
section steel, are being developed to apply to 
columns of one way moment frame connected with 
shear wall in the orthogonal directions [3]. 

 

 
 

 
 
Fig. 1 Schematic view of EWECS structural 

system [2]. 
 

Composite action enhances structural efficiency 
by combining the structural elements to create a 
single composite section. The term “full shear 
connection” relates to the case in which the 
connection between the components is able to fully 
resist the forces applied [4]. The component that 
assures the shear transfer between the wood panel 
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and the concrete encased steel core in the composite 
construction is the shear stud. The shear studs made 
from steel bolts were attached from the wood panel 
to CES core along the column height for the column, 
as shown in Figure 2. The purpose of the shear studs 
is to enhance the bond between the CES core and the 
wood panel, thereby increasing the composite action 
of the column. The effect of shear studs on the 
behavior of EWECS columns can be examined by 
comparing Models WC1 (without shear stud) and 
WC1-S (with shear stud). Both specimens have the 
same column dimensions and configurations, and the 
main difference is only the presence of the studs.   

The objective of this research is to develop a 
finite element model (FEM) using ANSYS APDL 
14.0 [5] to predict the response and behavior of 
EWECS composite column subjected to lateral 
cyclic loads. The developed model takes into 
consideration the nonlinear behavior of concrete and 
contact between surfaces. The results of the FE 
model were validated with experimental test results 
that were conducted at Japan [2].  
 

 
                   (a)                                    (b) 
 
Fig. 2 The dimension and cross section of (a) 

WC1 and (b) WC1-S spesimens [3]. 
 
ANALYTICAL WORK  

 
Finite element analysis is a numerical method of 

deconstructing a complex system into very small 
pieces called elements. The software implements 
equations that govern the behaviour of these 
elements and solve them all, creating a 
comprehensive explanation of how the system act as 
a whole. These results then can be presented in 
tabulated, or graphical forms.  

 
The 3D Models Detail 

 
All the model of column had 1600 mm height 

and 400 x 400 mm2 cross-section. A composite 
section is modelled with a single H-section steel of 
300 x 220 x 10 x 15 mm and the thickness of the 
wood panel was 45 mm. The model of the column 
composite is shown in Figure 3. FEM is the outlines 
of the elements used to model the object of interest. 
An important aspect of FE modeling that affects the 
analysis is the aspect ratio of plane elements. The 
aspect ratio describes the shape of the element in the 
assemblage. The optimal aspect ratio at any location 

within the grid depends largely on the rate of change 
of displacement in different directions. The total 
number of elements used is 7810 elements which is 
an adequate refinement for the constructed 3D FE 
model. 

 

  
 

Fig. 3 The 3D FE model of EWECS column. 
 

Material Properties 
 
The characteristics of the EWECS column model 

and the real properties of materials are presented in 
Table 1. The materials properties of the section are 
incorporated to observe the realistic behavior.  

 
Table 1 Material properites of EWECS column 

 
Material Property Value 
Concrete Compressive strength fc’ 

(MPa) 
35 

Tensile strength ft (MPa) 3.1 
Young’s modulus Ec (MPa) 27800 

Poisson’s ratio ʋ 0.2 
Ultimate comp. strain 0.0025 

Steel 
(Web) 

Yield stress fsy (MPa) 313.3 
Poisson ratio ʋ  0.3 

Young’s modulus Es (MPa) 156700 
Steel 

(Flange) 
Yield stress fsy (MPa) 293.6 

Poisson ratio ʋ  0.3 
Young’s modulus Es (MPa) 146800 

Wood *Compressive strength fcw’ 
(MPa) 

45 

 Tensile strength ftw (MPa) 5 
 Young’s modulus Ec (MPa) 11500 
 Poisson’s ratio ʋ 0.34 
 Ultimate comp. strain 0.0025 

Note: * the direction is parallel to axis of grain. 
 

Element Types Adopted 
 
For representation of concrete, an eight node 

solid element SOLID 65 was used. The solid 

400 mm 

16
00

 m
m
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element has eight nodes with three degree of 
freedom at each node with translations in the nodal 
x, y and z directions, as seen in Figure 4. The 
element is capable of  plastic deformations, cracking 
in three orthogonal directions, and crushing. The 
most important aspect of this element is the 
treatment of non-linear properties.  

The SOLID185 element is a 3D hexahedral 
element defined by eight nodes as shown in Figure 
5. The element has three translational degrees of 
freedom at each node in the nodal x, y, and z 
directions. The element has capability of plastic 
deformation, hyperelasticity, stress stiffening, creep, 
large deflection, and large strain. 

 

 
 
Fig. 4 ANSYS Solid65 and Solid185 elements [5]. 

 
Two element types (CONTA174 and TARGE170) 
are used for the contact and target surfaces since the 
contact is between two different surfaces. Surfaces 
with finer mesh were designated as contact surface 
while surfaces with coarser meshes were considered 
target surfaces. The contact element has eight nodes 
as shown in Figure 5. Accordingly, FE analysis sets 
the normal pressure to zero if separation occurs 
between the surfaces in contact [6].  
 

 
 
Fig. 5 ANSYS Conta174 element [5]. 
 
Constitutive Model of Material  
 
Concrete 
 
Concrete is a quassi-brittle material and has different 
behavior in tension and compression. In 
compression, the stress - strain curve for concrete is 
linearly elastic up to 30 % of the maximum 
compressive strength. The concrete constitutive 
material model used here to define the failure of 

concrete is based on William and Warnke 
formulation [9].  

An isotropic multi-linear compressive stress–
strain curve for concrete is used to define the plastic 
behavior of concrete. The stress-strain relationship 
in the rising region was designed on the model 
developed by Saenz [7], which was built in the 
program, as seen in Figure 6. To account for shear 
stiffness reduction by shear crack deformation, shear 
transfer model developed by Al-Mahaidi was 
included in the analysis, with the use of modified 
shear transfer coefficient, β, of 0.75 [8]. 
 

 
 
Fig. 6 Compressive stress-strain relationship for 
concrete. 
 
Steel 
 
The steel element used in ANSYS was considered to 
be perfectly elastic material and identical in tension 
and compression. The constitutive model of the steel 
encased inputed is shown in Figure 7. 
 
Wood Panel 
 
The constitutive model of wood in the paper is 
shown in Figure 8. Owing to the design to allow the 
force to be applied in the direction parallel to the 
annual growth ring of the wood, some existing 
concrete models built in the program by many 
researchers might be used in the analysis with some 
modifications. Stress-strain relationship in the rising 
region was modeled with the linearly increasing 
(perfectly elastic - plastic criterion) model, and 
slightly reduced by 5% for the wood without shear 
stud. 

The fracture criterion of wood was adopted 
following the rule of the five parameter model of 
William-Warnke [9] for concrete with the input of 
wood material characteristic. To account for shear 
stiffness reduction by shear crack deformation, the 
shear transfer model for concrete developed by Al-
Mahaidi was included with the use of modified shear 
transfer coefficient β of 0.35 for wood [8]. 

In this study, the material interface of the FE 
model between steel and concrete is considered 
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perfectly-bonded [11], while the material interface 
between concrete and wood for WC1 is unbonded 
performed by slightly reducing the stress-strain 
relationship of wood. The material interface between 
concrete and wood for WC1-S is assummed 
perfectly bond [12].  

 

 
(a) 

 

 
(b) 

 
Fig. 7 Tensile stress-strain relationship for (a) web 
and (b) flange encased steel. 

 

 
 

Fig. 8 Compresive stress-strain relationship for 
wood. 

 
Boundary Conditions  

 
The experimental work has been done to test the 
axial and lateral loads carrying capacity of EWECS 
column were performed by fixing the bottom end 

against every possible movement, while applying the 
load was at the upper end. To duplicate such a 
procedure, the bottom end (anchor plate/ stub 
700.700.400 mm) of the simulated specimens was 
fixed against all the degrees of freedom, as seen in 
Figure 9. The load application was performed by 
applying displacement to the upper end and the load-
bearing capacity of the column was measured using 
a reference point at the lower end [13]. 
 

 
 

 
 
 

 
 
Fig. 9 Boundary conditions of FE model 
 
Loads 

 
The loads are made to consider the experimental test 
setup. The top-most columns were subjected to a 
constant axial load of 1031 kN represented by 
applying a point pressure of 1.4 kN on the stub 
elements with a total nodal of 717 in the FE model. 
The horizontal displacements were provided to 
simulate the cyclic load condition at the end of the 
column. The lateral load cycles for the column were 
controlled by story drift, R (the ratio between 
horizontal to the column height) which is δ/h. The 

Restrained in x, y, 
and z directions 

Cyclic lateral load 
applied by displacement 

Constant axial load 
(red lines) 

Restrained in y 
direction 
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lateral load sequence consisted of one cycles to each 
R of 0.5, 1, 1.5, 2, 3, and 4%, followed by a half 
cycle to R of 5%. Figure 10 shows the lateral cyclic 
load represented in the FE model. 
 

 
 

Fig. 10 Lateral cyclic load (displacement) 
 
RESULTS AND DISCUSSION 

 
Hysteresis Characteristics 

 
The load carrying capacity and stress distribution 

are nearly same with minimum percentage of error. 
The experimental hysteresis loops (shear force 
versus story drift) for the WC1 and WC1-S are 
compared with those obtained from the FE analysis 
for the entire loading history, as shown in Figure 11. 
The analytical results for hysteresis curve of the FE 
models show a good agreement with the test results. 
Both the specimens and models show ductile and 
stable spindle-shaped hysteresis loops. Table 2 lists 
the measured strength both EWECS columns at first 
yield and at the maximum capacity. 

From the FE model, the maximum lateral shear 
force for WC1 column is 732 kN obtained 
at last story drift 5%. This is approximately 3.1% 
higher than the results obtained from the 
experimental (709 kN). It is clear from Figure 12 (a) 
that the FE and experimental results are 
almost the same behavior in each stage of cyclic 
loading. The average of different percentage 
of lateral shear force in each stage of loading cycles 
between the FE analysis and the experimental results 
is around 8.7%. 

The maximum shear force for WC1-S is 804 kN 
at R 5% from the FE analysis, which is 9.8% higher 
than the experimentally obtained data (725 kN) at R 
5%. The FE model behaved higher dissipated energy 
in the each stage of loading cycles than the 
experimental data, as seen in Figure 12 (b). The 
average of different percentage of lateral shear 
force in each stage of loading cycles between the FE 
analysis and the experimental results is around 21%. 
From the FE models, the presence of shear studs 

gives contribution to flexural capacity by around 
17% in maximum.  

 

 
(a) 

 
(b) 

 
Fig. 11 Comparison of hysteresis loops between 
experimental and numerical results of (a) WC1 and 
(b) WC1-S. 

 
Table 2 Measured strength 

 
Model Study at Yielding at the Max. 

Capacity 
Qy Ry Qm Rm 

WC1 Exp. 367 0.55 709 5 
Num. 373 0.50 732 5 

WC1-S Exp. 427 0.70 725 5 
Num. 419 0.74 804 5 

Note: Q (kN); and R (%). 
 
The difference between the FE and experimental 

results at different stages of loading can be attributed 
to mesh refinement, idealized boundary conditions 
in the FE model, material nonlinearity, and the 
specified coefficient of friction between contact 
surfaces at the material interface of the columns. 

 
Failure Mode and Principal Stress Distribution 

 
The stress and strain in each of material element 

is also analyzed to validate the FE models. A 0.002 
principal strain is respectively reached in the 
encased steel of WC1 and WC1-S columns 
models at story drift 0.51% and 1.1%, as indicated 
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that the steel has first yield in oval shape in the 
Figure 12. These results are almost similar with the 
test data that the first yield in the corner region both 
of top and bottom of the steel during experimental 
are respectively at R 0.91% and 1.2%. In WC1 
column model, the first crack in the concrete occurs 
at R 0.4% in the strut zone of FE model, indicated 
by maximum principal stresses (tensile) is greater 
than the tensile strength of concrete (3.1 MPa), as 
shown inside the oval shape in Figure 13 (a). The 
cracks occure spread on the strut area and propagate 
along the horizontal direction.  

 

     
    (a)      (b) 
 

Fig. 12 The principal strain at first yielding of the 
(a) WC1 and (b) WC1-S models. 
 

 
(a)   (b) 

 
Fig. 13 The principal stress at first crack and crush 
in concrete core of the WC1 model. 
 

Figure 13 (b) shows the minimum principal 
stress (compressive) of concrete at last story drift, 
where the value has exceeded the compressive 
strength of concrete (49 MPa) that resulting in crush 
on the top and bottom of the concrete. 

           

     
 

Fig. 14 Comparison of failure mode of wood panel 
at (a) WC1-S and (b) WC-1 between experimental 
and FE results. 

 
The principal shear stress in the wood panel is 

shown inside the oval shape in Figure 14. The figure 
shows that the crack occurred in the wood panels 
assembled together by using wood glue at a shear 
stress of approximately 7.24 MPa and 8.2 MPa 
(maximum principal shear stress) for WC1-S and 
WC1, respectively. This corresponds to tangential 
shear strength of normal wood at averaged 7.44 MPa 
as suggested by Calderoni [14]. The crack occurs in 
this location due to the weak shear strength of the 
connection using wood glue during construction of 
the specimen test. The cracks pattern are also formed 
at the opposite side. They propagate along a height 
of the column.  

Figure 15 shows the 1st principal normal stress 
on wood. The stress is concentrated on the edge 
bottom and top of the wood, where sink (due to 
compression) and uplift (due to tensile) occur. These 
good comparative results confirmed the ability of the 
proposed FE analysis to predict the maximum 
strength and behavior of EWECS column under 
constant axial and lateral loads reversals with 
acceptable accuracy. 
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Fig. 15 Comparison of failure mode of wood panel 
in terms of sink and uplift of WC1 between 
experimental and FE results. 
 
CONCLUSION 
 
 Based on the analytical and experimental studies 
presented here, the following conclusions can be 
drawn: 
(1) EWECS columns using single H-section steel 
had excellent structural performance without 
severe damage, even at large story drift, R of 4%. 
(2) The presence of shear studs on EWECS columns 
improved the ductility of the column and reduced 
the damage of wood panel, but there was no much 
influence on maximum flexural strength of the 
column. 
(3) To modeling the slip behavior between concrete 
and wood, it needs to reduce the strength of wood 
about 5%. With shear studs, the woody panel 
contributed to flexural capacity until large story 
drift, R of 5%, although cracks appeared at the 
column faces after R of 0.4 %. 
(4) The calculated hysteresis loops using finite 
element analysis showed a good agreement with the 
experimental results, indicating that the analytical 
method can be used to predict the ultimate strength 
and behavior of EWECS columns. 
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ABSTRACT 

Rainwater harvesting is a water collection method that has gained more awareness, especially now that 

there have been increasing water issues and flood problems around the world. A hydrologic-hydraulic model was 

developed to evaluate the potential and effectiveness of rainwater tanks for flood reduction in the Labu River 

Basin. The feasibility of implementing rainwater tanks towards water supplement was then evaluated before the 

optimum size of dual function rainwater tanks was determined by analyzing the effectiveness of rainwater tanks 

in flood reduction, water supplement and also through economic analysis. The most appropriate tank size for both 

flood mitigation and water supplement portions was 2m3. The 2m3 tank was found to be capable of reducing the 

peak flow and maximum water level up to 14.29% and 1.57% respectively. Besides that, it also reduced the runoff 

volume and flood period up to 100% while at the same time increased the time of concentration up to 66.04%. 

The reliability ratios of the 2m3 tank when being simulated under the water usage of 250L and 750L for each 

house per day was 82.5% and 45.3%, respectively. 

Keywords: rainwater harvesting system, flood mitigation, water resources, Tangki NAHRIM 

INTRODUCTION 

Malaysia is blessed with sunshine and rain all year 

round with rain being one of the main sources of water. 

However, it was not until a drought that occurred in 

1998 during El Nino that created a surge of interest in 

rainwater harvesting by the Ministry of Housing and 

Local Government because the drought had brought 

unpleasant water supply disruptions for the Klang 

Valley residents at the time. As of now, six states have 

gazetted the amendments to the Uniform Building By-

Laws 1984 to implement the Rainwater Harvesting and 

Utilisation System (SPAH) at buildings and the states 

are Perak, Selangor, Johor, Melaka, Kelantan and Perlis. 

SPAH had become very important because some states 

were forced to carry out water rationing when the water 

levels in the dams dropped following a drought. 

Besides drought issues, there is also a growing water 

demand due to the population growth and economic 

development. Malaysia is faced with flood issues as 

well, in which flooding is the most significant natural 

hazard in the country in terms of its effects to the 

population, frequency, area extent, flood duration and 

social economic damage.  

In flood modelling, flood events are simulated to 

provide a better visualisation of flood events and 

understanding of flood risks. It usually involves both 

hydrologic and hydraulic modelling. Hydrologic 

modelling involves the characterization of real 

hydrologic features [3], [14] and some important 

parameters that can affect flow in hydrologic modelling 

are inclusive of precipitation, hydrological loss 

estimation and runoff estimation [4]. XPSWMM is a 

comprehensive software set for designing, modeling 

and administering sustainable drainage systems, plus it 

is also applicable for the analysis, design and 

simulation of storm and wastewater systems and to 

model flows in natural systems [19], [5], [10], [12]. By 

incorporating a decentralized rainwater harvesting 

system, it is possible to reduce 20% of the peak 

discharge [8], reduce the number of flooded areas 

within a river catchment [15] and increase the time of 

concentration [20], [15]. Tangki NAHRIM software on 

the other hand is developed to ascertain the optimal size 

of a rainwater storage tank system, the volume of 

rainfall and rainwater distribution and also its reliability 

and efficiency [27], [6], [11]. It can also be used to 

obtain rainfall data such as average monthly 

precipitations, average annual precipitations and also 

the number of dry days [2]. In this paper, a dual-

function rainwater tank is proposed to be comprised of 

retention storage for water supplement and detention 

storage for flood reduction. The following section 

covers the study of how the performance of each 

storage in water supplement and flood reduction 

respectively, can determine the optimum size of the 

dual-function rainwater tank which would minimize 

space and maintain the best performance, at reasonable 

cost.  

METHODOLOGY 

Study Area 

The Labu River Basin was chosen mainly due to its 

rapid population growth and availability of its river 

cross-section data. It is one of the basins within the 
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Langat River Basin and Labu River, the main river 

within the basin, is the smallest tributary in Langat 

River Basin. The location of Labu River Basin is as 

shown in Figure-1. 

Due to its location, Labu River Basin has an 

equatorial climate with annual average temperatures 

between 20.5˚C and 36˚C [9]. The rainfall patterns are 

of moderately dry and moist and receive the lowest 

yearly rainfall for Peninsular Malaysia [16], while the 

mean monthly relative humidity range is from 80.6% to 

85.6% [18]. The types of soil within the study area are 

mainly (i) weathered Kenny Hill formation and (ii) 

quarternary alluvium that consists of unconsolidated to 

semi-consolidated peat, clay, silt, sand and gravel [1]. 

There are a number of main land uses within the area 

which include agricultural land, settlements, highways, 

industry, forests, development projects, water bodies 

and post landfill practices, in addition to having river 

banks that are wide and flat [9]. Furthermore, Labu 

River is the main water source for the Salak Tinggi 

treatment plant that caters for both Salak Tinggi and 

Sepang areas [7]. 

Figure 1 Location of Labu River Basin in Langat River 

Basin [21]. 

Flood Simulation 

Design rainfall was used as the rainfall data for the 

flood simulation process and the calculations were 

done based on the guidelines of the Urban Storm Water 

Management [13] provided by Department of Irrigation 

and Drainage Malaysia (DID). The formulas used are 

as follow: 

For overland flow, 

to =  
107𝑛∗ 𝐿1/3

𝑆1/5    (1) 

to  = Overland sheet flow travel time 

L  = Overland sheet flow path length 

n* = Horton’s roughness value for the surface 

S = Slope of overland surface 

For drain flow, 

  td =
𝑛𝐿

60𝑅2/3𝑆
1/2 (2) 

td = Travel time in the drain 

L = Length of reach 

n = Manning’s roughness coefficient 

S = Friction slope 

    R = Hydraulic radius 

Time of concentration, 

tc = to  + td (3) 

Storm duration,  

d =
tc

60⁄  (4) 

Average rainfall intensity, 

i =
𝜆𝑇к

(𝑑+ 𝜃)
𝜂 (5) 

T = Average recurrence interval (ARI) 

d = Storm duration 

λ, θ, η, к = Fitting constants 

The storm duration obtained was used to determine 

a set of temporal patterns from MSMA. These temporal 

patterns were then utilized together with the rainfall 

intensities to generate hyetographs in the XPSWMM 

software which consequently fulfilled the rainfall data 

requirement of the model.  

For calibration and validation, the model was 

simulated under the base scenario, a scenario in which 

no rainwater tanks were installed at each house. 

However, before simulations were done, the database 

that was developed in ArcGIS had to be imported into 

the XPSWMM software first. The drainage system in 

Labu River Basin was drawn using the nodes and links 

provided in the software.  

After the base scenario was set up with all the 

necessary information at both nodes and links in the 

Runoff mode and Hydraulics mode, the model was 

calibrated and validated. After that, another scenario 

was added to the model, which was the rainwater tank 

(RWT) scenario. The only difference between this 

scenario and the base scenario was the presence of 

rainwater tank in the former scenario. The Runoff mode 

played a major part in this scenario, thus the adjustment 

was mostly in the nodes of the Runoff mode. The 

concept of the rainwater tank used for this research is 

as shown in Figure-2. It is a dual tank that consists of a 

detention pond and also a retention pond. When 

rainwater goes into the tank via the inlet, it will start to 

fill up the tank (assuming at the beginning the tank is 

empty). If the rain is heavy enough such that the 

discharge at the inlet, Qin is the same as the discharge 

at the first outlet, Qout_1 when the rainwater reaches the 

first outlet, it will discharge through the first outlet and 

into the drain. In an extreme case such as long hours of 

raining, the rainwater will surpass the retention pond 

and proceed towards the detention pond instead of 

discharging through the first outlet because Qin > Qout_1. 

Consequently, the rainwater will continue to rise until 

it reaches the full capacity of the tank and excessive 

rainwater will discharge through the second outlet. 

After all the selected nodes were installed with 

rainwater tanks, the model was ready to be solved with 

both base scenario and RWT scenarios being simulated 

simultaneously. Three baseflows (¼, ½ and ¾), three 

Average Recurrence Intervals or ARIs (5, 10 and 50 

ARIs) and three tank sizes (2m3, 4m3 and 6m3) were 
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considered in the simulations and the results were 

recorded and analyzed.  

Figure 2 Rainwater tank concept used. 

Water Supplement Simulation 

The second main part of the methodology, the water 

supplement simulation part, was executed to fulfill the 

second objective of the research; to evaluate the 

feasibility of implementing rainwater tanks towards 

water supplement and the software used was the Tangki 

NAHRIM software. Before the simulations were done, 

there were several inputs that had to be inserted into the 

software first which include the rainfall station that will 

supply rainfall data for the simulation, the roof 

characteristics, the daily water usage and the size of the 

tank. 

RESULTS AND DISCUSSION 

Seven links were selected based on the percentage 

of houses in their respective sub catchment for the 

purposes of results compilation and discussion. An 

additional link, Link 8, which was a representative of 

the whole Labu catchment, was also included. The 

percentage of roof area covered by all 8 links were 

tabulated in Table-1 and it was observed that Link 5 had 

the biggest roof area coverage with 30.29%, followed 

by Link 4 (17.3%), Link 3 (15.47%), Link 6 (8.9%), 

Link 2 (8.81%), Link 1 (7.04%), Link 7 (1.99%) and 

Link 8 (0.5%). 

Table 1 Links and their respective percentage of roof 

area coverage. 

Link  
Catchment 

area (ha) 

Roof area 

(ha) 

Percentage of roof area 

coverage (%) 

1 278.87 19.62 7.04% 

2 87.32 7.69 8.81% 

3 41.04 6.35 15.47% 

4 77.85 13.47 17.30% 

5 20.14 6.1 30.29% 

6 25.50 2.27 8.90% 

7 1252.73 24.96 1.99% 

8 16669.46 83.38 0.50% 

Overall, the results could be divided into two 

categories; significant and less significant, based on the 

significance of peak flow, time of concentration and 

maximum water level improvement from the base 

scenario to RWT scenario. Links 2, 3, 4, 5 and 6 had 

significant improvement while Links 1, 7 and 8 had less 

significant improvement. By taking Link 3 under 50 

ARI as an example, its hydrographs comprising all tank 

sizes (2m3, 4m3 and 6m3) and baseflows (¼, ½ and ¾) 

were presented in Figure-3 to Figure-11. For baseflow 

¼, in Figures 3, 4 and 5, it was observed that the value 

of peak flow reduced from the base scenario to RWT 

scenario in each hydrograph. The peak flow values in 

the base scenario were discerned to be constant which 

was 2.718m3/s. Meanwhile the values in RWT scenario 

decreased, as tank size increased; from 2.652m3/s (2m3 

tanks) to 2.645m3/s (4m3 tanks), and further decreased 

to 2.635m3/s (6m3 tanks). Thus the percentage of peak 

flow reduction for 2m3, 4m3 and 6m3 tanks scenarios 

were 2.43%, 2.69% and 3.05% respectively, which 

increased as tank size increased.  

As for time of concentration, it could be seen from 

Figures 3, 4 and 5 that the values of time of 

concentration increased from base scenario to RWT 

scenario in each hydrograph. The time of concentration 

values in Figures 3, 4 and 5 were also constant in the 

base scenario, which was 3.433 hours. On the other 

hand, the values in the RWT scenario increased as tank 

size increased; from 5.65 hours (2m3 tanks) to 5.717 

hours (4m3 tanks), and further increased to 5.85 hours 

(6m3 tanks). Hence the percentage of time of 

concentration increment for 2m3, 4m3 and 6m3 tanks 

scenarios were 64.58%, 66.53% and 70.4% 

respectively, which increased as tank size increased. 

Figure 3 Flow hydrograph at Link 3 for 2m3 tank, 50 

ARI and ¼ baseflow. 

Figure 4 Flow hydrograph at Link 3 for 4m3 tank, 50 

ARI and ¼ baseflow. 
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Figure 5 Flow hydrograph at Link 3 for 6m3 tank, 50 

ARI and ¼ baseflow. 

For the case of Link 3 under 50 ARI and ½ baseflow, 

it could be seen that the value of peak flow reduced 

from the base scenario to RWT scenario in each 

hydrograph. The peak flow values in the base scenario 

were observed to be constant which was 2.427m3/s. 

Meanwhile the values in RWT scenario decreased, as 

tank size increased; from 2.306m3/s (2m3 tanks) to 

2.289m3/s (4m3 tanks), and further decreased to 

2.269m3/s (6m3 tanks). Thus the percentage of peak 

flow reduction for 2m3, 4m3 and 6m3 tanks scenarios 

were 4.99%, 5.69% and 6.51% respectively, which 

increased as tank size increased.  

For the case of Link 3 under 50 ARI and ¾ baseflow, 

it could be seen that the value of peak flow reduced 

from the base scenario to RWT scenario in each 

hydrograph. The peak flow values in the base scenario 

were observed to be constant which was 2.255m3/s. 

Meanwhile the values in RWT scenario decreased, as 

tank size increased; from 2.105m3/s (2m3 tanks) to 

2.083m3/s (4m3 tanks), and further decreased to 

2.063m3/s (6m3 tanks). Thus the percentage of peak 

flow reduction for 2m3, 4m3 and 6m3 tanks scenarios 

were 6.65%, 7.63% and 8.51% respectively, which 

increased as tank size increased.  

Overall, Link 3 under 50 ARI at all tank sizes (2m3, 

4m3 and 6m3) and baseflows (¼, ½ and ¾) showed 

positive improvement for both peak flow and time of 

concentration because as tank size increases, more 

water can be stored into the tank, thus increases peak 

flow reduction and time of concentration increment. 

Consequently, the percentage of maximum water level 

reduction for Link 3 under 50 ARI also increased when 

the tank size was increased, whereby the ranges were 

0.01%-0.5%, 0.02%-0.51% and 0.03%-0.55% for 2m3, 

4m3 and 6m3 respectively. Similar results were also 

observed for the rest of the scenarios under link 3 as 

well as other links in the significant improvement 

group.  

During the simulations, there was flooding at several 

locations in the model, thus those were considered as 

flood events. The number of flood events decreased 

with the installation of rainwater tanks in the rainwater 

tank scenario as shown in Figures 6, 7 and 8. When the 

tank size increased on the other hand, the number of 

flood events reduced was not significant because the 

percentage of roof area coverage relative to the 

catchment area was only 0.5%. However, when 

reduction in terms of other parameters were analysed at 

the flood locations specifically instead, such as runoff 

volume, flood period and maximum flood level, those 

parameters were observed to have more significant 

results in comparison. 

Figure 6 Number of flood events under different 

scenarios and ARIs for the case of baseflow ¼. 

Figure 7 Number of flood events under different 

scenarios and ARIs for the case of baseflow ½. 

Figure 8 Number of flood events under different 

scenarios and ARIs for the case of baseflow ¾. 

Overall, the results for volume runoff, flood period 

and maximum flood water level could be divided into 

two categories based on the significance of 

improvement from base scenario to RWT scenario; 

significant and less significant. Nodes E, H, J, K, L, M, 

N and O were categorized as significant, while Nodes 

A, B, C, D, F, G and I were categorized as less 

significant. By taking node E as an example, the 

percentage of volume runoff reduction and the 

percentage of flood period reduction were both 100%, 

under all tank sizes, baseflows and ARIs. 
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Consequently, the percentage of reduction of maximum 

flood water level increased when the tank size 

increased, whereby the ranges were 0.02%-0.18%, 

0.18%- 0.92%, 0.56%-2.14% for 2m3, 4m3 and 6m3, 

respectively. Similar results were also observed for the 

rest of the nodes in the significant improvement group. 

The results of water supplement simulation using 

Tangki NAHRIM software were tabulated in Table-2 

and Table-3 according to the daily household water 

usage per house designated as 250L and 750L 

respectively. It was observed from both tables that the 

reliability ratio increased as tank size increased. 

However, for the same tank size, the 250L water usage 

showed much higher reliability than the 750L water 

usage. Thus it could be deduced that the higher the 

water usage, the lower the reliability of the tanks.  

Table 2 Simulation results for water usage of 250L in 

each house per day 

Tank size 

(m3) 

Rainwater 

captured 

(m3) 

Total rain 

volume 

delivered 

(m3) 

Average per 

day (m3) 

Reliability 

ratio (%) 

1 3939.54 1239.7 0.17 67.93 

2 3939.54 1505.67 0.21 82.5 

3 3939.54 1621.47 0.22 88.85 

4 3939.54 1678.49 0.23 91.97 

5 3939.54 1719.14 0.24 94.2 

6 3939.54 1744.99 0.24 95.62 

7 3939.54 1764.49 0.24 96.68 

8 3939.54 1777.32 0.24 97.39 

9 3939.54 1785.68 0.24 97.85 

10 3939.54 1789.68 0.24 98.06 

Table 3 Simulation results for water usage of 750L in 

each house per day 

Tank size 

(m3) 

Rainwater 

captured 

(m3) 

Total rain 

volume 

delivered 

(m3)

Average per 

day (m3) 

Reliability 

ratio (%) 

1 3939.54 2093.99 0.29 38.25 

2 3939.54 2480.89 0.34 45.31 

3 3939.54 2746.91 0.38 50.17 

4 3939.54 2969.85 0.41 54.24 

5 3939.54 3100 0.42 56.62 

6 3939.54 3199.63 0.44 58.44 

7 3939.54 3286.09 0.45 60.02 

8 3939.54 3350.91 0.46 61.2 

9 3939.54 3403.83 0.47 62.17 

10 3939.54 3455.79 0.47 63.12 

The subsequent reliability ratio graphs based on the 

two tables were plotted as shown in Figure-9 and it 

could be seen that with each 1m3 increment, the 

reliability ratio difference was reduced insignificantly 

especially from 2m3 onwards, for both water usage 

cases. 

Figure 9 Reliability ratio graphs for water usage of 

250L and 750L 

CONCLUSION 

The incorporation of rainwater harvesting systems 

in a catchment has the potential to reduce peak flow, 

maximum water level, runoff volume, maximum flood 

water level and number of flood events, while 

simultaneously increase the time of concentration in 

which all these will subsequently assist in flood 

mitigation works that would be very beneficial for the 

country in the future.  

The 2m3 tank is the most suitable option among all 

the tank sizes considered for water supplement 

purposes (1m3, 2m3 and 3m3) and its setting up cost is 

RM2038.18, which is the second highest of the three. 

Despite not having the lowest setting up cost, its 

reliability ratio is higher than the 1m3 tank that has the 

cheapest setting up cost (RM1703.90). When the 2m3 

tank was simulated under the water usage of 250L per 

day for each house, its reliability ratio was 82.5% as 

compared to the reliability ratio of the 1m3 tank which 

was 67.9%. Even when the water usage was increased 

to 750L, the reliability ratio of the 2m3 tank remained 

higher than the 1m3 tank, whereby the former was 

45.3% as compared to the latter which was only 38.3%. 

The reliability of a tank is a crucial factor in 

determining the best tank size for any purpose but it is 

also essential for the tank to have a moderate pricing, 

thus the 2m3 tank fulfils these criteria. The 3m3 tank has 

the highest reliability ratio among the three (88.9% and 

50.2% under water usage of 250L and 750L 

respectively) but consequently, its setting up cost is also 

the most expensive (RM2611.50). Thus, 2m3 is an 

adequate tank size to fit the water supplement purposes 

based on these reasons. Subsequently, between the 

three tank sizes considered for the flood mitigation 

portion (2m3, 4m3 and 6m3), 2m3 is the most suitable 

tank size considering that the consumption of either 

4m3 or 6m3 tank will result in a rather unnecessarily 

huge tank in total when it is added on to the water 

supplement portion. All three tanks showed 

insignificant difference when it comes to number of 

flood events reduced at the Labu River Basin (between 

one to six flood events), thus a selection of any tank 

larger than 2m3 for the flood reduction portion is rather 
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redundant. Furthermore, the 2m3 tank had shown an 

adequate overall reduction in the following parameters; 

peak flow (reduction up to 14.29%), maximum water 

level (reduction up to 1.57%), runoff volume (reduction 

up to 100%) and flood period (reduction up to 100%). 

Besides that, the increment of the time of concentration 

by the 2m3 tank was satisfactory in general as well 

(increment up to 66.04%). Therefore, by taking all 

these into account, it should be sufficient to deduce that 

2m3 is also an appropriate tank size for the flood 

mitigation purposes. 
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ABSTRACT 

According to IATA (International Air Transport Associate) reports in 2017, the uplift of passengers’ 

demand leads to the wide use of wide-bodied aircraft, in addition to the marked drop in the sea shipping 

rates caused a clear decline in the air freight demand and overcapacity in the aircraft belly-hold. In this regard, 

we discuss the aircraft overcapacity problem to fill the unused spaces in the belly-hold. Moreover, we confer 

price setting for the new service with the reference to the freight price. For the sake of achieving this objective, 

we adopted the multi-item newsvendor-based pricing model to derive a price formula for the excess-baggage 

service as a function of freight price. Stochastic-Deterministic environment of excess-baggage and freight was 

modeled, respectively. The results showed that the optimal excess-baggage price can be determined as a function 

of freight price in terms of base price plus the premium price. Finally, the model can be generalized to any two 

products share common features and serve in the same market.  

Keywords: Newsvendor model, Air freight, Combination airlines, Pricing. 

INTRODUCTION 

The air transportation is one of the most 

profitable markets beside the sea and rail freight 

shipping. According to IATA [1], the air freight 

shares over third of the world trade by value. Also, 

Passengers is the second sector of the air 

transportation business. Passenger sector is expected 

to grow twice by 2035 [2]. The growth of passengers 

leads to the wide use of the wide-bodied aircraft. 

This trend causes an overcapacity problem in the 

aircraft belly-hold. However, the freight forecasts 

refer to an increase, the unused space still larger[3].   

In this research, we investigate the underutilized 

aircraft belly-hold space. In this regard, we propose 

and excess baggage pricing scheme to contribute in 

attract more demand from the passenger’s excess 

baggage. This excess baggage demand occupies 

more space to fill the underutilized belly-hold space. 

This research is motivated by the statistics of the 

current excess baggage. For instance, the annual 

charges which collected from British travelers  for 

the excess and overweighed bags exceeds £3.5 

billion [4]. Also, the sum of profits of the american 

airlines for the passengers’ excess baggage are more 

than US$4 [5]. However, the numerical example 

gives a sufficient proof  that the excess baggage is 

large enough, the passengers crooked method to 

aviod paying more charges for their excess bags and 

wieghts [6] 

A large segment of passengers might need for 

excess baggage to carry the last-minute souvenir 

purchases. For instance, the African, Gulf country, 

Southeast Asia, the Middle east and Latin America 

travelers are the major beneficiaries of the excess 

baggage services, particularly they are the largest 

users of wrapping services in the Southern Europe 

airports[7]. Moreover, the free trade agreements 

between the countries encourages the small 

merchants to purchase products from the products’ 

country of origin [8] such as, the Hongkongers 

travels to South Korea to bring the original 

cosmetics. In this case, the larger the product 

amounts they buy from Korea, the higher the profit 

they gain, and the heavier the luggage they carry to 

the airport.  Another significant example is the 

people who lives temporarily for long periods as 

foreigners, such as the post graduate students. The 

minimum study period for PhD. is three years. Most 

of these students during the study period buy many 

properties but by the end of this period they need to 

get them to their home countries. The expected 

number of international PhD. students around the 

world is 6.9 million by 2030[9]. therefore, they are 

targeted to be excess-baggage customers. 

Related Work 

Recently, the capacity allocation problem has 

taken a different direction than the last decades. In 

the earlier years, the problem was treated such that 

the capacity less than the demand. Hellermann [10] 

designed an option contract between the single 

airline and single forwarder. He induced that 

premium price policy is the best way to conduct the 

deal instead of spot price reservations. The same 
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capacity options contract was updated to include 

multiple forwarders using a Stackelberg game[11].    

Usually the freight forwarder books the capacity 

in certain flight in advance. For the reason that the 

forwarder does not incur any penalties if they 

cancelled part of their reserved capacity, the airline 

sells the full capacity plus a buffer to avoid the 

capacity shortage. Thus, Hellermann [12],  added the 

overbooking calculations to the option contracts.  

Recently, the airlines have much space but they 

do not have enough demand. This situation did not 

occur suddenly, where the airlines update their fleet 

in long while. So, the overcapacity takes place in 

some routes and some others stay overbooked which 

make imbalance between these routes [13].  

In this research, we believe that the unused space 

in the aircraft belly-hold can be filled by simplifying 

and relaxing the excess baggage pricing schemes. 

Considering two factors, the passengers’ regular 

baggage limits which optimized by Wong [14], and 

using the freight prices as a refence to calculate the 

excess baggage new prices.  

For the sake of formulating the excess baggage 

price as a reference of freight price, the multi-item 

newsvendor model was adopted.  

STOCASTIC - DETERMIMINSTIC MODEL 

Consider an airline carries both passengers and 

freights. let the freight service 𝑓  is sold at 𝑝𝑓  for

each freight unit, and the new excess baggage 𝑔  

price changes with the change of the freight price, 

suppose the new excess baggage price is 𝑝𝑔   per

each excess baggage unit. The airline need to 

determine the optimal excess baggage price and 

quantity which maximizes its overall expected profit. 

To formulate, we adopt the multi-item newsvendor 

with price dependent demand function for both 

excess baggage, and freight services.  

As the freight is a stable industry and there are 

many demand forecasting models, we believe that 

freight demand can be modeled in a deterministic 

form. Therefore, the demand can be represented by 

𝐷(𝑝𝑓) = 𝑦(𝑝𝑓) , where 𝑦(𝑝𝑓) = 𝑟1 − 𝑡1𝑝𝑓 , as

discussed in [15], and 𝑟1, 𝑡1 are  the additive demand

function  coefficients.   

On the other hand, the excess baggage, according 

to the new price scheme, is not easy to predict. Thus, 

it is better to be defined in a stochastic form.  The 

excess baggage may have a great variety because the 

its price must be controlled to keep the freight 

demand stable specially in season. Hence, its 

demand should be formulated in the iso-elastic form 

which was discussed by Kocabıyıkoğlu [16]. So, the 

excess baggage demand function is  𝐷(𝑝𝑔) =

𝑦(𝑝𝑔)𝛿 , and 𝑦(𝑝𝑔) = 𝑟2𝑝𝑔
𝑡2𝛿 , where 𝑟2, 𝑡2  are the

demand function coefficients of the the iso-elastic 

excess baggage demand function, and 𝛿   is the 

random variable of the demand function. The 

demand variable is defined in range [𝐴, 𝐵].  
Consider a single leg flight, where the aircraft 

belly-hold is occupied by the passengers’ regular 

bags and excess baggage, and freights.  Wong [8] 

designed the limits for the passengers’ regular bags 

limits. Therefore, theoretically, the regular bags 

occupy fixed space and they have the priority to 

allocation in the aircraft belly-hold. The rest of space 

is occupied by the combination of freight and the 

excess baggage. The airline incurs operational costs 

𝐶 for the combination of excess baggage and freight, 

see Eq. (1): 

𝐶 = 𝑐𝑔𝑥𝑔 + 𝑐𝑓𝑥𝑓 (1)

Where 𝑥𝑔, 𝑥𝑓  are the number of excess baggage,

and freight units; 𝑐𝑔, 𝑐𝑓 are the unit their unit costs.

Through the newsvendor setup the flight profit 

𝜋 can be represented by Eq. (2) 
Π(𝑝𝑔, 𝑝𝑓 , 𝑥𝑔𝑥𝑓)

= {
𝑝𝑔𝐷(𝑝𝑔) + 𝑝𝑓𝑦(𝑝𝑓) − 𝐶 − 𝑂, 𝑖𝑓 𝐷(𝑝𝑔) + 𝑦(𝑝𝑓) ≤ 𝑥𝑔 + 𝑥𝑓

𝑝𝑔𝑥𝑔 + 𝑝𝑓𝑥𝑓 − 𝐶 − 𝑆,    𝑖𝑓 𝐷(𝑝𝑔) + 𝑦(𝑝𝑓) > 𝑥𝑔 + 𝑥𝑓

(2) 

where, 𝑂 is the overbooking costs when the airline 

offers spaces for excess baggage and freight more 

than the expected market demand, and 𝑆  is the 

shortage costs when the offered space is less than the 

forecasted market demand. Eq. 3 and Eq. 4, 

𝑂 = 𝑜𝑔(𝑥𝑔 − 𝐷(𝑝𝑔)) + 𝑜𝑓(𝑥𝑓

− 𝑦(𝑝𝑓))

(3)

𝑆 = 𝑠𝑔(𝐷(𝑝𝑔) − 𝑥𝑔) + 𝑠𝑓(𝑦(𝑝𝑓) − 𝑥𝑓) (4)

     To make a linear relationship between the air 

freight and the excess baggage, we assumed that the 

combination of excess baggage and freight demands 

equals to the aircraft belly-hold capacity 𝐺,  and  the 

proper form of the demand is 𝐷(𝑝𝑔) = 𝑟2𝑝𝑔
𝑡2𝛿, and

𝐷(𝑝𝑓) = 𝐺 − 𝑦(𝑝𝑔)𝛿 , define the 𝑤  value for the

both services by 𝑤𝑔 = 𝑥𝑔/𝑦(𝑝𝑔), and 𝑤𝑓 = 𝑥𝑓/(𝐺 −

𝑦(𝑝𝑔)𝛿). Thus, the excepted profit can be expressed

as in Eq. 5 

𝐸[Π(𝑝𝑔, 𝑝𝑓 , 𝑤𝑔, 𝑤𝑓)] = (𝑝𝑔 − 𝑐𝑔 −

𝑝𝑔 + 𝑐𝑓𝑤𝑓)𝑦(𝑝𝑓)𝜇 + (𝑝𝑓 − 𝑐𝑓𝑤𝑓)𝐺 −

(𝑐𝑔 + 𝑜𝑔)𝑦(𝑝𝑔) ∫ (𝑤𝑔 −
𝑤𝑔

𝐴

𝛿)𝑓(𝛿)𝑑𝛿 − 𝑜𝑐𝐺(𝑤𝑓 −

1) ∫ 𝑓(𝛿)
𝑤𝑔

𝐴
𝑑𝛿 + 𝑜𝑓(𝑤𝑓 −

1)𝑦(𝑝𝑔) ∫ 𝛿
𝑤𝑔

𝐴
𝑓(𝛿)𝑑𝛿 − (𝑝𝑔 + 𝑠𝑔 −

𝑐𝑔)𝑦(𝑝𝑔) ∫ (𝛿 − 𝑤𝑔)
𝐵

𝑤𝑔
𝑓(𝛿)𝑑𝛿 −

(𝑝𝑓 + 𝑠𝑓)(1 − 𝑤𝑓) ∫ 𝑓(𝛿)
𝐵

𝑤𝑔
𝑑𝛿 +

(𝑝𝑓 − 𝑠𝑓)(1 −

𝑤𝑓)𝑦(𝑝𝑔) ∫ 𝛿
𝐵

𝑤𝑔
𝑓(𝛿)𝑑𝛿. 

   (5) 
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Define ∫ (𝑤𝑔 − 𝛿)𝑓(𝛿)𝑑𝛿
𝑤𝑔

𝐴
, ∫ (𝛿 − 𝑤𝑔)

𝐵

𝑤𝑔
𝑓(𝛿)𝑑𝛿 , 

∫ 𝑓(𝛿)
𝑤𝑔

𝐴
𝑑𝛿 , and ∫ 𝛿

𝐵

𝑤𝑔
𝑓(𝛿)𝑑𝛿  by 

𝛬(𝑤𝑔), 𝛩(𝑤𝑔), 𝜛(𝑤𝑓), 𝜉(𝑤𝑓),  respectively. Hence,

the expected profit can be written in terms of the 

riskless profit and the expected losses as in Eq. (6) 

𝐸[Π(𝑞𝑔, 𝑝𝑓)] = 𝜓(𝑝𝑔, 𝑝𝑓) − 𝐿(𝑞𝑔, 𝑞𝑓 , 𝑝𝑔 , 𝑝𝑓) (6) 

Where 
𝜓(𝑝𝑔, 𝑝𝑓) = (𝑝𝑔 − 𝑐𝑔 − 𝑝𝑓 + 𝑐𝑓𝑞𝑓)𝑦(𝑝𝑔)𝜇 +

(𝑝𝑓 − 𝑐𝑓𝑞𝑓)𝐺.

(7) 

, and 
𝐿(𝑤𝑔, 𝑤𝑓, 𝑝𝑔 , 𝑝𝑓) = (𝑐𝑔 + ℎ𝑔)𝑦(𝑝𝑔) Λ(𝑞𝑔) +

ℎ𝑓𝐺(𝑞𝑓 − 1) ∫ 𝑓(𝛿)
𝑤𝑔

𝐴
𝑑𝛿 − ℎ𝑓(𝑤𝑓 −

1)𝑦(𝑝𝑔) 𝜛(𝑤𝑓) +

(𝑝𝑔 + 𝑠𝑔 − 𝑐𝑔)𝑦(𝑝𝑔)Θ(𝑤𝑔) + (𝑝𝑓 + 𝑠𝑓)(1 −

𝑤𝑓) ∫ 𝑓(𝛿)
𝐵

𝑤𝑔
𝑑𝛿 −

(𝑝𝑓 − 𝑠𝑓)(1 − 𝑤𝑓)𝑦(𝑝𝑔)𝜉(𝑤𝑓).

(8) 

Mills [15] defined the interpretation of the riskless 

profit function, in equation (7), as a deterministic 

profit value when replacing the uncertainty value of 

the product value 𝛿  by the mean value  𝜇 . In this 

model, the profit function holds excess-baggage and 

freight and thus, the profit is a function of the two 

items prices. Also, Equation (8) is the loss function 

according to   Silver Edward and Peterson [17] 

definition, which evaluates the leftover cost 

(𝑐𝑔 + 𝑜𝑔) for each value of  Λ(𝑤𝑔)𝑦(𝑝𝑔) of excess-

baggage, and the expected leftover when too large 

value of is selected; in addition to (𝑜𝑓𝐺) for each

likelihood of the leftover in excess-baggage minus 

the mean value of 𝑜𝑓 in the range [𝐴, 𝑤𝑔]; moreover,

if the value of 𝑤𝑓 is chosen more than one, and the

shortage costs for excess baggage is (𝑝𝑔 + 𝑠𝑔 + 𝑐𝑔)

for each Θ(𝑤𝑔)𝑦(𝑝𝑔) expected shortages when too

small value of  𝑤𝑔 is selected. The shortage costs of

the freight service are (𝑝𝑓 + 𝑠𝑓) for the likelihood of

excess-baggage quantity minus (𝑝𝑓 − 𝑠𝑓)  for

expected excess-baggage quantity; if the value of 𝑤𝑓

is chosen less than one. The expected profit is 

depicted in (6), and the riskless profit occurs in 

certain selected demands with no uncertainty, and 

the uncertainty factor in the model is added to the 

expected penalties.  

    The objective of the model is to maximize the 

expected profit in Eq. (7): 

Max𝑖𝑚𝑖𝑧𝑒
𝑤𝑔,𝑝𝑔

 𝐸[(Π(𝑤𝑔, 𝑝𝑔)] (9) 

     The first and the second partial derivatives of 

𝐸[(Π(𝑤𝑔, 𝑝𝑔)] are taken with respect to 𝑤𝑔 and 𝑝𝑔

𝜕𝐸[(Π(𝑤𝑔,𝑝𝑔)]  

𝜕𝑤𝑔
= (10) 

−(𝑐𝑔 + ℎ𝑔)𝑦(𝑝𝑔)𝐹(𝑤𝑔) +

(𝑝𝑔 + 𝑠𝑔 − 𝑐𝑔)𝑦(𝑝𝑔)[1 − 𝐹(𝑤𝑔)].

, the maxima can be obtained if the second 

derivative is less than zero, 

𝜕2𝐸[Π(w𝑔,𝑝𝑔)]

𝜕𝑤𝑔
2 = −[(𝑐𝑔 + 𝑜𝑔) + (𝑝𝑔 + 𝑠𝑔 −

𝑐𝑔)𝑦(𝑝𝑔)𝑓(𝑤𝑔).

(11) 

     Equations (10) and (11) prove that the expected 

profit function is concave in product  𝑔  quantity 

when equation (10) is equal to zero. Similarly, the 

overall expected profit is concave in both excess-

baggage 𝑔 and freight 𝑓, Eq. (12). 

𝜕𝐸[Π(w𝑔, 𝑝𝑔)]

𝜕𝑝∗
= 0 (12) 

     Theory For fixed excess-baggage and freight 

quantities, the optimal price of excess-baggage 𝑔 is 

determined uniquely as a function of the freight 

service 𝑓  and the integrated quantities of the two 

services: 

𝑝𝑔
∗ =

𝜇𝑝𝑔
0

𝜇−Θ(𝑤𝑔)
+

𝑏[(𝑐𝑔+𝑜𝑔)Λ(𝑤𝑔)−𝑜𝑓(𝑤𝑓−1)𝜛(𝑤𝑔)

(𝑏−1)(𝜇−Θ(𝑤𝑔))
+

𝑏[(𝑠𝑔−𝑐𝑔)Θ(𝑤𝑔)−(𝑝𝑓−𝑠𝑓)(1−𝑞𝑓)𝜉(𝑤𝑔)]

(𝑏−1)(𝜇−Θ(𝑤𝑔))
. 

(13) 

where  𝑝𝑔
𝑜 =

𝑏(𝑐𝑔+𝑝𝑓−𝑐𝑓𝑞𝑓)

𝑏−1

     Proof. for the multiplicative demand of excess-

baggage, 𝑝𝑔
𝑜  is the optimal riskless price, which

maximizes the riskless profit 𝜓(𝑝𝑔, 𝑝𝑓) =

(𝑝𝑔 − 𝑐𝑔 − 𝑝𝑓 + 𝑐𝑓𝑞𝑓)𝑦(𝑝𝑔)𝜇 + (𝑝𝑓 − 𝑐𝑓𝑞𝑓)𝐺 , 

where 𝑦(𝑝𝑔) = 𝑎𝑝𝑔
−𝑏, by definition. The maximum

value of the riskless profit function can be obtained 

when equating the first derivative w.r.t  𝑝𝑔 to zero,

Thus, letting: 

𝜕𝜓(𝑝𝑔,𝑝𝑓)

𝜕𝑝𝑔
= (𝑝𝑔 − 𝑐𝑔 − 𝑝𝑓 + 𝑐𝑓𝑞𝑓)𝑦′(𝑝𝑔)𝜇 +

𝑦(𝑝𝑔)𝜇; 

𝑎 𝜇 𝑝𝑔
−𝑏−1[𝑏(𝑐𝑔 + 𝑝𝑓 − 𝑐𝑓𝑞𝑓) − (𝑏 − 1)𝑝𝑔

𝑜] = 0.

therefore, the maximum value of 𝜓(𝑝𝑔, 𝑝𝑓)  is at

𝑝𝑔
𝑜 =

𝑏(𝑐𝑔+𝑝𝑓−𝑐𝑓𝑞𝑓)

𝑏−1
, 

     Next, regarding the overall expected profit 

function in equation (6), determine the optimal price 

of excess-baggage as a function of the air freight, 

and maximize the expected profit. We need to 
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equate the first differentiation of the (6) w.r.t 𝑝𝑔 to

zero; 

𝜕𝐸[(Π(𝑤𝑔,𝑝𝑔)]  

𝜕𝑝𝑔
∗ = (𝑝𝑔 − 𝑐𝑔 − 𝑝𝑓 + 𝑐𝑓𝑤𝑓)𝑦′(𝑝𝑔)𝜇 +

𝑦(𝑝𝑔)𝜇 − (𝑐𝑔 + 𝑜𝑔)𝑦′(𝑝𝑔)Λ(𝑤𝑔) + 𝑜𝑓(𝑤𝑓 −

1)𝑦′(𝑝𝑔)𝜛(𝑤𝑔) − (𝑝𝑔 + 𝑠𝑔 − 𝑐𝑔)𝑦′(𝑝𝑔)Θ(𝑤𝑔) −

𝑦(𝑝𝑔)Θ(𝑞𝑔) + (𝑝𝑓 + 𝑠𝑓)(1 − 𝑞𝑓)𝑦′(𝑝𝑔)𝜉(𝑤𝑔). 
hence; 

−𝑎𝑏𝑝𝑔
−𝑏−1(𝑝𝑔

∗ − 𝑐𝑔 − 𝑝𝑓 + 𝑐𝑓𝑞𝑓)𝜇 + 𝑎𝑝𝑔
−𝑏𝜇 +

𝑎𝑏𝑝𝑔
−𝑏−1(𝑐𝑔 + 𝑜𝑔)Λ(𝑤𝑔) − 𝑎𝑏𝑝𝑔

−𝑏−1𝑜𝑓(𝑤𝑓 −

1)𝜛(𝑤𝑔) + 𝑎𝑏𝑝𝑔
−𝑏−1(𝑝𝑔

∗ + 𝑠𝑔 − 𝑐𝑔)Θ(𝑤𝑔) −

𝑎𝑝𝑔
−𝑏−1Θ(𝑤𝑔) − 𝑝𝑔

∗Θ(𝑞𝑔) − 𝑎𝑏 𝑝𝑔
−𝑏−1(𝑝𝑓 +

𝑠𝑓)(1 − 𝑤𝑓)𝜉(𝑤𝑔) = 0.

Thus, 

𝒑𝒊
∗ =

𝝁𝒑𝒈
𝒐

𝝁−𝚯(𝒘𝒈)
+

𝒃[(𝒄𝒈+𝒐𝒈)𝚲(𝒘𝒈)−𝒐𝒇(𝒘𝒇−𝟏)𝝕(𝒘𝒈)]

(𝒃−𝟏)(𝝁−𝚯(𝒘𝒈))
+

𝒃[(𝒔𝒈−𝒄𝒈)𝚯(𝒘𝒈)−(𝒑𝒇−𝒔𝒇)(𝟏−𝒘𝒇)𝝃(𝒘𝒈)

(𝒃−𝟏)(𝝁−𝚯(𝒘𝒈))
. 

The riskless price 𝒑𝒈
𝒐 is concave in the freight

price, where the excess-baggage riskless price 

increases with the increase of freight price until it 

reaches a turn down point then the excess-baggage 

riskless price decreases. The airline can forecast 

short-term market demand, andis most likely a 

combination of the Gamma and normal distributions 

as mentioned by Swan [18]. Thus, the random 

variable is normally distributed in the application of 

numerical analysis with  𝜇 = 0.6, 𝑎𝑛𝑑  𝜎𝑔 = 0.2  .

See Figure 1.  

 

 

 

 

 

Fig. 1 A plot of excess- baggage riskless price 

𝑝𝑔
0

  as a function of freight price 𝑝𝑔ranging from

0.5 to 10 in increment 0.025, the freight quantity is 

assumed as 16000, a1=20000, b1=1.5, and b2=1.25. 

    The excess-baggage price elasticity 𝒃 sets the 

maxima of the excess-baggage riskless price, as 

shown in Figure 2, where the riskless price of the 

excess-baggage decreases exponentially with 

increase of the excess-baggage price elasticity.  

      The Theory captures the optimal price of the 

excess-baggage as a function of the freight price and 

mixed quantities of both services. The price equation 

contains three terms; each term expresses an 

important concern in order to set the price for 

excess-baggage with reference to the freight price. 

The theorem explains the main theme of the pricing 

scheme which can be followed to set the price of the 

excess-baggage with the aid of the freight price. This 

model is inspired from Petruzzi and Dada [19] 

who’s model considers the use of single period 

newsvendor model to set the price of a single 

product.  

        The authors defined the optimal price of the 

product as the sum of the base price and the 

premium amount in the multiplicative demand 

function, whereas our model uses product price 

information to set a different  product price. 

Theorem 1, defines the base as price equaling the 

riskless price of the excess-baggage multiplied by a 

safety factor and the premium value which is a 

function of the overall expected shortage and the 

overall expected leftover amount, and the expected 

sales of the excess-baggage. Hence, the excess-

baggage optimal price can be expressed by equation 

(13), 

𝑝𝑔
∗ =

𝑝𝐵𝑔
+

𝑏[𝐸[𝑙𝑒𝑓𝑡𝑜𝑣𝑒𝑟 (𝑤𝑔,𝑝𝑔)]+(𝑠𝑔−𝑐𝑔)𝐸[𝑠ℎ𝑜𝑟𝑡𝑎𝑔𝑒 (𝑤𝑔,𝑝𝑔)]]

(𝑏−1)𝐸[𝑠𝑎𝑙𝑒𝑠(𝑤𝑔,𝑝𝑔)]
−

𝒃[𝒐𝒇[𝒐𝒗𝒆𝒓𝒂𝒈𝒆 𝒐𝒇 𝒘𝒇]+(𝒑𝒇−𝒔𝒇)𝑬[𝒔𝒉𝒐𝒓𝒕𝒂𝒈𝒆 𝒐𝒇 𝒘𝒇]]

(𝒃−𝟏)𝑬[𝒔𝒂𝒍𝒆𝒔(𝒘𝒈,𝒑𝒈)]
. 

(13

) 

      Therefore, the interpretation of the base and 

premium prices may be described next; the base 

price is obtainable from estimating the total costs of 

the excess-baggage service multiplied by the safety 

factor “SF” which  ensures that the riskless price is 

not underestimated by dividing the mean demand 

over the expected sales, where 𝑺𝑭 ≥ 𝟏 , The base 

price is also concave in the freight price, see Figure 

3.  

     The base price concavity is flatter in the actual 

range of freight prices, so we assumed a larger range 

of excess-baggage at freight prices to show the curve 

behavior. The airline can manage the safety factor 
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by studying the demand average and the expected 

shortage. 

       Moreover, the premium value in selling price 

for the excess-baggage is based on the formula 

which considers the overall expected leftover of the 

excess-baggage, 

Fig. 2  A plot of excess-baggage riskless price as 

a function of price elasticities, (a) Freight price 

elasticity and, (b) Excess-baggage price elasticity. 

, in addition to the overall expected shortage costs of 

the same service.  

      The result agrees` with Petruzzi’s results, but 

this model holds a defined service, freight service, 

which is the airline’s main service, so the freight 

service affects the price of the new excess-baggage 

service. 

Fig. 3 A plot of excess-baggage base price as a 

function of freight prices. 

      This is because of the demand uncertainty in the 

excess-baggage, thus the sum of the expected 

penalties of the 𝒇 freight service is subtracted from 

the expected penalties of the 𝒈 excess-baggage and 

divided on the overall expected excess-baggage 

sales. 

 CONCLUSION 

      In this paper, a new excess baggage and the 

overweight scheme are identified and discussed as a 

service combined with the freight in a combination 

airline. The excess-baggage pricing scheme is 

proposed as a solution for overcapacity resulting 

from the extensive use of wide-bodied aircraft and 

the reduction in the sea shipping rates. The excess-

baggage is treated as a special freight service, and 

we show that the excess-baggage can be considered 

as a freight if the passenger acts as a shipper and 

sends luggage to a freight forwarder. The frieght 

forwader inturn  forwards them to the airline which 

assign these luggage  to the aircraft belly-hold, in 

addition to permitted baggage. 

     The extra-baggage price can be set with reference 

to the cargo prices, in terms of base price, and 

premium value. The extra-baggage price is the sum 

of the base price and the estimated premium value. 

The premium value is the expected penalties over 

the expected sold capacity and can be either positive 

or negative.  
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ABSTRACT 

The expansion of corrosion products in steel-concrete interface offers radial tensile stress resulting to 
development of cracks in reinforced concrete structures. This corrosion induced cracks promotes bond reduction 
which involves intricate non-linear interactions. To deeply understand the underlying mechanisms involved in the 
bond strength of corroded rebars in concrete, a novel bond prediction model using artificial neural network (ANN) 
was developed. Accelerated corrosion was performed to 108 cube samples using 500 µA/cm2 current density. Steel 
bond strength after 35 and 70 days impressed corrosion exposure of concrete cube samples was measured using 
single pull out test. The compressive strength, tensile strength, rebar diameter, embedment length, concrete cover, 
ultrasonic pulse velocity (UPV), crack severity, and corrosion level were the predictors in the ANN bond model. 
Among all the bond strength models considered in this study, the proposed neural network model provided the 
most desirable bond estimates in good agreement with experimental results. The ANN model further showed 
superior prediction performance against the derived regression model.  

Keywords: Bond strength, Corrosion, Crack severity, Impressed current 

INTRODUCTION 

Corrosion of steel reinforcements due to chloride 
ingress is regarded as one vital structural health 
concerns in concrete structures. Embedded bars at 
this rusting stage expand and develop radial stresses 
in concrete resulting to cracking, bulging, and 
spalling of concrete. Corrosion also results to the 
buckling, snapping, and ineffective bond 
characteristics of reinforcements due to continued 
reduction in the effective bar size. When subjected to 
reinforcement corrosion, concrete structures 
experience delamination in which the oxidized metal 
requires greater space causing a wedge-like stress. 
Surface and internal cracks tend to develop in 
concrete and promote exposure of reinforcements to 
corrosion. This in turn imparts excessive reduction in 
the bond strength characterized by the adhesion and 
slippage resistance between steel and the enveloping 
concrete. Ultimately the serviceability and durability 
of reinforced concrete are significantly reduced and 
potentially results to structural collapse. Because of 
this, studies in developing bond strength and 
corrosion resistance of reinforcing bars has remained 
a popular research interest [1].  

In the development of corrosion models 
particularly in the numerical and analytical modelling, 
several ideal assumptions were considered. The study 
of El Maaddawy and Soudki [2] assumed that the 
thickness of corrosion around the bar was uniformly 
distributed and exerts a constant radial pressure in the 

enveloping concrete. The actual underlying bond 
behavior of steel bars in concrete might not be 
adequately describe by these assumptions. In fact, 
there has been an observed contradicting results 
obtained between analytical and empirical equations 
due to the uniform thick-walled cylinder analogy 
adopted in the development of the models [3]–[4]. 
The formation of corrosion and its corresponding 
effect on the bond between concrete and steel 
involves complex interactions. One potential method 
to model the dominant and complicated 
interrelationships among the variables of corrosion 
and bond is artificial neural networks (ANNs). Recent 
researchers have found the power of ANN to model 
complex interactions and provide superior prediction 
performance [5]–[6]. Through the set of input-output 
data from a battery of tests conducted, ANN develops 
a network of neurons that can be tuned up to 
synthesize information and eventually learn.  

A novel prediction model of bond behavior of 
reinforcing steel bars in reinforced concrete due to 
corrosion using artificial neural network will be 
developed in this paper. Bond strength model using 
multiple regression will be derived as well for further 
comparison. Larger number of variables will be 
considered in the modeling including crack and 
continuity of concrete. The model will allow early 
detection of the level of bond degradation between 
concrete and steel in a simple and fast approach. This 
in turn leads to timely repair that can improve the 
safety and prolong the service life of the structure. 
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BOND STRENGTH MODELS OF CORRODED 
STEEL BARS IN REINFORCED CONCRETE 

Impressed corrosion method was used by most 
researchers in the development of bond-corrosion 
model. The effects of corrosion level in bond strength 
loss and cracking of concrete using impressed method 
were investigated by previous studies [7]–[9]. 
Monotonic pull out test was conducted on concrete 
samples to develop bond strength models. Derived 
models showed reasonable agreement between the 
measured experimental results and empirically 
estimated values of bond strength. Unlike any other 
studies that focus on bond strength, the study of 
Yaciner [1] model an equation for the ultimate bond 
strength (tbu) using multiple linear regression. The 
bond equation is dependent on concrete compressive 
strength (f’c), cover (c) to bar diameter (D) ratio and 
corrosion level (CL). Results showed that increase in 
concrete compressive strength and concrete cover 
improved the measured bond strength. Moreover, it 
was found out that an increase in the compressive 
strength with constant concrete protective cover 
resulted to higher bond strength than a constant 
compressive strength with increasing concrete 
protective cover. Using ultra-high toughness 
cementitious composite, Hou et al. [10] developed a 
model to estimate the bond strength (tu) of a corroded 
rebar as a function of rebar diameter (d), bond length 
lb, and corrosion ratio (ρc). The bond decreased up to 
15% corrosion ratio but is almost the same with non-
corroded samples. The prediction equation was able 
to give acceptable results as compared with 
experimental values recorded in the conduct of pull 
out tests of cylindrical samples. Table 1 shows the 
summary of bond prediction models from various 
literatures. 

Table 1 Bond strength models of rebars in concrete 

Cabrera  
Lee and 
Weyers 

Chung et al. 
 

Yalciner et al. 

Hou et al. 

EXPERIMENTAL PROGRAM 

Materials and Specimens 

The experiment in this study used 108 concrete 
cube samples in total with sidelength 200 mm. Bar 
diameters, concrete cover (cc) and embedment 
lengths (Ld) were varied in the concrete cube samples. 
Three deformed reinforcing bars of 16mm, 20mm, 
and 25mm in diameters with corresponding concrete 

cover of 60mm, 70mm, and 80mm were used. 
Embedment lengths of 50mm, 75mm, and 100mm 
were used to achieve an even bond stress distribution 
within the entire embedment length of the rebar. The 
properties of the materials were tested in compliance 
with ASTM standards. The density and water 
absorption of coarse aggregates were measured and 
found to be 1572.028 kg/m3 and 0.402% respectively. 
Similarly, for fine aggregates, the recorded values of 
1533.801 kg/m3, 3.2 %, and 2.673 for density, water 
absorption, and fineness were respectively observed. 
These results were used to proportion three design 
mixes having target compressive strengths of 21 MPa, 
28 MPa, and 35 MPa. Table 2 shows the material 
proportions and average strengths corresponding to 
each mixture using 0.68, 0.57, and 0.47 preliminary 
ratios of water-cement, slump values from 25mm to 
100mm, and 2% entrapped air. 

Table 2 Concrete design proportions and strengths 

Design 
Mix 

W 
kg/m3 

C 
kg/m3 

CA 
kg/m3 

FA 
kg/m3 

f’c 
(MPa) 

ft 
(MPa) 

1 189 301 1018  866 22 2.08 
2 189 359 1018 806 29 2.61 
3 190 436 1018 726 36 3.14 

Testing of Specimens 

After curing for 28 days to gain strength, the 
samples were immediately immersed in a 5% brine 
solution as shown in fig. 1. A current density (i) of 
500 µA/cm2 from a constant power source was 
allowed to pass through the reinforcements embedded 
in the concrete prism to accelerate the corrosion. A 
total of 108 samples were subjected to accelerated 
corrosion for 35 days and 70 days to generate 
sufficient corrosion products that will develop 
internal radial stress enough to cause internal and 
external cracks in the concrete. 

Fig. 1 Concrete cubes under accelerated corrosion 

Likewise, the crack severity (CS) expressed as the 
product of the crack length (L) and the representative 
crack width (W) was determined. In order to measure 
the opening of crack in each of the samples, several 
polycarbonate reference points were attached to the 
surface of the concrete. The development of the 
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distance between the reference points were measured 
using an electronic caliper. Using the measured 
values in every crack line, the product of the length 
and width was taken and the sum of all the results in 
each specimen was used to represent the crack 
severity of the sample. After which ultrasonic pulse 
velocity test was performed to assess the quality of 
concrete samples after 35 days and 70 days impressed 
current. The transducer and receiver of the UPV 
apparatus was positioned in direct set up. The results 
of the test were used as input variable in the bond 
model representing the homogeneity and 
compactness of concrete. 

The bond strength of the rebar in concrete after 
accelerated corrosion was measured using pull out 
test in compliance with ASTM C234-91a. The pull-
out strength was determined by measuring the 
maximum force required to pull the rebar from the 
concrete sample. The bond strength (µ) was 
calculated by taking the ratio of the maximum applied 
force (P) and the surface area of the reinforcing steel 
rebar in contact with concrete. Figure 2 shows the 
fractured concrete sample after performing single pull 
out test using the universal testing machine. 

Fig. 2 Concrete cube sample after pull out test 

Prior to the casting of concrete in the mold, 
deformed bars were weighed to determine the initial 
mass (Mo) before accelerated corrosion. After 
performing the accelerated corrosion process and pull 
out testing of the samples, all pulled off bars were 
cleaned from corrosion products at the surface of the 
rebar and weighed to record the final mass (Mf). The 
actual percentage of mass loss or corrosion level (CL) 
of each bar was calculated using eq. (1).  

 (1) 

EXPERIMENTAL RESULTS 

Experimental Data Statistics 

Among the 108 cube samples subjected to 
impressed current method of accelerated corrosion, 
74 of which or 69% were able to exhibit crack 
formations due to the level of corrosion in the 
reinforcement. There were observed significant 

changes in the recorded values between uncracked 
and cracked groups. Sudden drop in the UPV and 
bond strengths were obtained from almost all the 
samples in the group. The average UPV of 4081 km/s 
and average bond strength of 6.591 MPa for cracked 
samples were substantially lower than the mean 
values from the uncracked samples. These reductions 
were attributed to excessive amount of corrosion in 
the reinforcement resulting to the development of 
internal and surface cracks in the samples. Moreover, 
corrosion level was even higher for samples in the 
cracked group with an average and maximum values 
of 1.015% and 3.254% respectively. Samples having 
high corrosion levels in general correspond to high 
crack severity. The maximum observed crack severity 
was 215.492 mm2 and the average value in all the 
samples was 77.791mm2. The dominant compressive 
strength in the cracked group was 29 MPa while the 
diameter of the rebar was 25mm. Based on the 
standard deviation and COV, higher variability was 
observed for UPV, corrosion level, crack severity, 
and bond strength of the samples. 

Bond Strength Regression Model of Corroded 
Reinforcement 

The bond strength as a function of concrete 
compressive strength, tensile strength, embedment 
length, diameter, concrete cover, UPV, crack severity, 
and mass loss was developed using multiple linear 
regression. The derived polynomial regression 
equation with adjusted R square of 0.899 and standard 
error of 3.262 is given in eq. (2). The embedment 
length, rebar diameter, the root of the product of 
compressive strength and tensile strength of concrete, 
and the crack severity offered reduction in bond 
strength as described by the negative coefficients in 
the model. For the other variables however, a direct 
correlation with the bond strength were observed. 
Among the variables considered in the model having 
P values less than 0.05, the embedment length, rebar 
diameter, UPV, and crack severity offered significant 
effect on the bond strength. The observation was 
reasonable since these parameters were interrelated 
and dominated the behavior of bond. Substantial 
change was observed in the experimental bond values 
particularly on the vast number of samples in the 
cracked group attributed to the variation of these 
parameters. 

   (2) 

The performance of the regression model in 
predicting bond resistance of concrete is shown in fig. 
3. Vast majority of points lied closely to the 45° line
indicating satisfactory prediction performance of the 
model. The Pearson correlation coefficient of the 
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scatter plot was 0.831 showing good agreement 
between experimental and predicted bond values. The 
average prediction error was 31.81% with minimum 
error of 0.61%. In all the predicted bond strengths, 
roughly 45% lied within ±20% error while 19% of the 
predictions provided more than ±50% error. 
Considering the fuzziness of the experimental bond 
strengths, the bond regression model was able to 
provide satisfactory prediction of the bond strength of 
concrete.  

Fig. 3 Bond strength regression model predictions 

NEURAL NETWORK MODELLING 

Framework of the Neural Network Model 

The input layer of the neural network model was 
composed of eight individual distinct nodes. Each 
node represents the predictors in the model which 
includes the compressive strength (f’c), tensile 
strength (ft), embedment length (ld), rebar diameter 
(f), concrete cover (cc), ultrasonic pulse velocity 
(UPV), corrosion level (CL), and crack severity of 
concrete (Cs). One hidden layer was used in the model 
and the number of hidden nodes was varied between 
5 to 8. The output layer was composed of one node 
representing the bond strength output of the model. 
Neural network model structure having 8 input nodes, 
4 hidden layer neurons, and single node in the output 
layer was denoted as N 8-4-1. In the development of 
the model, the learning algorithm used was 
feedforward backpropagation algorithm. The 
hyperbolic tangent sigmoid function 
f(n)=2/(1+e-2n)-1 was employed as neural activation 
function which return values between -1 to 1 in the 
output layer. An error tolerance of 0.001 and 
maximum cycles of 100000 were used as threshold 
criteria to cease the simulation process. Early 
stopping, validation phase in the development of the 
model, and few number of hidden nodes were 
considered to minimize the chance of overfitting and 
enhance the generalization of the ANN model. 
ANN Model Experimental Data and Simulations 

The bond strength results obtained from short 
term pull out test of 100 samples was used in the 
development of the model. Seventy percent of the 
data pairs was used in the training phase of the model 
and the other 30 percent was used in the testing phase. 
Carpenter and Barthelemy [11] suggested a minimum 
number of training data pairs not greater than the 
number of weights and biases to achieve distinct 
approximation. Further, an over determined data of 
20-50% will yield satisfactory performance of the 
ANN model [12]. Considering the neural network 
architecture N 8-7-1 having seven nodes in the hidden 
layer and using 20% overdetermined network, the 
required minimum number of input-output data pairs 
must be between 76 to 96. With this constraint, the 
data used in the simulation was found sufficient to 
achieve the desired performance of the various ANN 
models.  In selecting the best performing ANN 
architecture among the variations considered, mean 
squared error (MSE) and correlation coefficient (R) 
were used as performance metrics. The model having 
the least MSE and closest R value to 1.0 will emerge 
as the best ANN model. The result of simulations of 
four ANN models with their corresponding MSE and 
R are shown in table 3. Apparently, the neural 
network model having 7 nodes in the hidden layer 
provided the most desirable performance indicators. 
N 8-7-1 model exhibited the least bond strength 
prediction errors in good agreement with 
experimental values. The model was able to achieve 
learning considering multiple predictors and 
fuzziness in the introduced data pairs. The MSE and 
R of the derived model were 2.678 and 0.957 
respectively. In contrast, N 8-5-1 model having 5 
neurons was the least performing model. 

Table 3 Variation of ANN models 

Model  Number of 
hidden nodes 

Performance criteria 
MSE R 

N 8-5-1 5 3.623 0.941 
N 8-6-1 6 3.478 0.943 
N 8-7-1 7 2.678 0.957 
N 8-8-1 8 3.148 0.952 

Connection Weights and Biases of N 8-7-1 Model 

Table 4 shows the weights and biases of the 
proposed neural network model. Each seven nodes in 
the hidden layer was associated with connection 
weights in the input and output layers. The relative 
importance of each predictor in the model using the 
causal inference procedure developed by Garson [13] 
was also reflected in the table. The ultrasonic pulse 
velocity was found to be the most significant 
predictor in the bond strength with a relative 
importance of 20.11%. Associated to this variable 
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were the crack severity and corrosion level having 
relative importance of 13.01% and 15.63% 
respectively. The results were reasonable since higher 
corrosion levels offer immense radial tensile stress in 
the samples resulting to excessive crack formations 
and sudden fall in the UPV values. Measured bond 
strengths in the pull-out test were significantly 
affected by the change in values of these three 

independent variables. The concrete compressive 
strength was found to be the least significant predictor 
having 8.08% relative importance. The strength of 
concrete barely offered substantial effect on the 
measured bond strength of the samples. Majority of 
the samples achieved internal and external crack 
formations.

Table 4 Connection weights and biases of N 8-7-1 model 

Hidden 
Nodes 

Input Layer Output 
Layer f’c ft Ld f cc UPV Cs CL 

1 1.7118 1.1845 -0.6978 -0.0326 -1.0295 5.3538 -0.2653 -2.4959 0.2793 
2 0.4372 0.5614 -1.4098 0.2691 -3.4692 -0.2920 2.4862 0.7990 0.0155 
3 -0.4544 1.1419 1.3558 0.3752 0.2338 2.9630 -3.0908 3.2125 2.8476 
4 2.4621 1.0616 3.1235 4.2368 0.5334 -1.7865 1.3760 1.3494 -0.2731 
5 -0.1467 1.5563 0.8980 0.7151 0.5034 1.8726 0.3141 -0.4767 0.9385 
6 0.0887 0.8101 1.4231 0.3394 0.2469 2.5854 -2.4950 2.5881 -3.0964 
7 -2.2206 -1.6088 1.4915 -3.1291 -1.3239 1.0983 0.3039 2.1818 0.3688 

Biases -5.1069 -0.6449 2.8476 -0.1126 3.8667 -0.0931 -3.8237  -0.7184 
Rel. Impt. (%) 8.09 10.618 12.66 10.03 9.85 20.11 13.01 15.63 

Prediction Performance of N 6-6-1 Model 

About 76% and 84% from training and test data 
sets respectively were within the ±10% error. Though 
there were few misfits of roughly 15% providing 
more than 25% prediction errors, the model was able 
to perform well in training and testing phases of the 
simulation. The experimental and predicted values of 
the model for both phases were plotted as shown in 
fig. 4. The model was able to perform better in the 
testing phase giving an R value of 0.983 and average 
error of 16.27%. The R value and average error in the 
training phase of the model were 0.954 and 19.69% 
respectively. Vast majority of samples with overall R 
equal to 0.957 exhibited a close fit from the 45° line 
showing desirable agreement between predicted and 
experimental results. The average ratio of 
experimental to predicted values of 1.03 further 
demonstrate robust performance of N 8-7-1 model in 
the prediction of bond strength. 

Comparison Between N 8-7-1 Model and Other 
Bond Strength Models 

Various bond prediction models available in the 
literature were considered and compared to the 
performance of the proposed N 8-7-1 model. Eight 
bond strength values from experimental data were not 
used in the calibration. This data set was used to test 

the bond performance of the proposed ANN model 
against the developed models of Yalciner et al. [1], 
Cabrera [10], Lee and Weyers [11], Chung et al. [12], 
Hou et al. [13], and the developed regression equation. 
The experimental and predicted results of the 
enumerated models were plotted in fig. 5.  The scatter 
plot diagram was so dispersed demonstrating large 
deviations of the points from the 45° line. The models 
developed by Cabrera [10], Chung et al. [12], and 
Hou et al. [13] gave overestimated values of the bond 
strength due to the limitations of the variables 
considered. Most of the proposed models provided 
significant errors in the prediction results. This can be 
attributed to the inability of the models to capture 
significant bond reduction in the presence of internal 
and surface cracks in the concrete. The proposed N 8-
7-1 model on the other hand was able to exhibit 
robustness in predicting the bond strength of the 
samples. A close fit can be seen from the graph with 
R value of 0.971. The limitation of the hidden nodes 
and the early stopping adopted in the development of 
the model worked so well to improve the 
generalization. The average observed error in the 
prediction results was 19.53% with maximum and 
minimum errors of 45.48% and 3.68% respectively. 
The superiority of the proposed model was credited 
to equally important variables such as UPV and crack 
severity which were not considered in other models. 
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Fig. 4 Bond strength regression model predictions  Fig. 5 Bond predictions using different models 

CONCLUSIONS 

In the simulation of several neural network 
architectures having eight input predictors and one 
response variable, the N 8-7-1 model with seven 
nodes in the hidden layer emerged as the best 
performing model. The proposed model provided 
mean squared error and Pearson correlation 
coefficient of 2.678 and 0.957 respectively indicating 
robustness in estimating the pull-out resistance of 
corroded reinforcements in concrete. The model 
further demonstrated superior prediction performance 
and generalization among the bond models 
considered in this study. Crack severity and ultrasonic 
pulse velocity predictors of the model in relation to 
the formation of corrosion products in rebars offered 
significant effects in the bond behavior. The 
emergence of these two predictors were in agreement 
with the results of causal inference procedure 
providing respective high relative importance of 
20.11% and 13.01%. With all the desirable attributes 
of the model, the proposed N 8-7-1 can be used to 
conveniently estimated the bond resistance of 
corroded steel in reinforced concrete.  
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ABSTRACT 
 
This research observed the behavior of 3.0 m x 3.0 m large scale model of Short Piled Raft foundation system 

on peat during loading test. The sequence of loading test consisted of loading - unloading - reloading - remain - 
unloading, from 0 kN - 100 kN (100% design load) - 0 kN - 160 kN (160% design load) - remain for 24 hours - 0 
kN, with increment or decrement of 20 kN, and had no failed. Five locations were observed, one at the centre and 
the other four at each corner. After conducting the test, it was seemed that the maximum of total settlement ST(max) 
was 7.80 mm, 29.90 mm and 36.20 mm, occurred at the center [CR], while the maximum of difference in total 
settlement between any two points ∆ST(max) was 1.95 mm ([SW] – [NE]), 10.30 mm ([SW] – [SE]) and 9.65 mm 
([SW] – [SE]), under the load of 100 kN, 160 kN and remain of 160 kN for 24 hours respectively. The ST(max) 
occurred at the centre was easily understood, because the load was acting on it. Differential settlement might occur, 
because peat underneath the foundation was not homogeneous, thus, response of piles to contribute supporting 
load might also be different, and finally produced differential settlement. It was also seemed that the piles could 
function as stiffener of concrete slab effectively. The tolerable settlement is ST(max) < 50 mm and ∆ST(max) < 20 mm, 
therefore it could be concluded that ST(max) and ∆ST(max) which occurred were tolerable. 
 

Keywords: Differential settlement, Total settlement, Loading test, Short piled raft 
  

 
INTRODUCTION 

 
With increasing in urbanization in last three 

decades all over the world, and due to limited land 
available, many construction projects have penetrated 
into the problematic soil area, with some of the 
problems faced [1]. Completion of construction by 
using a conventional foundation system such as pile 
foundation system is still considered to be quite 
expensive [2]. To overcome these problems, several 
foundation systems have been developed, among 
others, is a piled raft foundation, which the concept of 
this system has received considerable attention in 
recent years [3] and even proves to be more effective 
on such conditions, increasingly recognized as a 
foundation more economical and effective on 
problematic soil [4]. 

At the peat area, the construction method on peat 
is different for the different depth of peat [5]. For peat 
with depth less than 3 m, the removal and 
replacement method are usually used. For the depth 3 
m to 10 m, engineers normally used sand drain, 
lightweight fills and stone column. While for the 
depth more than 10 m, the suitable method is deep 
stabilization techniques such as pile and dynamic 
compaction [6].  

In this study, a Short Piled Raft foundation system 
was introduced, built on peat which is known as 
problematic soil. Short Piled Raft foundation system 
is a modified piled raft foundation system, which is a 
combination between pile foundation and raft 

foundation, with the pile length relatively shorter, and 
considered as a reinforced concrete slab resting on a 
number of piles. The piling activity during 
construction as shown in Fig. 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Adjusting pile verticality during piling 
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The basic concept of Short Piled Raft foundation 
system considers passive soil pressure creating a stiff 
condition of slab-pile system. This means that the thin 
concrete slab floats on the supporting soil while the 
piles serve as stiffeners slab concrete and also to 
improve stability performance by reducing settlement 
of the foundation [7]. Figure 2 shows a phase of 
construction before casting concrete slab. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2  Reinforcement of concrete slab before 
casting concrete slab 

 
 

SCOPE, LIMITATION AND OBJECTIVE 
 

The scope of this study was to observe the 
stability performance of a large scale model of Short 
Piled Raft foundation system on peat during loading 
test. The static load acted on the center of the concrete 
slab, as simulation of transmission line tower.  

The limitation of this study was that the size of the 
model to be 3.0 m x 3.0 m, with 0.15 m thickness of 
concrete slab, piled by 9 short piles of 3.0 m length, 
outer diameter was 0.32 m and thickness of wall was 
0.003 m. The pile was closed end galvanized steel 
pipe, with the pile spacing of 1.00 m, as optimum 
spacing [8] and constructed on peat with the layer 
thickness of 3.5 m. 

While the objective of the study was to evaluate 
the differential settlement occurred at 5 points 
observed on concrete slab during loading test, based 
on the Recommendation of European Committee for 
Standardization on Differential Settlement 
Parameters. 

METHODOLOGY 
 
Loading test was conducted follows ASTM 

Standard D 1143 - 81: Standard Test Method for Piles 
under Static Axial Compressive Load. This test 
method covers procedures for testing vertical or batter 
piles individually or groups of vertical piles to 
determine response of pile or pile group to a static 
compressive load applied axially to the pile or piles 
within the group, regardless of their method of 
installation. There are three methods of applying load 
as follows. Considering that peat is very soft soil, the 
most suitable was the method of Load Applied to Pile 
or Pile Group by Hydraulic Jack Acting against a 
Weighted Box or Platform, although still needed to be 
modified as shown in Fig. 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3  Modified method of applying load for 
Loading Test 

 
For conducting loading test, 16 concrete beams of 

0.40 m x 0.40 m x 6.0 m were provided and laid on 
an I profile steel beam. Figure 4 shows arranging of 
concrete beam for loading test. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 The last concrete beam would be laid as load 
 
Loading was carried out by jacking the steel beam 

at the center point of concrete slab. Location of point 
load and points observed shown in Fig. 5. 
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Fig. 5  Location of Point Load and Point Observed 
 

Loading Procedure 
 
Unless failure occurs first, load the pile up to at least 
160% of the group design the pile until the settlement 
equals 15% of the pile diameter. Due to the 
magnitude of the decline could not be precisely 
predicted, therefor constant time interval loading was 
suitable procedure to be applied. Applying load 
increments of 20% of the design load with 1 hour 
between load increments and unload with 1 hour 
between load decrements. 

 
Procedure of Measuring Movements 

 
For measuring movements, a leveling instrument 

(Sprinter) was used to measure some staff gauges that 
installed at several certain observed points, as shown 
in Fig. 6. 

 
 
 
 
 
 
 
 
 
 
 
 
 

(a)                                           (b) 
Fig. 6 Leveling instrument, (a) Sprinter and (b) 

staff gauge. 
 

Before testing, no-load reading should be taken for all 
instruments, including staff gauge, and ground water 
level meter. Taking the reading of time, load and 
movement, and record them before and after the 
application of each load increment or the removal of 
each load decrement. 

The phase of loading test and its sequence as 
shown in Table 1. 

 
Table 1 Sequence of Reading during Loading and 

Unloading Test 
 

PHASE 
Duration 
Cumul. 

(hr) 

Interval 
(minute) 

Loading/Unloading 
(kN) 

Initial - -     0 

Lo
ad

in
g 

 
Fr

om
 0

 k
N

 u
nt

ill
 1

60
 k

N
 

w
ith

 ic
re

m
en

t o
f 2

0 
kN

  

  0.5 
  1.0 
  1.5 
  2.0 
  2.5 
  3.0 
  3.5 
  4.0 
  4.5 
  5.0 
  5.5 
  6.0 
  6.5 
  7.0 
  7.5 
  8.0 

    5 
  10 
     5 
   10 
     5 
   10 
     5 
   10 
     5 
   10 
     5 
   10 
     5 
   10 
     5 
   10 

  20 
 

  40 
 

  60 
 

  80 
 

100 
 

120 
 

140 
 

160 

Remain 
160 kN 

10.0 
20.0 
32.0 

   20 
   60 
 120 

160 

U
nl

oa
di

ng
  

Fr
om

 1
40

 k
N

 u
nt

il 
0 

kN
  

w
ith

 d
ec

re
m

en
t o

f 2
0 

kN
 33.0 

34.0 
35.0 
36.0 
37.0 
38.0 
39.0 
40.0 

   20 
   20 
   20 
  20 
  20 
  20 
  20 
  20 

140 
120 
100 
80 
60 
40 
20 
  0 

Final 
Rebound 52.0 720   0 

 
During loading, provided that the test pile group 

has not failed, additional readings should be taken and 
recorded them at intervals 5 minutes during the first 
½ hour for each load increment. After the total load 
has been applied, provided that the test pile group has 
not failed, readings and record should be taken at the 
interval of 20 minutes during the first 2 hours and 1 
hour for the next 10 hours, and 2 hours for the next 12 
hours. If pile failure occurred, the readings should be 
taken immediately before removing the first load 
decrement. During unloading, readings and record 
should be taken at intervals of 20 minutes. A final 
rebound reading has been taken 12 hours after all load 
has been removed. 
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RESULTS AND DISCUSSIONS 
 
Loading test was conducted until 160 kN or equal 

to 160% of design load (100 kN) and the foundation 
had no failed. 

The data of settlement reading at the end of every 
stage of loading, unloading, preloading and remain 
were tabulated in Table 2. 

 
Tabel 2 Relationship between load and settlement 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The data could also be presented graphically, as 

an example, point at the center of concrete slab (CR) 
was taken as typical of settlement pattern, as shown 
in Fig. 7, 

 It can be seen that the patterns of relationship 
between loading up to 100 kN and settlement were 
similar to relationship between loading up to 160 kN 
and settlement. The maximum of total settlement 
ST(max) occurred at the center (CR) of 7.80 mm under 
the load of 100 kN, 29.90 mm under the load of 160 
kN and 36,20 mm under the remain load of 160 kN 
for 24 hours, less than 50 mm [9]. 

 

 
 
 
 
 
 
 
 
 
 
 

Fig. 7  Relationship between load and settlement at 
the center of concrete slab (CR) 

 
From the data reading, settlement under the load 

of 100 kN at each point observed were not 
significantly different, as shown in Fig. 8. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8  Relationship between loading up to 100 kN 
and settlement at each point observed. 

 
There were similar patterns of relationship 

between load and settlement at every observed point, 
it meant that the concrete slab moved down 
simultaneously, indicated that the pile functioned as 
stiffener of concrete slab effectively [7]. 

While at the SW point was 7.65 mm was relatively 
larger than at the three point at another corners, 
because under this part, the original soil was disturbed 
due to for lifting remain big tree and filled back again 
without any compaction. It means that heterogeneity 
of peat may influence immediate settlement of Short 
Piled Raft foundation system. 

The settlement under the load of 160 kN at each 
point observed were presented graphically, as shown 
in Fig. 9. 

There was a little bit strange data for curve line of 
settlement pattern of SE point from the load of 120 
kN to 140 kN, that shown less settlement. But after 
reached 160 kN, the curve back to similar condition. 
Heterogeneity of peat might cause this phenomenon. 

While the maximum of difference in total 
settlement between any two points ∆ST(max) was 1.95 
mm ([SW] – [NE]), 10.30 mm ([SW] – [SE]) and 9.65 
mm ([SW] – [SE]), under the load of 100 kN, 160 kN 
and remain of 160 kN for 24 hours respectively, less 
than 20 mm [9]. 

 

Load
[kN] SW SE CR NW NE
0.00 0.00 0.00 0.00 0.00 0.00
20.00 0.50 0.30 0.90 0.30 0.70
40.00 1.50 1.40 2.10 1.10 1.80
60.00 2.35 2.20 2.90 2.00 2.30
80.00 4.35 3.70 5.20 3.70 4.00

100.00 6.75 6.00 7.80 5.90 5.70
80.00 6.70 5.90 7.60 6.00 5.90
60.00 6.35 6.10 7.00 5.90 5.50
40.00 5.40 4.80 6.20 4.80 4.90

Phase
Settlement [mm]

LO
A

D
IN

G
O

A
D

IN
G

20.00 3.90 3.70 4.40 3.60 3.50
0.00 1.50 1.90 1.50 1.70 1.70
0.00 1.50 1.90 1.30 1.70 1.70

20.00 2.65 2.80 2.90 2.60 2.80
40.00 4.30 4.00 4.90 3.90 4.40

U
N

LO
N

G

60.00 4.95 4.80 5.60 4.50 5.10
80.00 6.15 6.30 7.00 5.50 7.00

100.00 9.80 9.10 10.90 8.90 10.00
120.00 13.15 12.60 14.80 11.70 12.60
140.00 19.05 14.50 21.30 17.00 16.50
160.00 26.10 16.70 29.90 22.50 19.50
160.00 26.10 16.50 30.60 22.80 19.90
160.00 26.60 17.20 31.90 24.10 21.00
160.00 27.90 17.10 33.00 25.00 21.60
160.00 28.90 19.40 35.20 27.20 24.20
160.00 31.10 23.40 36.20 28.30 24.50
160.00 31.10 23.40 36.20 28.30 24.50
140.00 32.25 23.40 36.30 28.40 24.40
120.00 32.15 23.40 36.20 28.30 24.60
100.00 31.70 22.70 35.60 28.00 24.50
80.00 31.40 22.60 35.40 27.60 24.40
60.00 30.10 21.40 33.80 26.60 23.70
40.00 27.85 19.50 30.90 25.00 22.80
20.00 25.10 17.30 27.50 22.90 21.10
0.00 22.55 15.20 24.30 21.00 19.00

FI
N

A
L 

B
O

U
N

D

0.00 22.30 15.10 24.10 20.70 18.50

U
N

LO
A

D
IN

G
R

E-
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EM
A

IN
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Fig. 9  Relationship between loading up to 160 kN 
and settlement at each point observed. 

 
CONCLUSION 
 

Based on the discussion, it can be concluded as 
follows. 
1. The loading test of Short Piled Raft foundation 
system up to 160 kN or 160% of design load shown 
that settlements at each point simultaneously moved 
down with small differences. It means that beside as 
supporting the load, piles were also well functioning 
as stiffener of concrete slab. 
2. The maximum of total settlement ST(max) occurred 
less than 50 mm and the maximum of difference in 
total settlement between any two points ∆ST(max) less 
than 20 mm.. 
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ABSTRACT 

This research was aimed at studying the settlement behavior of road surfaces caused by dissolution of salt 
layers that in turn create cavities. The dissolution can happen naturally or occur from salt mining. The proposed 
project’s site was Highway 2229 from km  4 +066 to km 4+275, Kud Ruakham Sub-district, Ban Muang District, 
Sakonnakhon Province. The 2015 soil layer drilling survey revealed layers of hard clay and compact soil or shale 
with low plasticity. Cavities were found at the depth of 42 meters over sand stone layers. The analysis of road 
surface settlement was based on the Empirical Method and theories of Peck(1969(, O’Reilly and New(1982(, and 
Rankin( 9691 ( to determine the i and Vs parameters based on Smsx from the surveys of road surface settlement 
from 2013 to 2018. Using the survey results, the analysis by the theory of O’Reilly and New (1982( showed i at 
21 m and Vs ranging from  95 % to 102% of Vs. The analysis based on the survey data and Rankin’s theory 
(1969( showed i equal to 19.16m and Vs between 87% and  93 % of Vs. The analysis of the surveyed data showed 
end of surface settlement in 2016, which was consistent with the drilling survey in 2017 from which no cavities 
were found on the sand stone layers. 

Keywords: Settlement, Salt layer, Cavities, Empirical Method 

INTRODUCTION 

The Northeast of Thailand is principally 
composed of mountains and glades. The two major 
glades are Korat Glade and Sakonnakhon Glade; the 
soil underneath of each contains layers of 
Mahasarakham rock group as shown in Figure 1, 
with alternate layers of halite and clay]1[.  

Fig. 1 1999 Geological map of Korat high plain in 
the Northeast containing Phu Tok and 
Mahasarakham rock groups - scale 1:1,000,000]2[ 

The Mahasarakham rock group is mainly 
composed of halite, which, in a great amount and in 
thick layers, naturally and physically becomes 
plastic, that is, deformable, flowable, and 

unbreakable. Salt is able to flow from the edge of a 
glade towards the center or from top to bottom under 
pressure. Movement of salt is termed ‘salt tectonic’ 
(Figure 2)]2[. The geological study of the 
Mahasarakham rock group hierarchy as discovered 
from the general drilled pits indicates 4 
characteristics of the rock are as following. 

Fig.2 Structures of halite and potash classified under 
Mahasarakham rock group ]2[  

 -Three salt bed 
-Two salt bed 
-Potash-bearing one salt bed  
-Potash-barren one salt bed 
Halite can be destroyed by water. When halite 

under soil surface has continuously been destroyed 
by the water retained in the same layer, a cavity is 
formed. This cavity, if wide and if the soil-rock 
layers above fail to bear the load, will collapse into a 
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sinkhole. The majority of sinkholes in Korat and 
Sakonnakhon Glades have been found in areas 
where saline water was pumped up for rock salt 
mining purpose and also in areas adjacent to the rock 
salt fields. Sinkholes in salt fields are usually not 
disclosed. However, if they are in the areas nearby, 
especially near communities or residential areas, the 
sinkholes will be reported on the news. Sinkholes 
threaten lives and assets of people living in the 
vicinity ]3[.  

Singh (1992) explained that such collapse takes 
place as a result of interference from external stress. 
Changes of stress affect the forms and movement of 
rock and soil layers. The extent of settlement 
depends on the degree of stress and the size of cavity 
or pit hole which lead to instability. Therefore, soil 
surface collapse or settlement is the function of soil 
tectonic activity arising from a collapse of a cavity 
underneath. Soil surface settlement in general results 
in vertical as well as lateral slides. Soil surface 
settlement is caused by 3 factors, namely: 1) cracks, 
splits, or different degrees of cracks, 2) sinkholes or 
holes, 3) water puddles or soil depressions ]4[.  

Elashiry et al. (2008) conducted a study of 
surface soil settlement of a phosphate mine by 
comparing the efficiency of the settlement equations 
proposed by Bal, Peng, Knothe, and Peck. In so 
doing, they compared the true measurement 
parameters against the steepness, curve, and 
plasticity. The method proposed by Peck yielded the 
parameters closest to the reality, with the coefficient 
accuracy over 0.9]5[.  

This study was conducted on the settlement of 
road surface using the Empirical Method for the 
analysis. The survey data of road surface settlement 
from 2015 until 2018 were analyzed along with the 
data from soil survey by drilling in 2015 and 2017 
comprising both vertical and horizontal soil 
movement (Figure 3 and Figure 4).  

 

Fig.3 Field investigations (2017) 

 

 
Fig. 4 Horizontal movement (2017) 

METHODOLOGY  

     The study site was Highway No. 2 2 2 9  from km 
4+066 to km 4+275 I Kud Rua Kham Sub-District, 
Wanonniwat District, Sakonnakhon Province. The 
information retrieved showed that the highway was 
constructed before 1975 and the settlements were 
detected in 2012. The aerial survey showed saline 
water pumping from underground for a rock salt 
mining purpose(Figure 5). 
     Chaiyan Hinthong and Adul Charoenprawat 
(1990) indicated that they found sinkholes in the 
area of Ban Jampadong School in Khu Sakham Sub-
District, Wanonniwat District, Sakonnakhon 
Province. There were detected sinkholes at Dinso 
Brook and along the brook’s line. Sinkholes of 2-3 
m size were also found at the school’s fence. Based 
on the Nares Sattayarak’s tectonic movement 
information, it is believed that the saline layer lies 
within the 70 m level ]6[.  

The drilling survey of soil layers in 2015 (Figure 
6) shows that the depth of 0-2 m is the road’s fill soil 
layer. The depth of 2-10 m is a soft to rigid clay 
layer, the depth of 10-11.50 m contains clay and 
transformed wood, the depth of 10.50-39.50 m is 
hard to very hard soil, the depth of 39.50-39.85 
consists of cavities, and the depth of 39.85-42.00 m 
consists of fine sand, assumed to result from 
collapse of the cavity walls above. The cavity height 
was estimated at 2.50 m before the collapse.  
     Settlement data collection, the road surface 
settlement data was obtained from the profile 
leveling method done along the centerline of the 
road, and the inflexion parameters were recorded as 
per Figure 7, which were the data collected from 
2015-2018. The extent of settlements began from 
km 4+115 to km 4+245. The greatest settlement was 
detected at km 4+180. All through the 4 years, the 
data showed: 𝐒𝐒𝐦𝐦𝐦𝐦𝐦𝐦  = 1.24 m, 1.61 m, 1.75 m, and 
1.75 m, respectively. The road surface settlement 
had a tendency to decrease and the settlement ceased 
in 2017, which is consistent with the drilling survey 
of soil layer in 2017 when no cavity over sandy rock 
layer was found (Table 1). 
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Fig. 5 Position of road surface settlement 
 
 

 
 
Fig. 6 soil profile (2015) 
 
 

 
 
Fig. 7 road centreline elevations 
 
Table 1 soil properties 
 

 
 

 
RESULT  
     The Result of the road surface settlement 
estimation based on the Empirical Method A 
comparison between the road surface settlement and 
the scope of settlement was based on the Empirical 
Method of Peck’s, the equation that compares the 
field parameters using the maximum settlement -

 𝐒𝐒𝐦𝐦𝐦𝐦𝐦𝐦, and the depth measured from the soil surface 
to the center of the cavity− 𝐙𝐙𝟎𝟎 . From the field 
survey, the distance from the center of the cavity to 
the point where the curve 𝐢𝐢 changed could be 
calculated in the case of clayey soil using the 
method of O’Reilly and New and Rankin(Table2).  
     From the data Table2, it was possible to calculate 
the settlement value according to Peck’s theory and 
compare with the field data of 2015 to 2018. The 
results showed settlement of the surface according to 
Peck’s, which was consistent with the real 
parameters obtained in the fields at the beginning of 
the route at km 4+115 –  km 4+200. At the end of 
the route at km 4+200 – km 4+445, the real 
parameter measured was lower than the surface 
settlement based on Peck’s theory. This was due to 
the non-equilibrium of the cavity which in turn, was 
caused by the slope of halite layers or by the fact 
that the settlement data was obtained from the 
profile leveling approach, and the curve at km 4+200 
– km 4+445 led to discrepancies of the horizontal 
cross-section distance from the center of Cavity 
𝐦𝐦. (Figure 8, Figure 9, Figure 10 and Figure 11) 
     A comparison was done between calculation of 
the road surface settlement parameter by the 
Empirical ( 𝐕𝐕𝐕𝐕𝐄𝐄𝐦𝐦𝐄𝐄𝐢𝐢𝐄𝐄𝐢𝐢𝐄𝐄𝐦𝐦𝐄𝐄) as per Equation 7 and the 
road surface settlement parameter measured in the 
field. The results showed that the settlement in 2015 
differed from other years because the distance of 25 
m between each data collection point was too long 
leading to the amount of field data related to soil 
settlement being low. Therefore, we deleted the 
2015 parameters and were able to conclude the 
amount of soil settled per one meter unit using the 
distance from the cavity center to the inflexion. In 
the case of clayey soil, the method of O’Reilly and 
New showed  𝐕𝐕𝐕𝐕𝐄𝐄𝐦𝐦𝐄𝐄𝐢𝐢𝐄𝐄𝐢𝐢𝐄𝐄𝐦𝐦𝐄𝐄  at 83.25 – 85.14% of 
 𝐕𝐕𝐕𝐕𝐒𝐒𝐒𝐒𝐄𝐄𝐒𝐒𝐒𝐒𝐒𝐒  . The method of Rankin 
showed  𝐕𝐕𝐕𝐕𝐄𝐄𝐦𝐦𝐄𝐄𝐢𝐢𝐄𝐄𝐢𝐢𝐄𝐄𝐦𝐦𝐄𝐄  at 91.23 – 93.58% of 
 𝐕𝐕𝐕𝐕𝐒𝐒𝐒𝐒𝐄𝐄𝐒𝐒𝐒𝐒𝐒𝐒.(Table 3 and Figure 12). 
    When considering the determination coefficient 
for more efficient method – with the value being 
closer to 1 – to find the surface settlement using the 
width of settlement hole 𝐢𝐢 in the case of clayey soil 
between the methods of O’Reilly and New and 
Rankin; the results showed R2 = 0.96 from O’Reilly 
and New method and R2 = 0.97 from Rankin 
method, which agreed with Flashily.  
     The analysis of horizontal slide based on the 
Empirical Method by O’Reilly and New Theory 
(Figure 13), showed the horizontal surface slide. It 
was assumed that the soil slid towards the center of 
the cavity. As seen in the Figure, the slide began at 
km 4+115 and increased until the maximum at km 
4+160 before it decreased again to zero at km 
4+180, where the settlement point was the peak. 
Then horizontal slide increased again to the 
maximum at km.4+200 until it became 0 at km 
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4+445. Figure 14 depicts horizontal slides that 
resulted in cross-sectional cracks on the road 
surface. There were slides that coincided at the 
maximum settlement point, which resulted in 
swelling. 
 
Table 2 inflexion (i) 
 

 

 
 
Fig. 8 road surface settlement (2015) 
 

 
 
Fig. 9 road surface settlement (2016) 
 

 
 
Fig. 10 road surface settlement (2017) 
 

 
 
Fig. 11 road surface settlement (2018) 
 

 
Table3 road surface settlement 
 

 
 
 

 
 
Fig. 12 volume of road surface settlement  
 

 
 
Fig.13 horizontal movement 
 
 

 
 
Fig. 14 crack due to horizontal movement 
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CONCLUSIONS 
1. The settlement of road surface was caused by 
solution of rock salt by water, which resulted in 
cavities at the depth of 42 m from the surface to the 
cavity center 𝐙𝐙𝟎𝟎. 
2. The Empirical Method and Peck’s theory gave the 
consistent road surface settlement value with the 
value measured in the field and coefficient of 
determination R2 higher than 0.96. 
3. The distance from cavity center to the inflexion in 
the case of clayey soil measured by Rankin method 
was 21 m. This means that the road surface 
settlement according to Peck’s theory agreed with 
the real value measured in the field more than the 
method of O’Reilly and New. This was determined 
from the coefficient of determination of Rankin 
being R2 = 0.97, which was higher than that of 
O’Reilly and New, where R2 = 0.96. 
4.The amount of the road surface settlement by the 
Empirical Method using the distance from the cavity 
center to the inflexion 𝐢𝐢   by O’Reilly and New 
method was 83.25 – 85.14% of 𝐕𝐕𝐕𝐕𝐒𝐒𝐒𝐒𝐄𝐄𝐒𝐒𝐒𝐒𝐒𝐒 , whereas 
Rankin’s calculation showed 91.23 – 93.58% of 
 𝐕𝐕𝐕𝐕𝐒𝐒𝐒𝐒𝐄𝐄𝐒𝐒𝐒𝐒𝐒𝐒. 
5. The horizontal slide at the road surface led to 
tension between km 1+115 – km 1+160 and km 
4+200 – km 4+245, which in turn caused cross-
section cracks on the road surface. From km 1+160 
to km 1+200, compression occurred from horizontal 
slides, causing swelling on the surface.  
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ABSTRACT 

 
In this study, used cooking oil, ethanol and sodium hydroxide (NaOH) were used as raw material and catalyst 

to produce biodiesel through transesterification reaction. The occurring emulsion from ethanol acts as a surfactant 
in the reaction mixture make the separation of biodiesel from glycerol layer more difficult. This problem solving 
was done by adding pure glycerol into the reaction mixture after complete reaction to make quick layer separation 
between glycerol and biodiesel. The characterization of the produced biodiesel was performed by proton nuclear 
magnetic resonance (1H-NMR) and gas chromatography (GC). The result showed that the optimum condition for 
ethyl ester biodiesel production were 8:1 of ethanol to oil molar ratio, 0.75%w/w of NaOH amount, 45 min of 
reaction time and 40 oC of reaction temperature. This condition gave 100% of fatty acid ethyl ester conversion that 
determined by 1H-NMR. The result on the optimum condition for layer separation showed that the adding of 2.44% 
v/v of pure glycerol relation to the total volume of the reaction mixture took 14.38 min for glycerol-biodiesel layer 
separation. In addition, ethyl ester biodiesel was further analyzed its fuel properties followed ASTM biodiesel 
standard. The results showed the produced biodiesel met well with the standard. 
 
Keywords: Biodiesel, Glycerol, Surfactant, Transesterification 
 
 
INTRODUCTION 

 
 The limited fossil fuel resource along with the 
need to reduce greenhouse gas emission were a major 
impulse to the development of alternative fuels. As 
one result, increased attention has been given to 
biofuel, such as biodiesel, that can be used as 
alternative fuel to replace diesel fuel. Its production 
from renewable resource, such as vegetable oil and 
animal fat, makes it biodegradable and non-toxic 
substance. In addition, biodiesel contributes to the 
reduction of CO2 emission because it comprises a 
closed carbon cycle [1]. The choice of vegetable oil 
as feedstock for making biodiesel rely upon the cost 
of production, reliability of supply and high yield. 
Used cooking oil (UCO) was waste that obtained 
from households, cafeteria and restaurants collection. 
The UCO offers significant potential source as a low 
cost raw material for biodiesel production. UCO 
contained low free fatty acid content, thus it is 
suitable for making biodiesel via transterification 
reaction without any problem caused by soap 
formation. Furthermore from the waste management 
viewpoint, using UCO in biodiesel production helps 
to provide a cleaner way for disposing these wastes 
[2]. 
 The most common way to produce biodiesel is 
transesterification reaction that triglycerides react 
with alcohol to form esters and glycerol as by-
product. Transesterification consists of a sequence of 

three consecutive reversible reaction. The first step is 
the conversion of triglycerides into diglycerides and 
further into monoglycerides in the second step. The 
final step, monoglycerides converts into ester and 
glycerol molecule. 
 Short chain alcohol such as methanol and ethanol 
are the most frequency employed. Methanol is highly 
reaction and generates satisfactory yields at lower 
temperatures and reaction time compared with other 
alcohol [3]. However, methanol presents the 
disadvantage of higher toxicity compared with 
ethanol. In our work, ethanol is selected because 
ethanol can be produced from agricultural renewable 
resource such as sugarcane that result in total 
independence from importing petroleum-based 
alcohol like methanol [4]. However, as the synthesis 
progresses through the transesterification reaction, 
ethanol promotes a more stable dispersion between 
the ethyl ester biodiesel and glycerol, impeding the 
layer separation and thus increasing the time required 
for the production process and lowering the quality of 
the obtained biodiesel [5]. Pure glycerol is usually 
used to disperse the layer of ethyl ester biodiesel and 
glycerol but the amount of adding and the waiting 
time for separation is not known, so this is the first 
time to study. 
 The objective of this work is to determine the 
optimum condition for the transesterification reaction 
between used cooking oil with ethanol using NaOH 
as alkali catalyst and pure glycerol as dispersing 
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compound for biodiesel-glycerol layer separation. 
The optimum condition in adding the amount of pure 
glycerol on the separation of biodiesel-glycerol layer 
is also determined. Moreover, the purification ethyl 
ester biodiesel is further characterized its fuel 
properties compared with the methyl ester biodiesel 
standard. 
 
MATERIALS AND METHODS 
 
Material 
 
 UCO in this research was obtained from 
household collection. The fatty acid composition 
determined by gas chromatograph (GC) consisted of 
0.857%w myristic acid, 36.030%w palmitic acid, 
4.383%w stearic acid, 43.372%w oleic acid, 
13.606%w linoleic acid. The calculated average 
molecular weight of UCO was 852 g/mol and its free 
fatty acid content was 0.18%w. Analytical grade 
ethanol was purchased from Merck (Germany). 
Methyl hepatadecanoate (C17) was obtained from 
Fluka (Switzerland) and deuterated chloroform was 
obtained from QReC (New Zealand). 
 
Trensesterification Reaction 
 
 The transesterification reaction was carried out in 
a laboratory scale setup using a three-necked 100 ml 
flask equipped with a reflux condenser, a 
thermometer and a magnetic stirrer. The reaction was 
conducted with UCO that stirred constantly at 750 
rpm with ethanol and NaOH catalyst. The reaction 
were performed at diferent amount of NaOH catalyst 
(0.25-1.25%w), different molar ratio of oil to ethanol 
(4:1-12:1 mole) and different reaction time (15-120 
min) with keeping the constant temperature at 40 oC. 
After the reaction was completed, the mixture was 
transferred into separation funnel and 2.44%v/v of 
pure glycerol was added into the mixture to separate 
into two layers that the top layer was biodiesel and the 
bottom layer was glycerol. The biodiesel was further 
purified with warm water and dried in an oven. The 
obtained purified biodiesel was investigated for fatty 
acid ethyl ester (%FAEE) conversion by 1H-NMR 
(varian, inova 400 mhz, usa). 
 
Determination of FAEE 
 
 The 1H-NMR spectra of UCO ethyl ester biodiesel 
from the 1H-NMR analysis were obtained for 
monitoring the transesterification reaction in the form 
of percentage fatty acid ethyl ester (%FAEE) 
conversion. The %FAEE conversion was analyzed 
follow [6]. Breifly, the chemical shift at 4.15 ppm 
represented the ethyl ester protons and at 3.30 ppm 
represented the methylene proton (α-CH2). An 
equation to calculate the %FAEE conversion is 
shown in Eq. (1). 

C =  AEE/2
Aα−CH2/2

× 100 (1) 

 
 Where, C is the percentage of FAEE conversion, 
AEE is the integration value of the protons of the ethyl 
ester and Aα-CH2 is the integration value of the 
methylene protons. The 2 factor, which divides both 
integration value s, is the normalization factor 
 
RESULT 
 
Characterization of UCO 
 

The fatty acid composition of UCO that 
determined by GC was revealed in Table 1. 
 
Table 1  Fatty acid composition of UCO 
 

Fatty acid Molecular 
formular 

Molecular 
weight 

% Area 

Octanoic 
acid 

C8H12O2 144 0.037 

Decanoic 
acid 

C10H20O2 172 0.019 

Lauric acid C12H24O2 200 0.320 
Myristic 
acid 

C14H28O2 288 0.857 

Palmitic 
acid 

C16H32O2 256 36.030 

Palmitoleic 
acid 

C16H30O2 254 0.305 

Stearic acid C18H36O2 284 4.383 
Oleic acid C18H34O2 282 43.372 
Linoleic 
acid 

C18H32O2 280 13.606 

Linolenic 
acid 

C18H30O2 278 0.522 

Arachidic 
acid 

C20H40O2 312 0.365 

Behenic acid C22H44O2 340 0.105 
 
 The fatty acid composition showed that oleic acid 
(43.372%) and palmitic acid (36.030%) are the two 
major fatty acids, followed by linoleic acid 
(13.606%), stearic acid (4.383%). The minor fatty 
acid are octanoic acid (0.037%), decanoic acid 
(0.019%), lauric acid (0.320%), myristic acid 
(0.857%), palmitoleic acid (0.305%), linolenic acid 
(0.522%), arachidic acid (0.365%) and behenic acid 
(0.105%). The average molecular weight of UCO 
calculated from the fatty acid composition is 852 
g/mol. The UCO also contained 0.18%w/w of free 
fatty acid. 
 
1H-NMR spectrum of ethyl ester biodiesel for 
%FAEE conversion calculation 
 
 The 1H-NMR spectrum of the UCO ethyl ester 
biodiesel obtained after washing and drying is present 



SEE - Nagoya, Japan, Nov.12-14, 2018 

708 
 

in Fig. 1. 
 

 
 

Fig. 1 1H-NMR spectra of UCO ethyl ester biodiesel. 
 
 The conversion of the triglyceride to monoalkyl 
ester is clearly observed in the 1H-spectra by the 
appearance of the quartet at 4.15 ppm which related 
to the ethyl ester CH2 group. From the chemical shift 
at 4.15 ppm and at 2.30 ppm of the CH2 group 
adjacented to the carbonyl group, both chemical shifts 
were used to calculate the percentage conversion of 
fatty acid ethyl ester (%FAEE) followed Equation 2.   
 
Optimum Condition in Biodiesel Production by 
Transesterification  
 
Influence of the amount of catalyst on the percentage 
of fatty acid ethyl ester conversion (%FAEE) 
 
 The influence of the NaOH amount of catalyst on 
the %FAEE conversion is examined in Figure 2. The 
amount of NaOH catalyst varies from 0.25%w/w to 
1.25%w/w. The %FAEE conversion using NaOH 
catalyst increases rapidly from 0.25%w/w to 0.50 
%w/w after that the %FAEE increases gradually from 
0.50%w/w to 0.75%w/w The %FAEE conversion 
reaches a maximum of 100% at 0.75%w/w. Further 
increase in the amount of NaOH catalyst up to 
1.25%w/w cannot promote the conversion. So, the 
selected optimum amount of NaOH catalyst was 
0.75%w/w. 
 

 
 
Fig. 2 Influence of the amount of NaOH catalyst on 

%FAEE conversion. Transesterification 
condition: reaction temperature = 40 oC, molar 
ratio of ethanol to UCO = 10:1, reaction time 
= 90 min at 750 rpm of constant stirring. 

Influence of molar ratio of ethanol to UCO on the 
percentage of ethyl ester conversion (%FAEE) 
 
 The molar ratio of ethanol to UCO is one of the 
most important parameters affecting the 
transesterification conversion. Although the 
stoichiometric ratio requires three moles of ethanol 
for each mole of UCO, in practice, the mole ratio 
should higher to shift the equilibrium towards the 
direction of the ethyl ester formation. Figure 3 
describes the influence of mole ratio of ethanol to 
UCO on the %FAEE conversion. 
 

 
 
Fig. 3 Influence of molar ratio of ethanol to UCO on 

%FAEE conversion. Transesterification 
condition: reaction temperature = 40 oC, 
amount of NaOH catalyat = 0.75%, reaction 
time = 90 min at 750 rpm of constant stirring. 

 
 It can be found that the %FAEE conversion 
increases rapidly from 4:1 to 6:1 of molar ratio after 
that the %FAEE increases gradually from 6:1 to 8:1 
of molar ratio. The maximum of 100% FAEE 
conversion obtained at 8:1 of molar ratio and further 
increase in the molar ratio from 8:1 to 12:1 gave the 
same %FAEE conversion. 
 
Influence of reaction time on the percentage of ethyl 
ester conversion (%FAEE) 
 
 The influence of reaction time on the %FAEE 
conversion is studied and depicted in Figure 4.  
 

 
 
Fig. 4 Influence of reaction time on %FAEE 

conversion. Transesterification condition:  
reaction temperature = 40 oC, amount of 
NaOH catalyat = 0.75%, molar ratio of ethanol 
to UCO = 8:1 at 750 rpm of constant stirring.  
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 It can be seen that %FAEE increased rapidly from 
15 min to 45 min after that the %FAEE became 
almost constant. The optimum time obtained from the 
study was 45 min that gave 100% of FAEE 
conversion. 
 
Influence of adding pure glycerol on the waiting time 
for layer separation 
 
 The influence of pure glycerol addition 
percentage on the waiting time for layer separation of 
biodiesel and glycerol is shown in Figure 5. Pure 
glycerol addition percentage varies from 2.44%, 
4.76%, 6.98%, 9.09% and 11.11%v/v relatived to the 
total volume of the biodiesel and glycerol mixture. 
 

 
 
Fig. 5 Influence of adding pure glycerol on the 

waiting time for layer separation. 
Transesterification condition: reaction 
temperature = 40 oC, molar ratio of ethanol to 
UCO = 8:1, reaction time = 45 min at 750 rpm 
of constant stirring. 

 
 The result indicated that more pure glycerol 
addition percentage from 2.44% to 11.11%v/v gave 
the constant waiting time at 14.38 min for layer 
separation. Therefore, the selected optimum amount 
of adding pure glycerol was considered 2.44%v/v. 
The reason for adding a low quantity of pure glycerol 
provokes a rapid separation of the two layer can be 
understood by the formation of hydrogen bonds 
between ethanol and pure glycerol that are stronger 
than the van der waals forces between ethanol and 
biodiesel. 
 
Physico-chemical properties of ethyl ester 
biodiesel 
 
 The physico-chemical properties of ethyl ester 
biodiesel were compared with the methyl ester 
biodiesel standard that followed the USA (ASTM 
standard). The results were exhibited in Table 2. 
 The result revealed that all physic-chemical 
properties of the produced ethyl ester biodiesel meet 
well with methyl ester biodiesel standard. In addition, 
this result implied that ethyl alcohol can be replace 
methyl alcohol for biodiesel production. 

Table 2 Physico-chemical properties of ethyl ester 
biodiesel 

 
Physic-

chemical 
properties 

Test 
method 

Ethyl 
ester 

biodiesel 

Methyl 
ester 

biodiesel 
(ASTM) 

Density at 15 
oC (kg/m3) 

ASTM 
D1298 

863 860-900 

Kinematic 
viscosity at 40 
oC (cSt) 

ASTM 
D445 

4.94 1.9-6.0 

Acid Value 
(mg KOH/g) 

ASTM 
D664 

0.36 0.50 max 

Flash point 
(oC) 

ASTM 
D93 

216 120 min 

 
CONCLUSION 
 
 In this study, the transesterification of UCO with 
ethanol in the presence of NaOH catalyst shows a 
favorable reaction. A high FAEE conversion (100%) 
was achieved by optimizing variable effects. The 
optimum conditions on %FAEE determined by 1H-
NMR during transesterification was 0.75%w/w of 
NaOH catalyst, 8:1 of molar ratio of UCO to ethanol, 
45 min of reaction time, 40 oC of reaction 
temperature, 750 rpm of stirring. The separation of 
glycerol and biodiesel layer is optimized by adding 
different amount of pure glycerol into the mixture of 
glycerol and biodiesel product. The result showed 
that 2.44%v/v of adding pure glycerol can accelerates 
the waiting time for layer separation. It took 14.38 
min for optimum time for separation. Additionally, 
the physico-chemical properties of the ethyl ester 
biodiesel met well with the ASTM methyl ester 
biodiesel standard. 
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ABSTRACT 

 
Malaysia is committed to improve deliverables of construction industry especially in meeting the sustainable 

objectives. Lack of systematic tools and poor collaboration between key stakeholders have been identified as the 
main barriers to meet the objectives. The purpose of this paper is to present an integrated approach that can be able 
to assist designers, who are at the forefront in decision making, to select the best strategies that have been shown 
to be effective in promoting sustainability for IBS application. Questionnaire survey and interviews of the local 
practitioners were conducted to identify critical factors and provide recommendations on how to enhance 
sustainability by holistically addressing the identified issues during IBS design. SWOT (Strengths, Weaknesses, 
Opportunities and Threats) analysis framework was used to help decision-makers maximise the opportunities by 
using available strengths, avoid weaknesses, and diagnose possible threats in the examined issues. From the 
statistical analysis, eighteen critical factors relevant to IBS sustainability have been ranked. The guidelines were 
formulated based on the results from interviews to local practitioners and may be used as part of the project briefing 
documents for IBS designers. Holistic design strategies expand “Triple Bottom Lines” considerations in achieving 
sustainability. This study fills a current gap by responding to IBS project scenarios in developing countries. It also 
provides a balanced view for designers to better understand sustainability potential and prioritize attentions to 
manage sustainability issues in IBS applications.  

 
 
Keywords: Sustainability, Prefabrication, Guidelines, SWOT Analysis, Designers 
 
 
INTRODUCTION 

 
Construction projects are become larger and more 

complex. With systematic and innovative solutions, 
the industry players will be able to meet new and 
emerging challenges such as improving construction 
efficiencies, integrating stakeholders’ management 
and reducing environmental impacts. Industrialised 
Building System (IBS) or prefabrication is recognised 
as alternative methods to replace conventional 
construction to enhance sustainable deliverables. 
Building production in a controlled environment 
offers many advantages such as reducing construction 
waste, minimising resources consumption, increasing 
the quality of buildings and improving the 
occupational safety and health [1-2]. In contrast, 
conventional on-site methods have long been 
criticised for being labour intensive, poor 
workmanship quality, overwhelming management 
control and excessive construction waste generation 
[3].  

Understanding IBS benefits and its potentials, the 
Malaysian Government steering the local 
construction industry to shift from traditional 
practices to IBS based production. The Construction 
Industry Transformation Programme (CITP) 2016-
2020 is specifically highlight government strategies 

in ensuring faster and higher adoption of IBS 
application in the local industry. Despite 
acknowledging its benefits and the top-level 
advocacy, the local construction industry is still not 
rapidly embracing IBS [2-4]. Arditi, Ergin and 
Gunhan [5] highlighted that most of stakeholders do 
not realize of the significant cost savings in the IBS 
application through speedy erection and long term 
investment. In addition, most of the developing 
countries are depending on technology from 
industrialised countries [6]. It was highlighted that the 
effective communication and higher financial capital 
are required to accelerate technology transfer.  

Currently, the implementation of IBS was lack of 
communication and cooperation among the key 
stakeholders [4-8]. Manufacturers and contractors 
can only become involved after the design stage. The 
separate functional discipline in the implementation 
process is akin to the ‘over the wall’ syndrome [9].  

This study aims to formulate sustainable 
guidelines from the perspective of the designer by 
critically examining the relationship between 
sustainability and IBS. Though other researchers have 
developed decision tools in IBS application, no 
previous studies in this field have considered the 
potential threats and weaknesses of pursuing 
sustainability. This study explored perceptions 
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among the key stakeholders regarding both contexts 
and provides easy-to-understand guidelines for 
practitioners in developing countries such as 
Malaysia. This study also presents unified views from 
key stakeholders instead of single professions, the 
consideration of negatives instead of all “positives”, 
and the justification to enforce a sustainability focus 
in developing economies still grappling with finding 
suitable solutions in local contexts. 
 
LITERATURE REVIEW 

 
There are many factors that are internal and 

external to building projects that enhance the 
sustainable deliverables. Some commonly identified 
factors include: energy use, transport, water 
efficiency, ecology, land use, materials and resources, 
indoor environmental quality, heatlh and well-being, 
sustainable site and management, and innovation [10-
11]. A study of sustainable constructions aspects of 
using IBS in Hong Kong added to this body of 
literature by identifying factors that improve 
sustainable deliverables. Jailoon and Poon [12] found 
that IBS will be able to improved quality control, 
improved environmental performance (reduction of 
waste, dust and noise), improved site safety, the 
reduction of labour demand and construction time. In 
their case studies, on average, a reduction of 65% of 
construction waste, 16% of labour requirement on-
site, 15% of construction time and 63% lower than the 
industry figure for the accident rate. In a similar study, 
Lam, Chan, Poon, Chau and Chun [13] identify 
principal factors leading to the success of preparing 
green specifications in construction projects and 
identified the following as the four major influencing 
factors: (1) green technology and techniques, (2) 
reliability and quality of specification, (3) leadership 
and responsibility, (4) stakeholder involvement, and 
(5) guide and benchmarking systems. 

Pitt, Tucker, Riley and Longden [14] divided 
three key areas towards sustainable construction: (1) 
environmental responsibility, (2) social awareness, 
and (3) economic profitability. They research 
highlighted that financial incentives and building 
regulations were the two most important drivers that 
will be able to drive demand for sustainability 
buildings. An effective working environment will be 
able to reduce absenteeism and supports staff 
retention and recruitment. IBS promotes stable 
working conditions and organised working 
procedures. The local labourers have the opportunity 
to develop their skills and knowledge and reduce the 
possibility of being transferred to another region or 
location. Currently, IBS is seen as more expensive, 
especially as it involves high initial capital outlay, and 
higher design, cranage and transport costs compared 
to conventional construction [15]. Although the 
critical investment in the initial process is very high, 
once the break-even point is reached, the benefits 

from IBS will increase with the number of units 
produced [3-16]. By implementing IBS, Malaysia is 
on the right track for moving forward to develop the 
country.  

Chan, Qian and Lam [17] found that the economic 
force and government interventions are the strong 
forces to arouse interests in pursuing sustainability. 
Their study highlighted that ‘‘rising energy costs’’ 
will present such an economic reality that people will 
have to take part in sustainable development for their 
own interest. The other economic attraction for all 
stakeholders in construction industry to be involved 
in achieving sustainability is “lower life-cycle”. Any 
impact of the decisions for the long term, specifically 
for the demolition and deconstruction should need 
taken into account in making effective decision. They 
also stated that, it is important for a government to 
create mandatory regulation or building code to 
ensure stakeholders are taking part in sustainable 
efforts.  

There have been several studies that integrate 
factors that influence the sustainability for IBS 
projects. Researchers have developed assessment 
tools to help stakeholders overcome project 
challenges and use opportunities available in IBS 
implementation [18-21]. The researchers argued that 
the measurement should also consider indirect 
attributes, such as reducing the environmental impact. 
While the proposed tools provide some assistance in 
the selection of IBS, few are capable of providing 
action plans on how to embed sustainability 
deliverables in the selected options. Most of the tools 
are focused solely on strategic level analysis and fails 
to consider sustainable factors objectively with 
specifics project requirement. 

Current literature provides an understanding of 
potentials of IBS in improving sustainability. Despite 
this awareness, academic research has not established 
holistic criteria in IBS selection. It is vital to consider 
sustainability characteristics in improving IBS 
implementation, specifically to developing countries, 
such as Malaysia. The numbers of integral approach 
that takes into account all of the environmental, 
economic and social aspects is very small compare to 
approach that focus on individual aspects [22-23]. 
Most of the stakeholders, such as contractors and 
manufacturers are struggling to integrate 
sustainability in IBS implementation. This is due to 
unclear decision guidelines and the shortage of tools 
regarding sustainability criteria selection. Local and 
regional characteristics and physical environment 
plays a major role in measuring the level of 
sustainability [24]. With the flexibility for adaption, 
issues studied in developed countries are unlikely to 
be applicable or even relevant to developing countries 
[25]. Ofori and Kien [26] suggested that the 
stakeholders in the construction industry should 
initiate a strategy selecting the best solutions in their 
design and building construction. The importance of 
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specifics actions assigned to particular stakeholders 
in evaluate their decisions, including the selection of 
raw materials to be used, energy consumed and the 
pollution and waste produced throughout the building 
life cycle was highlighted. Therefore, the study 
presented in this paper focuses on the holistic 
approach in integrating potential factors to improve 
sustainability at the early stage of construction. 
 
RESEARCH METHODS 

 
The quantitative data were collected and analysed 

to identify the level of significance of each potential 
factor in improving sustainability for IBS application. 
The critical factors were identified by using statistical 
test. Then, the qualitative interviews were conducted 
to further explain the details of each critical factor and 
to formulate the action plans. Accordingly, the 
guidelines were developed based on in-depth 
investigation on each issue using semi-structure 
interviews. In responding to the negative and positive 
contexts, the strategies on improving sustainability 
were properly investigated.  

The questionnaire survey involved seven sample 
groups categorised by their organisation type, namely 
1) designer/consultant companies, 2) manufacturer 
companies, 3) user or facility management companies, 
4) developers, 5) research/academic institutions, and 
7) authority/government agencies. The respondents 
were selected from professional databases of the 
Construction and Industry Development Board, 
Industrialised Building System Centre, and Green 
Building Index Malaysia. The questionnaires were 
distributed by post, online survey and face-to-face 
consultation. From 300 copies of questionnaire, 115 
questionnaires were returned and can be used in the 
analysis. Therefore, the response rate is 38 per cent. 

Consequently, the factors were explored through 
semi-structured interviews to extract best practices of 
how these factors can be dealt with. A semi-structured 
interview form was used because it was flexible and 
it gave additional scope for the interviewees to 
provide detailed information based on their 
experience and capability. It also allowed the 
researchers to maintain focus on the research 
objectives. Twenty respondents participated in the 
interviews. They all have different backgrounds and 
vast experience in construction industry. This helps 
researchers identify the perception of each type of 
organisation in pursuing sustainability. As a result, 
the interviewees were able to provide more in-depth 
and detailed answers and suggestions in their 
responses to the questions. SWOT (strengths, 
weaknesses, opportunities, and threats) analysis was 
used to formulate a decision-making guideline. 

In summary, the design of the proposed study is 
including a literature review, survey, semi-structured 
interview, and data analysis techniques (Figure 1). 
With both quantitative and qualitative methods, the 

results covering perceptions of key stakeholders in a 
sustainable IBS shall underpin the basis for 
establishing the decision making process models for 
enhancing the feature of this innovative system.  
Ultimately, as the final outcome of the study, the 
guidelines will help promote more integrated 
approaches to decision making about the 
implementation of sustainability strategies in the 
designing stage. 

 

Fig. 1: Research design 
 

 
QUANTITATIVE ANALYSIS 

 
The ranking of the sustainability factors was 

carried out based on their mean values. In selecting 
the critical factors, the cut-off mean value is 4.00 
which represents “significant”. Out of the 62 factors 
identified in the literature review, only 37 factors 
were rated by the respondents as “significant” and 
“very significant” (mean ≥ 4.00). The standard 
deviations in this analysis show uniformity with most 
below 1, thus representing good data accuracy in this 
study. Accordingly, a t-test was used to identify the 
most significant factors among the 37 factors. This 
method was previously proven by several researchers 
such as Ekanayake and Ofori [27] and Wong and Li 
[28] in related studies. In this study, the null 
hypothesis (factors were neutral, insignificant, and 
very insignificant) is accepted if the t-value is smaller 
than 1.6583 (the critical t-value). As a result, there 
were left with 18 critical factors, namely: 
“construction time”, “production”, “waste 
generation”, “constructability”, “knowledge and 
skills”, “defects and damages”, “labour cost”, “waste 
disposal”, “procurement system”, “durability”, 
“working conditions”, “standardisation”, “usage 
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efficiency”, “labour availability”, “material 
consumption”, “legislation”, “project control 
guidelines” and “maintenance and operation costs”. 

Kendall’s coefficient of concordance measures 
the agreement of respondents on ranked factors. From 
the analysis, the coefficient value for critical factors 
is 0.104, which statistically shows that the 
respondents have different preferences and even 
conflicts in determining the most important factors. 
To improve the common understanding of key 
stakeholders in IBS construction, each group is to be 
assessed and analysed before the critical factors can 
be finalised. It is important to note that Kendall’s 
coefficient of concordance can identify the agreement 
levels but it cannot investigate whether there are 
significant differences in the stakeholders’ rankings 
of the significance levels. To address this issue, 
Kruskal-Wallis one-way ANOVA was used.  

The Kruskal-Wallis one-way ANOVA test 
revealed that there was no significant difference 
between various stakeholder organisations for 13 
sustainable factors. They have a consensus regarding 
the perceptions and expectations in achieving 
sustainability. On the other hand, five factors have 
slight differences across the key stakeholders. They 
are: (1) constructability, (2) defects and damages, (3) 
labour cost, (4) material consumption, and (5) 
legislation. It is interesting to note that although 
“constructability” is among the top five critical 
factors, the seven groups ranked it at different 
significance levels.  

Among these five factors, manufacturers and 
users have a different agreement to other groups in 
determining the significance level of “defects and 
damages”, “labour cost”, and “material 
consumption”. A possible reason may be that 
manufacturers and users are only involved with the 
end product, which is contrary to other groups which 
play their roles in the briefing, design, and 
construction stages.  Most of the decision-makers 
consider available options or potential factors based 
on their familiarity and personal preferences [30]. 

The Mann-Whitney test explores the differences 
between two independent groups on a continuous 
measure. The score on the continuous variable for the 
two comparable groups is converted to ranks in order 
to evaluate whether the ranks differ significantly. It is 
notable that the designer/consultant group has a 
different focus in improving IBS sustainability in 
regard to four factors, namely: 1) “constructability”, 
2) “defects and damages”, 3) “labour cost” and 4) 
“material consumption”. The designer/consultant 
group was found to have a different perception on the 
significance level of “defects and damages” and 
“labour cost” compared to the contractor, 
manufacturer and user groups. For “legislation”, 
differences were identified between the contractor 
group and three other organisation groups 
(manufacturer, user and client). It is believed that 

from the institutional perspective, these organisations 
are more focused on the details in the legal 
documentation and regulations. On the contrary, the 
contractor group normally has a low level of concern 
about these issues because they are more focused on 
the physical activities. 

The results showed that all the 18 factors can be 
statistically considered as the most significant and 
relevant in improving IBS sustainability. The 
respondents and their organisations represent 
different backgrounds and experiences which can 
either affect or be affected in IBS projects. As key 
stakeholders, their opinions and views are very 
important to stimulate sustainability deliverables in 
IBS construction. Therefore, the factors selected and 
ranked as critical will provide a sound basis upon 
which decision-making guidelines for IBS 
implementation can be based.  

 
QUALITATIVE ANALYSIS 
 

Knowing the critical factors is important. But 
knowing how to deal with them requires appropriate 
and effective strategies. Based on the results from 
quantitative analysis, the logic and structure for 
processing critical factors was establish. The critical 
factors were grouped into 5 categories: ecological 
performance; economic value; social equity and 
culture; technical quality; and implementation and 
enforcement.  

The semi-structured interviews elicited insights 
and points of view from the respondents that are 
useful for the formulation of efficient decision-
making guidelines. The remarks provided from the 
respondents for each critical sustainability factors 
were produced from the reduction and transformation 
process. This is important to ensure the information is 
readily accessible, understandable, and to draw out 
various themes and patterns [30]. Their remarks were 
analysed and grouped to form the action plans in 
improving sustainability. The SWOT analysis was 
adopted to evaluate simultaneously the internal and 
external factors by collecting all the possibilities and 
opportunities. It is important to note that the designers 
require lots of information to guide them in making 
appropriate decisions, especially when integrating 
sustainability efforts [31-32]. Previous research has 
proven that SWOT analysis can be used to evaluate 
risks, to gain insight into the internationalisation of 
construction companies in the global market and to 
measure the performance of construction firms in 
developing countries [33-35]. SWOT analysis is ideal 
for analysing the situation each investigated factor 
presents. The interrelated criteria also help to develop 
potential strategies. Through such analysis, decision-
makers can exploit new opportunities by utilising 
available strengths, avoiding weaknesses and 
diagnosing any possible threats in the examined 
issues. 
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Accordingly, the final guidelines were approved 
by the respondents. It is agreed that the guidelines 
will be able to provide a systematic decision support 
tool for the stakeholders in encapsulating 
sustainability. The importance of the stakeholders’ 
participation and their full understanding of this 
approach were highlighted. These will increase the 
key stakeholders’ interest in using the SWOT analysis 
which provided in the guidelines.  
 
DISCUSSION 
 

The promotion of IBS usage in Malaysian 
construction industry is constantly faced with a 
number of challenges to improve, meet market 
demand, and overcome skills shortages. Literature 
studies suggest the general lack of research efforts to 
assess the full sustainability potential in IBS 
applications. The few relevant research projects 
attempted to deal with one aspect in Triple Bottom 
Line (TBL) alone - such as economic or social 
dimensions.  A holistic approach that encompasses all 
important issues of the TBL and beyond is not yet 
available. In Malaysia to date, IBS applications tend 
to be linked with government projects primarily. As 
such political scenarios and government support are 
very important aspect. The quantitative methodology 
adopted in this study has identified the 18 critical 
factors and interrelationships between these factors. 
This study probes into the environmental, economical 
and social aspects the IBS potential and extends them 
to include ‘technical quality’ and ‘implementation 
and enforcement’ aspects of the sustainability 
assessment. Implementation and enforcement are the 
factors that ensure that any planning will be carried 
out accordingly. An effort from the authorities was 
identified as a starting-point to integrate sustainability 
for IBS applications in Malaysia. The technical issues 
provide physically measurable attributes of IBS 
construction and an opportunity to maximize the IBS 
benefits in improving sustainability. These 
considerations present a new level of thinking and 
knowledge paradigm in dealing with the IBS method. 

Research findings noted that the adoption of 
SWOT analysis will be able to provide the necessary 
framework to understand the internal and external 
conditions of each critical factor.  
 
CONCLUSION 

 
Considerations of both the positive and negative 

aspects of pursuing sustainability can help “complete 
the scenarios” when making the best selection. Such 
a decision-making framework also includes action 
plans to present information on what and how to 
improve the sustainability of each critical factor. 
Ideally, this would form part of the project briefing 
documents against which sustainability solutions can 
be considered and implemented by the designers. 

Moreover, the clear responsibility of IBS participants 
in regard to the sustainability deliverables can be 
documented and potentially embedded in contracts. 
Developers and designers alike will have a tool to 
assess the potential of IBS and to enhance 
sustainability. 

While research findings are considered to be 
“representative”, as respondents covered a wide range 
of the construction industry stakeholders such as 
contractors, consultants and manufacturers, the 
delivered decision support guides are intended for the 
designers. These tools will be used in the design stage 
and early construction stage. Further research can 
extend the findings to include appropriate decision 
mechanism and preferences for other stakeholders. 
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ABSTRACT 

In recent years, metal microparticles made of Au or Ag have attracted attention as intermetallic bonding materials 
and low resistance materials of fine interconnects. It is also known that the electron cloud localized on the fine 
surface of the fine particles has a catalytic effect, and researches on chemical reaction accelerators are being 
advanced. However, Au and Ag have high material cost, not economical materials. Furthermore, Ag is extremely 
easily oxidized, and there is a problem in durability of the catalytic effect in the solution. In this research, we 
considered Cu microparticle formation by Cu three - dimensional tree structure (Cu dendrite). Cu has high 
electrical conductivity and less oxidizable than Ag. It has an extremely high economic advantage compared with 
Au. We have succeeded in making high purity Cu dendrites by our previous studies. This Cu dendrite was broken 
in an aqueous solution using ultrasonic waves. As a result, Cu fine particles having a diameter of about 1 to 10 μm 
were successfully formed. We also reported that this fine particle was impregnated into a water-soluble paint and 
succeeded in forming a printer ink with electrical conductivity. 

Keywords: microparticles, Cu dendrite crystal Conductive printer ink, electrical conductivity 

INTRODUCTION 

In recent years, metal microparticles made of Au or 
Ag have attracted attention as intermetallic bonding 
materials and low resistance materials of fine 
interconnects [1]. It is also known that the electron 
cloud localized on the fine surface of the fine particles 
has a catalytic effect, and researches on chemical 
reaction accelerators are being advanced [2]. The 
mainstream of these metal fine particle production 
methods is a chemical reduction method [3]. A metal 
salt or a complex is synthesized, and a metal element 
is precipitated using a reducing action. Finally, it is a 
technique to obtain nano sized aggregates by 
clustering. Using this method, commercial metal 
nanoparticles are already present. The disadvantage 
of the chemical reduction method is the precipitation 
of metallic elements [3]. The precipitated metal 
element needs to be clustered. The particle diameter 
formed in this way is the limit of about 1 μm. It fulfills 
the purpose in utilizing the special surface catalytic 
effect of metal nanoparticles [4]. However, 
considering the development of conductive paste and 
paint, the yield of nanoparticles is important [5]. 
Chemical reduction forms a reliable metal 
nanoparticles, but the yield is not high [6]. Another 
method of forming fine metal particles is a physical 
generation method from bulk metal. This is called a 
pulverization method, and it is simply a method of 
grinding a metal bulk to obtain fine particles. In this 
method, it is considered difficult to reduce the particle 

diameter and unify the particle shape [7]. Also, since 
noble metals such as Au, Ag, Cu have extensibility, 
physical fracture simultaneously promotes foil 
formation. 
 In this study, physical grinding method of high 
purity Cu dendrite crystal was investigated in order to 
form Cu fine particles with high industrial utilization 
value in high yield and low cost. High purity Cu 
dendrite crystals were formed by using copper sulfate 
solution by the application of plating method. By the 
method shown in this research, it was possible to form 
a purity of 99% or more for Cu dendrites, which was 
a structure containing much impurities so far. Cu 
dendrite crystals having a tree structure can be 
obtained. The Cu dendrite crystals can be easily 
peeled off from the plated substrate. After peeling, Cu 
dendrite crystals were subjected to ultrasonic 
vibration in ethanol. As a result, it was physically 
pulverized to form fine particles with a particle size 
of 1 to 10 μm. Then we investigated the formation of 
conductive ink by impregnating the fine particles into 
the printer ink. 

EXPERIMENTAL METHOD 

High purity Cu dendrite crystal formation method  
Figure 1 shows the experimental system schematic 
used in this study. Basically, Cu plating method is 
used. In our previous study, it is known that Cu 
plating on Zn/Al alloy in concentrated copper sulfate 
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solution forms Cu dendrite structure including Cu/Zn 
alloy due to poor plating formation [8,9]. In this 
method, an oxygen free copper plate placed above the 
part where Cu dendrite was formed. A gap of 0.4 mm 
in thickness was formed in order to arrange an 
oxygen-free copper plate. Since the concentrated 
copper sulfate solution can penetrate into the gap of 
0.4 mm, it is possible to form Cu dendrite by the inter-
electrode voltage. 

Cu fine particle formation method 
High purity Cu dendrite crystals formed by the 
method is a structure entangled two-dimensional 
growth surface and the three-dimensional growth 
portion. Dynamically, it has strength enough to pick 
up a face with tweezers, but this is caused by 
entanglement of two-dimensional structure and three-
dimensional structure. Further, since the ZnO crystal 
is present as a fragile structure on the surface of the 
growth substrate, it is possible to peel the Cu dendrite 
crystal face from the substrate simultaneously and 
during cleaning in the purified water. The peeled Cu 
dendrite thin film was held in ethanol, and physical 
pulverization was carried out using ultrasonic waves 
of a frequency of 50 kHz and an output of 150 W. 
After grinding, the water surface of the solution was 
placed in a dropper, and separation of Cu particles 
and ethanol was carried out with a centrifuge at 
20,000 rpm for 15 minutes. The separated Cu fine 
particles were transferred to a petri dish, kept in a 
nitrogen furnace at 80 ° C. for 20 minutes to evaporate 
the ethanol, and particle shape observation was 
carried out by SEM. 

Figure 1.  Schematic diagram of high purity Cu 
dendrite crystal formation experiment system based 
on Cu plating method. 

Example of two-dimensional branch lobular crystals 

Starting point of 
Three-dimensional granular crystal growth 

Figure 2. The SEM image showing simultaneous growth 
state of two-dimensional crystal and three-dimensional 
crystal in Cu dendrite. 

Figure 3. The surface atomic distribution image and XDS spectrum. 
(a) XRD spectrum (b) SEM image (c) Carbon surface distribution (d) Carbon surface distribution 
(d) Oxygen surface distribution (e) Cupper surface distribution 

(a) 

(b) (c) 

(d) (e) 
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Conductive printer ink formation 
It was investigated to develop a conductive ink as 
practical application of Cu particles obtained in this 
studyCommercially available non-conductive printer 
ink was impregnated with the Cu fine particles 
indicated by the above method and dried on the 
insulating sheet with this ink. 

RESULTS AND DISCUSSION 
High purity Cu dendrite crystal 
It was placed oxygen-free copper plate directly above 
the growth surface by Cu dendrite formation process. 
This effect will be described below. The field effect 
of the free electron group in the oxygen-free copper 
plate inhibited peeling of Zn fragments and upward 
movement of Zn fragments occurring simultaneously 
with Cu plating growth. The electric field effect of 
this oxygen free copper plate also affected Cu 
dendrite structure formation. In the previous method, 
it was three dimensional growth from the beginning. 
In the early stage of Cu dendrite crystal growth by this 
method, two dimensional planar growth was carried 
out, and a structure in which branches and leaves 
extended laterally was formed. However, Cu plating 
is stably formed at the Al site at the lower part of the 
plane growth surface, and longitudinal growth is 
performed. The Cu dendrite structure shown in figure 
2 was constructed according to the experimental chart 
shown in figure 1. The experimental system shown in 
figure 1 was constructed in the supersaturated copper 
sulfate solution. At the beginning, it was left for 5 
minutes in the electroless state. It is an object of the 
supersaturated copper sulfate solution be sufficiently 
impregnated in the gap of 0.4 mm. After that, Cu 
dendrite was constructed by fixing the inter-electrode 
current at 40 mA and holding for 10 minutes. After 
construction, it was washed with ultrapure water to 
remove sulfate ions. And dried at 80 °C. for 20 
minutes in a heating furnace in an N2 atmosphere. 
In figure 2, it shows an SEM image in which the two-
dimensional growth and the three-dimensional 
growth surface are simultaneously grown. Although 
lateral growth of Cu dendrite crystals is confirmed on 
almost the entire surface, longitudinal growth of 
granular crystals is confirmed in the part. In the Cu 
dendrite obtained by the above method, since the 
longitudinal transport of Zn was inhibited, the Cu 
concentration reached 99% level. Figure 3 shows the 
surface atomic distribution image and XDS spectrum. 
The Cu dendrite surface on which the XDS analysis 
shown in figure. 3 was performed is the same as that 
shown in figure 2. In the surface atomic distribution, 
Cu or C is mainly observed. Since C and O ware a 
carbon tape for SEM observation, it means that most 
of the observed substance was Cu. Both the XRD 
spectrum and the Cu - kα line lay Cu - lα ray as the 
main and there were no other atoms other than C 
observed. As a result, it can be said that the formation 
of high purity Cu dendrite crystals was successful.  

Formation of fine Cu particles 
The Cu fine particles obtained by SEM observation 
are shown in figure 4. The particle shapes are 
different, and the particle diameter also varies from 1 
to 10 μm, but it was found that the particle formation 
at μm level was successful. It was found that the 
shape of the fine particles differs from the granular 
shape or the plate shape. Basically, because it is a 
method derived from the pulverization method, it was 
confirmed that control of both particle size and 
particle shape is difficult with this method [10]. 
However, in this method, since all of the obtained Cu 
dendrite crystals are subjected to a pulverization 
method, it is possible to atomize all of the Cu dendrite 
crystals formed.  

Conductive printer ink formation 
In order to study the industrial application of Cu fine 
particles prepared in this study, formation of 
conductive ink was carried out. Printer ink 
impregnated with fine Cu particles was measured by 
a four-terminal method to obtain electric resistivity. 
Multiple samples were formed to obtain resistivity 
4.22*10-5Ω-m. However, it was confirmed that the 
resistivity is about 10 times in some samples. This 

(a) 

(b) 

Figure 4. The Cu fine particles obtained by 
SEM observation 
(a) Granular crystals and branched lobular

crystals 
(b) SEM image of branch lobe grains 

(a) 

(b) 
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indicates that there is dispersion in Cu fine particles 
that realizes conductivity. It is necessary to study in 
the future to have good dispersion. 

CONCLUSIONS 
 In this research, we got the following conclusion. 
When placing an oxygen-free copper plate above the 
Cu dendritic growth portion, upward movement of Zn 
fragments derived from the Zn / Al substrate was 
inhibited, and as a result it was found that high purity 
Cu dendrite crystals could be formed. Next, by 
executing ultrasonic pulverization of this Cu dendrite 
crystal in ethanol, it is possible to convert all of the 
produced high purity Cu dendrite crystal into fine 
particles having a particle size of about 1 to 10 μm. 
Finally, by imprinting fine particles formed by this 
method into printer ink and executing printing, 
succeeded in forming printed matter with 
conductivity although there was a deviation between 
samples. 
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ABSTRACT 

Natural fiber’s use in composites is gaining more attention for its eco-friendly advantage, low cost, low 

density, good mechanical properties and other attractive features. In this study, enhancement of abaca fiber-

geopolymer matrix interaction by chemical treatments was investigated. The study assessed the effects of 

subjecting waste abaca fibers to (1)NaOH pretreatment and (2) aluminum sulfate treatment, in order to modify the 

fiber surface. Fibers’ tensile strengths were measured and were characterized using XRD and thermogravimetric 

analyses (TGA) to analyze changes in composition and thermal stability. Untreated and treated fibers were 

reinforced in geopolymer composites and withdrawn for thermogravimetric analysis to observe changes in fiber-

matrix interaction. The results show that the alkali treatment removes low strength, components in the fiber, which 

resulted to lower fiber tensile strength. TGA results showed that treated fibers pulled out from geopolymer 

composites were significantly more stable (43.3% by mass decomposition) than untreated fibers (76.0%). 

Keywords: natural fiber, reinforcement, geopolymer, thermogravimetric analysis 

INTRODUCTION 

The Philippines is a leading producer of abaca. 

Abaca is known for its high-strength fibers, which is 

increasingly being used in advanced materials, and it 

is broadening in application. The Philippines’ annual 

output of abaca was reported as of 2015 is 70,400 

metric tons (Philippine Statistics Authority, 2016). 

The large volume of abaca produced in turn generates 

a considerable amount of agricultural waste since 

only its high grade fibers are valued and as much as 

75% of the plant is discarded or left in the plantation 

to rot (Araral, 2004). Abaca production has seen 

continual growth, with export demands increasing 

year after year.  Meanwhile, researchers’ interest in 

the utilization of raw abaca, and other natural plant 

fibers, has also become widespread due to its low cost 

and abundance. This fiber has become essential in 

industrial composite materials, such as in automotive 

applications and in composite materials. 

Combination of matrix and dispersed phase/s 

and their proportions are the essent considerations in 

developing composite materials with the desired 

properties (Balasubramanian, 2014). For fiber-

reinforced composites, the matrix is reinforced by 

fibers for load transfer, which enhances the overall 

composite strength.  The interfacial bonding or 

interaction that develops between the fiber and the 

composite matrix is crucial for the material’s strength, 

which may often be poor for plant fiber-reinforced 

composites. This is mainly because of the hydrophilic 

tendency of plant fibers. Plant-based fibers such as 

cotton, flax, jute, sisal, bagasse and hemp have been 

adapted as reinforcing components in polymers and 

cement materials (Yan et al., 2016; Jabbar et al., 

2016). 

Treatments and surface modification 

techniques have been explored in studies in order to 

improve natural fibers’ suitability for geopolymer 

reinforcement. One of the most studied chemical 

treatments is alkali treatment which involves 

delignification and extraction of cellulose. Lignin, 

hemicellulose and pectin which are hydrophilic, 

amorphous and forms poor bonds with the matrix, are 

reduced in the fiber composition. In previous studies, 

alkali treatment was observe to result in formation of 

corrugations or cause roughening of the fiber surface, 

enhancing the fiber-matrix adhesions. Natural fibers 

also have the disadvantage of being biodegradable, 

having the tendency to decay in alkali matrices and 

high temperature conditions, as observed in previous 

study when used in concrete (Lima, 2007). In this 

study, aluminum sulfate treatment was performed to 

deposit aluminum hydroxide precipitates on the fiber 

surface, providing sites for geopolymer bond and 

growth. This in turn could allow protection of the 

fiber by geopolymer’s high thermal stability and fire-

resistant properties. 

The thermogravimetric analysis (TGA) 

involves measurement of sample’s mass loss with 

respect to a gradual temperature increase. TGA is 

typically done to analyze fiber treatments because the 

thermal degradation of plant fibers is dependent on its 

compositional lignin, cellulose, hemicellulose, pectin 

and other trace components (Alvarez & Vazquez, 

2003; Izani, et al., 2013). Using TGA, the degradation 

of hemicellulose and lignin can be observed in the 

specimen by observing the temperature ranges at 

which fractions of its mass degrade. This analysis is 

done in reference to the standard decomposition 
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stages of natural fibers, as presented in Table 1. TGA 

is used to determine the thermal stability of cellulosic 

material. Another test was performed on free treated 

fibers and treated fibers that were used as geopolymer 

reinforcement. The thermal decompositions observed 

from these samples were used to assess if the series 

of treatments have aided in developing an interaction 

between the geopolymer and the fiber surface, and if 

geopolymer’s interaction with the fiber could 

improve the fiber’s resistance to degradation.  

Table 1 Decomposition Temperatures of Natural 

Fibers’ Components (Zhang et al., 2014) 

Components Decomposition 

Temp, °C 

Tmax, °C 

Moisture 30 – 100 80 

Hemicellulose 160 – 350 245 - 298 

Cellulose 240 – 365 335 

Lignin 300 – 500 337 

MATERIALS & METHODOLOGY. 

Preparation and Treatment of Abaca 

Waste abaca fibers were gathered from 

Dumaguete City, Philippines. Abaca fibers were 

extracted from the plant source by hand stripping then 

segregated into various grades. Residual grade fibers 

were collected and measured to have an average of 16 

microns diameter. Sodium hydroxide micropearls (99 

wt%) and aluminum sulfate powders (99 wt%) were 

obtained locally and were used as received. 

Alkali Treatment 

The fibers were segregated to one hundred strands 

per sample and soaked in 6 wt% NaOH solution for 

48 hours in a 500 mL beaker with constant agitation 

at room temperature. Previous studies [11,12] show 

that alkali treatment dissolve impurities and weak 

components of the fiber resulting to a rougher fiber 

surface. The fibers are drawn from the solution and 

washed with distilled water several times. Alkali 

treated fibers were then air dried for 24 h, as shown 

in Figure 1b. 

Aluminum Sulfate Treatment 

Ten percent by weight (10wt%) Al2(SO4)3 solution 

(pH = 3.5) was used for the aluminum sulfate 

treatment. Alkali-treated fibers were soaked in the 

solution for 6.25 hours to allow the penetration of 

ions into the fiber. Gradual addition of 2 M NaOH 

solution into the treatment resulted to increase in pH 

and formation of white, aluminum hydroxide 

[Al(OH)3] precipitates. This was done until pH was 

adjusted to 6. The fibers were allowed to soak for 24 

hours to allow further precipitation and deposition on 

the fiber surface. Samples were then drawn from the 

mixture, washed with distilled water and air-dried for 

24 hours before being stored in a desiccator. The 

resulting treated fiber is shown in Figure 1c. 

Figure 1 (a) raw abaca fiber, (b) alkali pretreated 

abaca fiber and (c) alkali-Al2(SO4)3 treated abaca 

fiber 

Tensile Strength 

Average tensile strengths of the abaca fibers 

(untreated and treated) were determined by taking 

five strands from each bundle of 100 strands 

randomly. Then each strand was cut to 5 cm and 

mounted to cardboard frames to be held by the 

universal testing machine (Instron model 3324) with 

gauge length of 3 cm. The universal testing machine 

(UTM) as shown in Figure 3 applies tensile load on 

the fiber strand equivalent to an extension rate of 5 

mm per minute and recording the stress until it breaks. 

Prior to fracture, each strand was placed under an 

optical microscope (Amscope microscope) linked to 

a computer to measure each of their diameters. Fiber 

strands were assumed to have approximately circular 

cross-sectional areas and were computed accordingly. 

Tensile strength of the fiber is defined as the 

maximum stress it can withstand and is computed by 

dividing the load at failure by the original cross-

sectional area per fiber. The five readings were 

averaged to obtain the final value recorded. 

X-ray Diffraction 

Using XRD analysis, the surface modification 

resulting from alkali treatment of waste abaca fibers 

was evaluated. Crystallinity index (CI) calculated 

using XRD deconvolution method.  XRD patterns 

were collected on a Maxima XRD-7000 apparatus 

(Shimadzu, Tokyo, Japan) using Cu Kα radiation 

source (40 kV; 30 mA) with wavelength of 1.54 Å to 

scan the surface of fibers laid on the sample holder 

from 2θ of 3.00° to 70.00°. The amount of fibers was 

enough to cover the sample holder. The resolution 

was set at 0.020, with scan speed maintained at 

2°/minute. 
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Thermogravimetric Analysis 

TGA was performed using a thermogravimetric 

analyzer (TA Instruments TGA Q50, New Castle, 

DE, USA). Samples were cut into small pieces 

(around 5 mm) of 20–25 mg and were placed on a 

platinum pan, then heated from 30 to 900 °C at a rate 

of 10 °C per min under Argon gas at 40 mL per min 

purge flow. Calculations of percentage mass loss and 

derivative plots were done using the TA Universal 

Analysis software. 

RESULTS & DISCUSSION 

Tensile Strength 

The average ultimate tensile strengths measured from 

the treatments are summarized in Table 2. No 

significant change in tensile strength was observed 

from fibers treated with aluminum sulfate only. A 

significant decline in tensile strength of was observed 

when fibers were treated with alkali solution prior to 

aluminum sulfate solution. The decrease in strength 

could be due to the delignification as caused by the 

alkali solution.  

Table 2 Average tensile strength of fibers under 

different treatments 

Treatment Tensile Strength (MPa) 

Raw Abaca 432±141 

Al2SO4-treated 420±144 

Alkali-treated and 

Al2SO4-treated 
296±82 

X-ray Diffraction of Raw and Alkali-treated 

Fibers 

The crystallinity indices measured for 

untreated and alkali-treated fibers were 61.0% and 

78.8%, respectively. The observed increase in fiber 

crystallinity after alkali pretreatment is due to the 

extraction or removal of its soluble amorphous 

components including hemicelluloses, lignin and 

other non-cellulosic components. This process allows 

the cellulosic fibers to adopt a more crystalline 

structure. This also explains the decreased tensile 

strength observed for alkali-treated fibers. 

Thermogravimetric Analyses (TGA) of 

Untreated and Treated Fibers 

Thermal stability of the fibers was studied in terms of 

percent weight losses under argon atmosphere with 

respect to a temperature ramp (100/min) from 300 C 

to 9000 C. The value of Tmax represents the 

temperature at which the maximum decomposition 

rate was observed based from the differential 

thermogravimetry (DTG) data. The effect of alkali 

treatment on the rate of decomposition under thermal 

stress was analyzed.  

Table 3. Decomposition of Untreated Abaca and 

Alkali-treated Abaca Fibers (Malenab et al., 2017) 

Stage 1 Stage 2 Total % 

mass lossp 

900°CTmax 

(°C) 

% mass 

loss 

Tmax 

(°C) 

% 

mass 

loss 

Un-

treated 

62 8.9 345 78.2 87.1 

Alkali-

treated 

53 7.8 350 71.2 79.0 

Decomposition stage 1 which primarily 

involves moisture loss was observed to be less 

significant for the alkali-treated fiber. This indicates 

reduction in hydrophilic components. Decomposition 

in stage 2 was also observed to be lower for alkali-

treated fibers, indicating removal of components. 

Overall, alkali-treated fibers were observed to 

decompose 79.0% of its total mass, whereas the 

untreated fibers lost 87.1%, possibly indicating 

improved stability. 

Untreated fibers and fully-treated fibers 

reinforced in geopolymer were tested in TGA and 

compared to confirm if geopolymer provides a 

protective layer over the treated fiber surface 

through the deposited inorganic precipitates. 

Since geopolymers are known for its fire-

resistance and high thermal resistance, its 

formation and interaction with the fiber could 

form a protective layer. This was performed to 

evaluate the hypothesized effect of the aluminum 

sulfate treatment. Fully-treated abaca fibers that 

were reinforced in geopolymer composites were 

removed and subjected to TGA. The results were 

compared to that of untreated fibers withdrawn from 

a geopolymer composite. The results, summarized in 

Table 4, show significant improvement in thermal 

stability observed in treated fibers, which lost only 

43.3% of its mass as opposed to untreated fibers 

which lost a total of 76.0%. This entails that the 

Al(OH)3 deposits may have effectively served as sites 

for geopolymer bond and growth, forming a highly 

thermal resistant layer on the fiber surface. 
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Table 4 Decomposition of Untreated and Fully-

treated Fiber Pulled out of Geopolymer (Malenab, et 

al., 2017) 

CONCLUSION 

Lower tensile strength was observed for fibers 

treated both with alkali and aluminum sulfate solution 

as opposed to fibers treated exclusively with 

aluminum sulfate solution, whose tensile strength did 

not deviate significantly from untreated samples. The 

decrease in tensile strength caused by the alkali 

treatment was expected since it involves dissolution 

of the fiber components that hinder effective 

interaction and bonding with the geopolymer matrix. 

This was confirmed by the XRD results. 

TGA was performed to analyze (1) the effect of 

alkali treatment alone on the thermal stability of the 

fiber and (2) the effect of the series of treatments on 

the fiber-geopolymer interaction. Results indicate 

that alkali-treated fibers lost a smaller fraction of its 

mass under thermal stress. This may signify reduction 

of weak fibers components after alkali treatment. 

TGA results of untreated and treated pulled out of 

geopolymer composites show that treated fibers were 

significantly more thermally resistant. This signified 

that the inorganic deposits on the fiber surface as a 

result of treatment have aided in formation of bond 

with geopolymer particles, thereby enhancing the 

fiber’s interaction with the geopolymer and acquiring 

protection from it. Treated fibers that were pulled out 

of contact with geopolymer lost a total of 43.3% of its 

mass whereas treated fibers that were not contacted 

with geopolymer lost 76.0% of its mass in all. 
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ABSTRACT 
 
In this paper, an integrated aircraft parking layout planning and staff scheduling problem is studied. This 

integrated problem is motivated by the heavy maintenance activities conducted in the aircraft hangar operated by 
maintenance service providers, which consists of determining a maintenance schedule to meet the aircraft 
maintenance requests from clients, a series of hangar parking plans and a staff schedule covering the entire 
planning period. Instead of relying on inefficient manual handling, the concept of a mathematical model integrating 
the interactions among the maintenance planning, aircraft parking arrangement and staff scheduling is discussed 
to solve the maintenance problem. The development of geometric constraints is focused, as the number of aircraft 
can be placed in the hangar varies according to the incoming maintenance requests to be maintained from time to 
time, and the blocking of aircraft during the rolling in and out path. Moreover, the maintenance scheduling and 
staffing problem are further discussed in the development of mathematical models. This work is innovative in 
dealing with such integrated maintenance problems for aircraft maintenance company providing hangar 
maintenance service. 
 
Keywords: staffing, scheduling, aircraft hangar maintenance, mixed-integer linear programming 
 
 
INTRODUCTION 

 
Aircraft maintenance ensures safety in aviation, 

and different types of aircraft Maintenance, Repair 
and Overhaul (MRO) activities should be conducted 
upon specific flying hours. The expenditure on 
aircraft maintenance activities consists around 9 
percent of the overall cost within airlines annually [1]. 
Specifically, the maintenance cost can be classified as 
line maintenance and hangar maintenance, according 
to the place where the maintenance activities are 
conducted[2]. Usually, heavy maintenance activities 
are referred as hangar maintenance, since these 
maintenance checks require more inputs (equipment, 
licensed technicians, space and maintenance time) 
and the maintenance activities are undergone in 
aircraft hangar. Nowadays, the high maintenance 
costs and relevant capital input together with the 
fluctuations of passenger demand become the 
motivation to let airlines to switch their maintenance 
practice, ensuring satisfying the operations safety 
regulation and achieving a low maintenance cost and 
good appropriate maintenance quality [3, 4]. In this 

connection, one feasible option is to outsource 
airlines’ own heavy MRO operations to aircraft 
maintenance service provider, as the airlines 
company save its input in fixed assets related to heavy 
maintenance. According to the estimation by 
Marcontell [5], outsource of aircraft maintenance 
activities has risen 45 percent in the past over 20 years. 
Many airlines have decided to distribute their 
maintenance activities to the maintenance company, 
and therefore the airline company is able to focus on 
their core business, such as flight planning, marketing 
and so on. 

For aircraft maintenance companies, meeting the 
increasing maintenance requests from different 
airlines in a timely manner becomes challenging due 
to different limit of resource, such as hangar space 
and licensed technician. In practice, many MRO tasks 
for different incoming aircraft need to be undergone 
at the same time under one hangar, and a maintenance 
plan, including aircraft maintenance schedule, 
personnel schedule and a series of hangar layout plan 
for the planning period, has to be carried out by the 
planner. The objective of the planning is to minimize 
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the penalty cost related to delay in fulfilling the order, 
as well as the labor cost. Given the situation that the 
aircraft to be maintained are received from different 
airlines or customers, the hangar planner has to 
arrange these aircraft in different configuration with 
their own maintenance request. In addition, safety 
regulation need to be observed while making the 
hangar layout plan for aircraft parking to reduce the 
risk of collision. In addition, labor is also a large cost 
for an aircraft maintenance service provider, and 
therefore an economic and proper scheduling of the 
workforce is rather significant and an appropriate 
personnel schedule should cover all flight with the 
available workers and their respective skill with 
minimal labor cost[6].  

This paper mainly focuses on the aircraft heavy 
maintenance activities taking place at the 
maintenance hangar operated by aircraft maintenance 
company, and the contents of this paper discusses the 
concept of an integrated model assisting the 
maintenance scheduling problem, aircraft parking 
position planning problem for the aircraft under this 
problem background. Blocking between aircraft and 
improper arrangement of staff are two main causes 
delays in maintenance activities. As different aircraft 
have their own features and the specific problem 
needs a particular skill, only licensed workers can be 
assigned to maintain a specific aircraft in the hangar 
[6]. There are many papers studying personnel 
scheduling problems from the perspective of line [6-
9] while the research focusing on heavy maintenance 
is limited [10]. This work is innovative in 
incorporating the geometric shape of aircraft in the 
MILP model, together with personnel scheduling 
problem, for the hangar maintenance problem. In 
literature, the number of aircraft can be parked in the 
maintenance hangar is predetermined in the problem 
setting of the mathematical model as a parameter, and 
this assumption is appropriate under the case if the 
maintenance hangar is operated by a single airline 
company given the situation that the parking position 
of each aircraft have been predetermined while 
designing the maintenance hangar since the number 
of aircraft type operated by a single airline is limited. 
However, such problem setting is inappropriate for 
the independent aircraft hangar maintenance 
company as the combination of the incoming aircraft 
and their size vary from day to day, making 
predetermining the parking stand unchanged 
impractical under such context.  

 
PROBLEM DESCRIPTION 

The maintenance problem with the background of 
aircraft heavy maintenance company is considered. 
The maintenance planner come up with an aircraft 
maintenance schedule, a personnel schedule, aligning 
with a set of hangar layout for aircraft parking stand 
arrangement across the planning period. As 
mentioned above, the parking stands do not fix, and 
the aircraft can be parked flexibly in the hangar. 
Furthermore, workers have different skills and the 
specific maintenance task for the aircraft can only be 
conducted by the technician with license on that 
particular task. Therefore, such maintenance problem 
is incorporated with a multi-skill personnel 
scheduling problem. The mathematical model has the 
following assumption: 1) each aircraft’s parking 
position cannot be changed along the maintenance 
period once the aircraft’s parking position is 
determined while rolling in; 2) aircraft cannot be 
moved out before completing the maintenance tasks; 
3) if blockage happen during the moving in or moving 
out operations, the movement operation has to 
suspend until the movement pathway is clear, or 
reconsider the other parking positions; 4) the path of 
movement of any aircraft has to be a straight line and 
any turning movement should be avoided during 
moving in and out operation due to the safety 
consideration; and 5) only licensed technician can 
conduct the designated maintenance task and the 
maintenance equipment is assumed to be sufficient in 
the mathematical model. 

Given a set of maintenance requests to be fulfilled 
by the hangar maintenance company, the 
maintenance planner need to come up with a 
maintenance schedule and personnel schedule that 
align with a series hangar layout for aircraft parking 
in the hangar with minimize tardiness cost and labor 
cost. In particular, each maintenance request initiated 
by the clients includes the aircraft type, required 
maintenance checks, estimated time of arrival (ETA) 
to the hangar and estimated time of departure (ETD) 
from the hangar. For the maintenance task of each 
incoming aircraft, only licensed technician for a 
particular maintenance task can conduct the 
corresponding jobs. Generally, each technician has 
multiple skill to conduct different maintenance tasks 
for several types of aircraft model. In addition, the 
legal constraints regarding the personnel scheduling 
should be imposed. For example, the number of 
working hours each week must less than a prescribed 
hour. 
 
CONCEPT OF THE MATHEMATICAL 
MODEL 

 
The structure of the integrated maintenance 

problem is illustrated in Fig. 1, which consists of the 
aircraft parking and movement planning problem 
(Part A) and the personnel scheduling problem (Part 
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B). The following subsections describe the 
component to be integrated in the mathematical 
model.  

 
COMPONENTS IN MATHEMATICAL MODEL 
 
Geometric constraints 

 
Aircraft’s irregular in mathematical model can be 

regarded as a polygon as shown in Fig. 2(a). Let the 
reference point determining the position of each 
aircraft be the middle point of the bottom of the 
polygon, and the coordinates ( , )i ix y find the position 

of aircraft ip  in two-dimensional space. No-Fit 
Polygon (NFP) is adopted to prevent a pair of aircraft 
from overlapping in the mathematical model [11, 12]. 
In particular, for two of aircraft ip  and jp , the ijNFP  
refers to area where aircraft jp  would collide with 
aircraft ip  if the coordinate of aircraft jp  is located 
on the boundary or in the ijNFP  (Fig. 2(b)). The 
proper region for parking aircraft jp  preventing 
overlaps with ip  refers to the region outside ijNFP . 
The ijNFP  is obtianed by recoding the pathway of the 
coordinates of jp  while jp sliding around the 

 
Integrated aircraft maintenance scheduling, parking stand assignment, and personnel 

scheduling model with the objective of profit maximization 
A. Modelling of aircraft parking stand 

assignment and scheduling problem 
B. Modelling of integrated aircraft maintenance 

scheduling and personnel scheduling 
problems 

 Variance of hangar capacity and aircraft 
parking assignment over planning period 

 Blockage between pair of aircraft during 
movements 

 Optimizing the maintenance schedule and 
series of hangar layout plan for aircraft 
parking 

 Integrating multi-skill licensed technicians 
scheduling in maintenance scheduling problem 

 Resource constraints 

Fig. 1 Structure of the mathematical model 
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boundary of ip  keep two polygons contact with each 
other without overlapping. There have been a few 
integer programming formulations that have adopted 
the NFP concept. According to Alvarez-Valdes et al. 
[13], each horizontal slice is defined by drawing one 
or two horizontal line(s) outward from each vertex of 
the NFP and they are then characterized by one or two 
horizontal edge(s) as well as the part of boundary of 
NFP as shown in Fig. 2(b). A set of variables ijkb  is 
associated with each horizontal slice and the 
coordinates of jp  is located in the slice k if 1ijkb = . 
Therefore, geometric constraint preventing overlaps 
can be expressed as  

( ) ( ) (1 ),  
, , , 1,2,...,

kf kf
ij j i ij j i ijk ijk

ij

x x y y q M b
i j P i j k m

α β− + − ≤ + ⋅ −

∀ ∈ ≠ =
 

where ( ) ( )kf kf
ij j i ij j i ijkx x y y qα β− + − =  is the 

expression of the line of the fth edge of the kth slice 
in ijNFP  and ijm  is the number of slices outside the 

ijNFP . To further incorporate the safety distance 

between pair of aircraft, the original NFP is expanded 
(Fig. 2(c)) so as to separate two aircraft with a 
prescribed value. A comparison between before and 
after imposing safety margins between each pair of 
aircraft is presented in Fig. 2(d) and Fig. 2(e), 
showing that the empty space in the hangar has been 
fully utilized. 
 
Blockage of movement operations 

 

Arranging the parking position for aircraft is an 
important section in the maintenance problem as the 
movement operations can be delayed by the improper 
parking position arrangement, which may induce a 
series of delay if the parking position is arranged 
badly at the beginning of the planning period. In 
addition, insufficient hangar space and overwhelming 
maintenance requests during peak time can also cause 
delay and blocking (Fig. 3(a)) as mentioned earlier in 
[14]. For instance, the aircraft just arrive outside the 
maintenance hangar waiting for maintenance cannot 
be moved into the hangar timely due to insufficient 
space, or the aircraft finishing maintenance task is 
delayed from moving out from the hangar before its 
estimated time of departure, which are all due to 
improper parking during the initial parking position 
arrangement and the other aircraft undergoing 
maintenance task blocks its movement way.  
 

Blockage of moving out from hangar 
 

If the aircraft finishing its maintenance task is 
scheduled to moved out from the hangar, but blocked 
by the other aircraft undergoing maintenance 
activities in the hangar, the departing aircraft’s move 
out operation at current time is delayed until its 
movement path is free with obstacles, i.e. wait for the 
aircraft that blocks its way to finish its maintenance 
task and move out from the hangar together. As a 
result, the maintenance schedule has to be adjusted 
due to the impact of such the parking layout 

 
Blockage of moving into hangar 
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If the newly arrival aircraft received by the 

maintenance company is scheduled to move in to its 
designated parking position while the way of 
movement to the designated parking stand is blocked 
by the other aircraft undergoing maintenance task, 
then the newly arrival aircraft cannot be moved in at 
the scheduled time until its way of movement is 
cleared, i.e. wait for the aircraft blocking the pathway 
to finish its maintenance task and move out, or 
rearrange the parking position (Fig. 3(a)). Therefore, 
if it is the case, the newly arrival aircraft’s moving in 
operation is delayed at the current time to the 
designated parking stand, and hangar planner need 
reschedule the maintenance plan that aligns with the 
hangar layout (if the designated stand for the newly 
arrival aircraft remain unchanged), or rearrange a new 
parking stand for the newly arrival aircraft in order to 
move in the aircraft in a timely manner if the buffer 
time for such maintenance request is tight. 

 
Integrating maintenance scheduling and 
personnel scheduling problem 
 

After developing the aircraft maintenance 
scheduling model incorporating the parking stand 
assignment problem with blocking consideration in 
physical space, other resource constraints, i.e. multi-
skill workforce, shall be taken into consideration to 
complete the model (Fig. 3(b)). Different 
maintenance checks on aircraft are performed by 
licensed technicians with specific equipment in the 
aircraft hangar. Generally, each licensed technician 
can perform different checks according to the license 
they obtained, and the maintenance requests received 
by the service company. Therefore, the multi-skilled 
workforce scheduling problem with technical 
equipment constraint is to be integrated with the 
scheduling problem. In this connection, the 
scheduling is confined by (1) hangar capacity; (2) 
multi-skilled workforce, which reflects the 
complexity in carrying out the aircraft maintenance 
schedule. From the perspective of employee 
scheduling, personnel wages consist a large part of 
aircraft service company’s operational costs and 
therefore the objective is to maximize the utilization 
of total contracted hours so as to minimize overtime 
assignment while satisfying the feasibility and 
legality rules prescribed by government authorities. 
The connection between the maintenance scheduling 
and personnel scheduling is established by the 
maintenance requirements of a particular aircraft, 
maintenance schedule and personnel schedule. As the 
maintenance scheduling and personnel scheduling are 
carried out simultaneously, maintenance schedule 
and workforce schedule might be adjusted recursively 
to meet a series of feasibility constraints under the 
occasions that the available workforce at specific time 
is not able to meet the maintenance requirements; the 

aircraft to be maintained has not arrived or not able to 
roll into hangar due to insufficient space or blocking. 
The approach that reduces the domain time-related 
decision variables is further enhanced by considering 
the impact of personnel scheduling on the 
maintenance scheduling problem. 
 
CONCLUSION 

The concept of integrated maintenance 
scheduling, hangar layout planning for aircraft 
parking and staff scheduling problem for aircraft 
maintenance service company is discussed. Several 
mathematical components to be incorporated in 
Mixed-Integer Linear Programming (MILP) 
formulation are proposed. It is believed that the 
propose concept is able to assist aircraft maintenance 
companies to fully utilize their limited resource, 
including hangar space and personnel, so as to 
achieve overall maximal profit. The irregular 
geometric shape of aircraft has not been incorporated 
in maintenance scheduling problem in literature, 
together with multi-skill staff scheduling problem. 
The model considers the variation of the number of 
aircraft that maintenance hangar can accommodate 
over the planning horizon to meet the real situation, 
which aligns with the maintenance and staff 
scheduling problems. The realization of such 
mathematical model and efficient algorithms to tackle 
the realistic large-size instance are our future research 
direction. The mathematical model is expected to 
have a larger number of binary variables deciding the 
relative position between each pair of aircraft in the 
model, and therefore it is a feasible way to decompose 
the original mathematical problem into several 
subsections, then combine the sub-solution as a 
complete one to tackle the complexity of the original 
model while solving large-scale instances. 
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ABSTRACT 

Soil stabilization is a technique used to alter the natural properties of soil. Enhancing the strength and increasing 

the stability of in-situ soil can either be done mechanically or chemically using conventional materials which are 

usually extracted through mining and quarrying and have been known to pose serious environmental impacts. In 

addition, the production of these conventional materials, specifically cement, have a significant contribution to the 

global carbon dioxide emissions. Hence, waste materials such as coal fly ash and volcanic ash as substitute were 

utilized in this study by employing the concept of geopolymer. Pertinent experimentations have already been 

undertaken with the hopes of promoting geopolymer as construction material. However, less attention has been 

given to its application as geopolymer soil stabilizer. One reason could be attributed to the applicability of the 

traditional geopolymer synthesis in soil stabilization. Thus, a novel approach one-part geopolymer or ‘just add 

water’ similar to ordinary Portland cement was employed and solid alkali activators such as sodium silicate, 

sodium hydroxide, and sodium aluminate were explored. Characterization technique such as X-ray fluorescence 

was performed to examine the elemental composition of the raw materials. The effect of amount of soil, coal fly 

ash, volcanic ash, and alkali activators on the unconfined compressive strength response after acid immersion were 

investigated using D-Optimal mixture design.  

Keywords: Geopolymer, Soil, Stabilizer, D-optimal, Mixture 

INTRODUCTION 

Soil Stabilization is a technique used to alter the 

natural properties of soil. Most often, it is necessary 

to enhance the strength and increase the stability of 

in-situ soil to meet a requirement prior its intended 

use. Other reason for using this technique is to 

improve the stability by increasing the load bearing 

capacity of the subgrade or subbase to support 

pavements and structure. Commonly, stabilized soil 

is used in structural fill, foundation, road 

embankment, land reclamation, in constructing low 

volume roadways, commercial sites, streets, and the 

likes. Improving and enhancing the soil properties 

may be performed by either mechanical or chemical 

means. Mechanical soil stabilization alters the 

physical properties of soil by blending materials to 

improve the gradation of particle size to obtain a 

material meeting the required specification. 

Conversely, chemical soil stabilization alters the 

chemical properties of soil by using an admixture. 

Conventional materials utilized in chemical soil 

stabilization are lime and cement through pozzolanic 

hydration process. These materials are usually 

extracted through mining and quarrying which have 

been known to pose serious environmental impacts. 

In fact, the production of cement has a contribution of 

about 5-8% to global anthropogenic carbon dioxide 

emissions, which makes it a vital sector to be part of 

CO2-emission mitigation strategies [1]. With a 

cement demand amounting to 24.4 million tons in 

2015 and considering the 20% public construction 

growth rate, the forecast for cement may continue to 

increase for the coming years [2]. Thus, several 

approaches have been proposed to reduce the cement 

consumption in the construction industry by using 

pozzolanic materials such as coal fly ash and volcanic 

ash. 

Alternatively, the geotechnical and engineering 

properties of soil may be improved with the process 

called geopolymerization. With the presence of an 

alkali activator, the precursor rich in alumina and 

silica will react to form into aluminosilicate ions and 

will turn into a hardened 3D molecule network upon 

polycondensation [3]. Geopolymer precursor can be 

any pozzolanic compound or source of silica and 

alumina that is readily dissolved in alkaline solution 

[4]. Industrial wastes such as fly ash, bottom ash, slag, 

etc. have been utilized as a solid geopolymer 

precursor for the application in making building 

materials such as cement, concrete, bricks, foam, 

composite [5-7]. 

In this study, the potential utilization of waste 

materials such as fly ash and volcanic ash that are 

locally available in the Philippines as geopolymer-

based soil stabilizer were explored. The mix 

proportions and effect of amount of soil, precursors 

(fly ash and volcanic ash), and alkali activator on the 
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unconfined compressive strength (UCS) response 

after subjecting in acidic environment were 

investigated using D-Optimal mixture design. 

MATERIALS AND METHODS 

Sources of Raw Materials 

The soil samples were obtained from a 

construction area situated at the southern part of 

Manila, Philippines. Volcanic ash (VA) samples were 

gathered from central region of Luzon. Soil and 

volcanic ash samples were immediately sieved using 

Mesh No. 4. On the other hand, fly ash (FA) samples, 

collected from a thermal power plant located at the 

central region of Luzon, were used as received. 

Analytical grade of sodium silicate (SS) with 

composition 44% SiO2, sodium hydroxide (SH) 

micropearls with 99% purity, sodium aluminate (SA) 

with 50-56% Al2O3/ 40-45% Na2O as alkali activators 

and sulfuric acid with 95% were purchased locally. 

Raw Material Characterization 

Characterization such as chemical analysis, 

particle size analysis, specific gravity, Atterberg limit, 

and Unified Soil Classification System (USCS) were 

taken into consideration. Chemical analysis of fly ash, 

volcanic ash, and soil were conducted using X-ray 

fluorescence dispersive (XRF). Particle size analysis 

was performed in accordance with ASTM D-422 

using sieves to determine the particle size distribution 

of soil and volcanic ash. For particle size analysis of 

fly ash, dynamic light scattering was considered. 

Specific gravity and Atterberg limit, which includes 

plastic limit and liquid limit, were performed in 

accordance with ASTM D-854 and ASTM D-431. 

The soil type was determined based on unified soil 

classification system. 

D-Optimal Mix Design 

D-optimal mix design methodology is a type of 

computer generated design for optimizing mixture 

with low and high-level constraints. The presence of 

upper and lower bound constraints often leads to 

oddly shaped region also known as a q-dimensional 

convex polytope making the mixture design non-

orthogonal compared to typical designs [8]. In 

evaluating this kind of design, the forward selection 

in Design Expert software is utilized. This design 

generates points that are spread through the design 

region of the given parameter range. For this study, d-

optimal design generated the best 21 design points 

that will be used in the experiment. An additional 4 

replicates were added to capture the error. A total of 

25 runs were employed in this experiment. The 

response variable considered in this experiment is the 

strength response of stabilized soil to sulfuric acid 

resistance measured in terms of unconfined 

compressive strength (UCS). The factors considered 

in the mixture design are categorized into two 

mixtures. Mixture 1 consists of fly ash, volcanic ash 

and soil while mixture 2 consists of the alkali 

activators such as sodium silicate, sodium hydroxide 

and sodium aluminate. Dry mixing of materials 

(mixture of fly ash, volcanic ash, and alkali activator) 

using 30% (w/w) alkaline activator were performed 

according to the runs generated by the D-optimal 

mixture design with parameter range as summarized 

in Table 1 [9-11]. Water was added on the dry 

formula followed by mixing for at least 5 minutes. 

The geopolymer paste binder, a mixture of dry 

formula and water, was completely mixed with soil. 

After stabilization, geopolymer stabilized soil was 

compacted in a cylindrical mold 50 mm diameter by 

100 mm height for 3 layers of about 25 tamps per 

layer. The molded specimen was sealed and cured for 

28 days at ambient temperature. 

Table 1 Experimental factors and parameter range 

(%w/w) 

Acid Immersion Test 

After curing for 28 days, the samples were 

immersed in 5% (w/w) sulfuric acid solution 

[11],[12]. The unconfined compressive strength 

(UCS) was measured after 28 days of immersion for 

each run. 

RESULTS 

Raw Material Characterization 

The type of soil in this study is classified as SM-

brown silty sand based on unified soil classification 

system and has a specific gravity of 2.54. The 

Atterberg limit showed that the fines are non-plastic. 

The particle size distribution is shown in Fig. 1. This 

illustrates that the median diameter (D50) is 0.70 mm. 

The elemental analysis of soil in oxides form is shown 

in Table 2. It is primarily composed of SiO2, Fe2O3, 

Al2O3, and CaO. Fly ash utilized in this work is 

primarily composed of SiO2, Fe2O3, CaO, and Al2O3

and has a specific gravity of 2.85. The median particle 

size of fly ash as shown in Fig. 1 is 1.92 microns. The 

result of the Atterberg limit showed that it has a liquid 

limit of 12 and a plasticity index of 1. On the other 

Factor Parameter Range 

Unit L H 

Mix 1 FA % of Total Ash 50% 100% 

VA % of Total Ash 0% 50% 

Soil % of Mixture 1 75% 95% 

Mix 2 SS Ratio 1 2.5 

SH Ratio 1 1 

SA Ratio 0 1.5 
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hand, volcanic ash which also comprises SiO2, CaO, 

Al2O3, and Fe2O3 has a specific gravity of 2.80. 

Based on the particle size analysis, 50% of the 

particles has diameter of 0.33 mm. The Atterberg 

limit showed that it comprises non-plastic particles.  

Table 2 Chemical composition of raw materials 

Chemical 

Compound 

Soil 

(Mass %) 

Fly Ash 

(Mass %) 

Volcanic 

Ash 

(Mass %) 

SiO2 38.87 24.65 56.75 

Fe2O3 34.06 44.63 13.00 

Al2O3 12.53 8.55 11.34 

CaO 6.82 16.04 10.93 

TiO2 3.09 1.32 1.35 

K2O 1.87 1.18 5.01 

SO3 - 1.63 - 

Others 2.76 2.00 1.62 

Fig. 1 Particle size distribution of raw materials. 

Unconfined Compressive Strength 

Figure 2 presents the measured unconfined 

compressive strength after immersion in 5% sulfuric 

acid for 28 days of the geopolymer stabilized soil at 

different mix proportions of raw materials and alkali 

activator. The recorded unconfined compressive 

strength ranges from 0.76 kPa to 2620 kPa. The 

stabilized soil R22 (25% FA /75% soil and alkali 

activator 50% SH/50% SS) has the highest value of 

unconfined compressive strength making it the best 

mix sample among other runs. The samples with ND 

label, R6 (5% precursor/95% soil), R7(12.5% 

precursor/87.5% soil), and R11 (5% precursor/95% 

soil), were not able to withstand the acidic 

environment resulting to breakage of sample prior 

measurement of UCS. This may be due to the low 

amount of geopolymer precursors (fly ash and 

volcanic ash) and high amount of soil to be stabilized 

in the mixture. The mix proportion with a 

compressive strength of at least 75 kPa can be 

recommended for structural fill application. This is in 

accordance with the requirement of National 

Structural Code of the Philippines [13].The stabilized 

soil developed in this study has a compressive 

strength comparable to soil stabilized with lime 

and/or cement despite its exposure in aggressive 

condition. Numerous studies have revealed that soil 

treated with lime has a range of unconfined 

compressive strength of 14.2 kPa-3000 kPa [14-17]. 

Conversely, cement stabilized soil can range to 

unconfined compressive strength value of 100-900 

kPa [18-20]. 

D-Optimal Mix Design Model 

To statistically measure the effect of geopolymer 

mix at different mix proportions, experimental data 

were analyzed by fitting a model (linear or quadratic) 

for the unconfined compressive strength response 

which is dependent on different mix proportions of 

soil and precursors (FA and VA), and alkali activator 

(SS, SH and SA). The final model of the combined 

mixture was chosen based on the highest order 

polynomial where the addition of terms is significant 

(p-value<0.05), model lack of fit is not significant 

(p>0.05) and the model is not aliased. Table 3 shows 

the ANOVA of crossed mixture design. A p-value of 

0.1595 for lack of fit indicates that it is not significant 

implying that the quadratic mixture crossed with 

Fig. 2 Unconfined compressive strength at different mix proportions. 
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linear mixture model is fit. Quadratic mixture of soil 

and precursors crossed with linear mixture alkali 

activator was chosen having a p-value of 0.0002 and 

0.0001 for mixture 1 and 2, respectively. The contour 

plot of the model as presented in Fig. 3 shows the 

effect and behavior of the various factors on the 

measured unconfined compressive strength response. 

The intensity of unconfined compressive strength can 

be represented by red color which demonstrates high 

value of unconfined compressive strength to blue 

having low value of unconfined compressive strength. 

Table 3  ANOVA of chosen crossed mixture design model (A= Fly ash; B= Volcanic ash; C= Soil; D=Sodium 

Silicate; E= Sodium Hydroxide; F= Sodium Aluminate) 

 Fig. 3 Contour plot for unconfined compressive response prediction model of mixture 1 (soil and precursor) 

evaluated at each point of mixture 2 (alkali activator) design.

Source Sum of 

Squares 

df Mean 

Square 

F Value p-value 

(Prob > F) 

Model 4902.30 13 377.10 98.57 < 0.0001 significant 

Linear x Linear Mixture 4008.46 8 501.06 130.97 < 0.0001 
 

ABF 220.23 1 220.23 57.57 < 0.0001 

ACE 222.98 1 222.98 58.28 < 0.0001 

ACF 45.02 1 45.02 11.77 0.0056 

BCD 281.19 1 281.19 73.50 < 0.0001 

BCE 51.86 1 51.86 13.56 0.0036 

Residual 42.08 11 3.83 
  

Lack of Fit 35.17 7 5.02 2.91 0.1595 not 

significant 

Pure Error 6.91 4 1.73 
 

Cor Total 4944.38 24 
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In terms of geopolymer precursor, it can be 

observed that high strength geopolymer stabilized 

soil can be produced as its nearing the apex of fly ash 

component, which means that high amount of fly ash 

could actually produce high strength geopolymer as 

compared with volcanic ash. Conversely, as the 

mixture nearing the apex of volcanic ash the strength 

decreases. This could mean that greater proportion of 

volcanic ash in the precursor relative to fly ash could 

produce a low strength geopolymer stabilized soil. 

This behavior may be attributed to the reactive nature 

of the precursor in terms of participation in 

geopolymerization process. This also implies that not 

all the alumina and silica content of the precursor can 

participate in geopolymerization [21]. The available 

amorphous alumina and silica content of the 

precursor are the only alumina and silica content 

participating in geopolymerization process. It is 

believed that the amorphous content of alumina and 

silica can easily be dissolved in the alkali activator 

thereby producing gel networks of inorganic 

geopolymer. The more available amorphous content 

of alumina and silica in the raw material, the better 

the mechanical strength of geopolymer stabilized soil 

[22]. 

The increase in compressive strength of the 

stabilized soil geopolymer have been remarkably 

noticed in alkali activator containing 50%SS:50%SH, 

47.5% SS:40.42% SH:12.08% SA and 33% SS:33% 

SA:33% SA as the amount of soil decreases. It has 

been observed that as the component reaches the apex 

of SA (less SA in the mixture) as illustrated in Fig. 3, 

the strength increases. Presence of SS in greater 

proportion in alkaline activator with consideration 

that SH is also present in greater proportion, produces 

a high strength geopolymer stabilized soil. The 

presence of greater proportion of SH to produce high 

strength geopolymer stabilized soil may be explained 

by the initial step of geopolymerization. During this 

process, dissolution of material rich in aluminosilica 

occurs in the presence of an alkali activator such as 

sodium hydroxide. This activator is responsible for 

increasing the reactivity of the alumina silica material 

by attacking the Si-O-Si/Si-O-Al bond of the starting 

material with its OH-. This results in breaking down 

of Si-O-Si/ Si-O-Al bond thereby forming reactive 

aluminates and silicates [23],[24]. High amount of SH 

in the mixture could mean higher dissolution rate. A 

higher dissolution rate may mean more material can 

be broken down into its reactive form, hence more 

reactive aluminosilica source that could participate in 

geopolymerization. The production of low strength 

stabilized soil could be attributed to a lower 

dissolution rate, less leaching of alumina and silica 

ions from the precursor and lower value of 

unconfined compressive strength [10]. 

CONCLUSION 

This study has explored one part-geopolymer 

synthesis using precursors such as fly and volcanic 

ash and solid alkali activators such as sodium silicate, 

sodium hydroxide, and sodium aluminate with D-

optimal mixture design. The unconfined compressive 

strength (UCS) was evaluated after exposing to a 5% 

(w/w) sulfuric acid solution. The final model of the 

combined mixture was quadratic mixture of soil and 

precursors crossed with linear mixture alkali activator. 

The mix proportion that yielded high value of 

unconfined compressive strength was found to be the 

proportion mix having 25% fly ash/75% soil with an 

alkali activator ratio of 50% sodium silicate/50% 

sodium hydroxide having a strength of 2620 kPa. The 

mix proportions having unconfined compressive 

strength of at least 75 kPa can be recommended for 

structural fill application. The geopolymer stabilized 

soil developed in this study showed promising result 

as potential acid-resistant material. 
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GAS SENSOR MODULE FOR I.C. ENGINES 
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ABSTRACT 

The study deal with the experimental investigation of the flow field around the inorganic sensors with 
concentric double protectors with apertures such as the commercial gas sensor modules for passenger vehicles. 
Transparent acrylic model was used in conjunction with the particle image velocimetry. The experimental result 
demonstrated that the magnitude of velocity in the vicinity of the sensor rod is significantly lower than that of the 
external main flow. The velocity fluctuation through the opening apertures enhances the mass transfer between 
the inside and outside of the protectors and contributes to the better response of the sensing module. 

Keywords: Flow visualization, Gas sensor, Internal flow, Mixing process, Particle image velocimetry 

INTRODUCTION 

Regulation specifications of greenhouse gas 
emission and fuel economy standards for passenger 
vehicles or trucks were significantly progressed more 
than a decade. Drastic reductions of the oxidizing 
gases and the small particles in the exhaust gas from 
the I.C. engine have been required. Although only a 
few country had introduced mandatory greenhouse 
gas emission and/or fuel economy standards, many 
countries including European Union were announced 
their intention to introduce the greenhouse gas 
emission standards. Further improvement of gas 
emission sensing, monitoring and controlling for the 
internal combustion engine of automobiles, marine 
engines and power plants have been desired. Not only 
the reduction of the particulate matter but also the 
control of such emission gas as CO2, NO2 and SO2 
were required that enable to improve total efficiency 
of the thermal systems. In the recent engine system, 
multiple inorganic gas sensor modules are equipped 
to obtain the various kinds of gas concentration [1-3]. 
For example, precise measurement of O2 
concentration difference between catalysts was used 
for engine management system [4,5].  

Figure 1 is the photograph of the actual engine 
compartment of the passenger vehicle. The head 
section of the exhaust gas sensor module for 
commercial vehicles consists of the cylindrical rod of 
Zirconium dioxide as a sensor core with heater and 
dual stainless cylindrical shrouds with multiple 
openings or apertures. The shrouds prevent the sensor 
core from the direct exposure to the high temperature 
exhaust gas. Since the operation temperature of the 
sensor rod is significantly high, the penetration of the 
particulate objects and liquids to the sensor core must 
be avoided. Therefore, the most of all commercial 
sensor module employ the apertures with off-axis 

alignment of both concentric shrouds. Although the 
concentration fluctuation of the exhaust gas must be 
detected by the sensor, which is protected by the 
concentric shrouds, the primary delay or time lag 
occurs due to the off-axis alignment of the opening 
apertures. Moreover, the frequency response of the 
sensor module decreased due to the aforementioned 
delay effects. In order to understand the 
characteristics of the sensor and to improve the 
overall performance of the gas sensor, the detailed 
behavior of the fluid flow around the sensor core as 
well as the flow between protectors must be clarified. 
Especially, the airflow convection through the 
multiple opening apertures is the significant factor for 
the evaluation of the mass transportation between 
sensor core and external flow of protector.  

Fig 1 Gas sensors attached to the exhaust system for 
a passenger vehicle. Three rectangular indicate the 

sensor module. As the head of the module is plugged 
into a pipe, neither sensor element nor protecting 

shroud are visible. 



SEE - Nagoya, Japan, Nov.12-14, 2018 

738 
 

QUANTITATIVE FLOW VISUALIZATION 
 

For the industrial applications, gas or liquid flow 
around the cylinder or rectangular obstacles is one of 
the most important flow field. Especially the flow 
analysis around a finite cylinder is the important 
external flow; therefore, numerous experimental and 
numerical investigations were reported that deal with 
the detailed behavior of the flow around the 
rectangular or cylindrical objects [6-10]. However, 
not so many investigations of the flow structure by 
using the hollow cylinder or cylindrical object with 
by-pass channels was reported [11,12]. In the present 
study, we focused on the fluid flow visualization 
within the gas sensor module for the automobile 
applications.  

 
Target model 

A transparent acrylic model was designed and 
manufactured by noting the Reynolds number of the 
actual flow field. Figure 2 shows the photograph of 
the concentric cylinders used in the experiments. The 
model was divided into triple concentric cylinders, 
which consisted of outer protector, inner protector 
and sensor core rod. In this experiment, the sensor is 
replaced by the plastic solid cylinder instead of the 
Zirconium sensor rod with a heater.  External 
diameter of the outer protector, inner protector and 
the core were 100 mm, 70 mm and 40 mm 
respectively. As shown in the figure, eight circular 
apertures were prepared by 45 deg for the inner 
cylindrical protectors. On the inner protector surface, 
in-line eight opening aperture were aligned. External 
protector has dual-line eight apertures as well. On the 
center-top of the cylinders, the other aperture was 
prepared. The diameter of each opening aperture was 
20 mm. 

 
Flow field measurement by particle image 
velocimetry 

Figure 3 illustrated the experimental set up for the 
optical flow visualization used in the following 
experiments. Particle image velocimetry (PIV) [13] 
was used as a measurement method. PIV is one of the 
optical flow measurement technique that can measure 
the two dimensional two component velocity vectors 
in the fluid flow by means of the thin laser sheet in 
conjunction with the digital camera. The local 
velocity vector is determined with the local particle 
image’s displacement between two or more 
consecutive images of tracer particles in fluid flow. In 
this study, normalized cross correlation function was 
employed for the evaluation of the local particle 
image similarity. 

In this study, detailed airflow behavior in the 
concentric protectors was investigated under the 
steady flow. The model was installed in a rectangular 

transparent channel with honeycomb and electrical 
fans. Both width and height of the channel were 240 
mm, length of the channel was 910 mm. In the present 
experiments, velocity distribution at the channel 
entrance was assumed to be homogeneous, mean 
velocity of the airflow was 0.15 m/s. Continuous-
wave Nd:YAG laser was used in conjunction with the 
high-speed CMOS camera. Output power and 
wavelength of the laser light source was 2 W and 532 
nm respectively. Maximum frame rate of the camera 
was 800 fps, pixel dimension was 1920x1080 that 
affected the resultant frame rate due to the bandwidth 
of the digital connection between camera head and 
the computer. For the velocity vector map 
determination, standard recursive cross correlation 
calculation with the sub-pixel fitting estimation was 
employed.  

Figure 4 is a captured image of the model and 
tracer particles illuminated with the monochromatic 
light source. As tracer particles, smoke from an 
incense stick was used that has the good traceability 
to the airflow. Mean diameter of the tracer particle 
was a few μm,  

 
 
 

 
Fig 2 Transparent acrylic model for the flow 
visualization consisted of outer and inner hollow 
cylinder (protectors) and inner solid cylinder (sensor 
rod). Diameters of cylinders were 100, 70 and 40 mm, 
heights were 123, 98, and 61 mm, respectively. Both 
protectors have multiple opening apertures. 

 

 
Fig 3 Experimental rig for the flow visualization by 

means of the particle image velocimetry. 
 

(Side view)(Top View)
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RESULTS AND DISCUSSION 
 

Figure 5 shows the calculated instantaneous 
velocity vector map. From the visualization results of 
the velocity vector map around the sensor core rod, 
the magnitude of the velocity around the sensor core 
was drastically decreased due to the complicated 
structure in the cavity and the multiple apertures. 
Figure 5 also shows the comparison of the velocity 
vector map in the vicinity of the opening aperture at 
the different instance. Although the external flow was 
steady and velocity was constant, the fluid behavior 
within the protector is not steady and the orientation 
as well as the magnitude of velocities were 
significantly fluctuated. To clarify the effects of the 
aperture positions, the location of the opening 
apertures and the orientation of each protector were 
varied as a parameter. 

The parameter, θ, represents the angle from the 
direction of upstream, i.e. the main flow is coming 
from the direction of θ = 0. The angular offset of both 
outer and inner protectors were varied from (0, 0) deg, 
(0, 22.5) deg, (22.5, 0) deg and (22.5, 22.5) deg 

respectively. By the comparison of the aperture phase 
differences, the effects of the offset angle of the 
opening apertures was evaluated. Figure 6 compares 
the spatially averaged velocity transition through the 
opening apertures with the angles of (0, 0) deg. 
Velocity transition under the other three alignment 
were obtained with the same flow configuration. The 
negative sign of the normal velocity component was 
defined as the incoming flux to the sensor core. The 
positive velocity, in contrast, indicates the outgoing 
flow to the external main flow. At the upwind 
aperture, which was located at θ = 0 deg, the flow 
through the aperture was stable and the magnitude of 
the cross-sectional mean velocity was -2.0 mm/s 
approximately. Since the opening aperture is present 
at the upward stagnation point at θ = 0 deg in which 
the relative pressure is higher than that of the other 
apertures, mean inbound flow through the 
corresponding aperture was observed. In contrast, the 
fluid velocity through the side aperture at θ = 90 deg 
was significantly fluctuated. The mean velocity 
through the side aperture was -6.7 mm/s, therefore the 
volume flux through the side aperture was 2.1 cm3/s 
of incoming direction. Comparison of the velocity 
fluctuations at the different alignment of the 
protectors of (22.5, 22.5) deg resulted that both mean 
velocities during the period were 2.5 mm/s and 6.3 
mm/s, volume fluxes were 0.79 cm3/s and 2.0 cm3/s 
respectively. The comparison of the angular 
alignment of protectors demonstrated that the 
outgoing flow is occurred even at the upstream 
aperture. 
In order to clarify the aforementioned flow pattern, 
angular distribution of mean velocity and velocity 
fluctuation of each aperture position in terms of the 
offset angles of the protectors were summarized. The 
comparison of the mean velocity through the 
apertures demonstrated that the incoming and 
outgoing flow were appeared at the downward and 
upward apertures respectively. The velocity 
distribution indicated that the overall flow direction 
within the inner protector was inverted to the external 

Fig. 4 Snapshot of the captured image. Tracer 
particles were illuminated with 
continuous wave green laser sheet  

Fig. 5 Examples of the instantaneous velocity vector map near the opening aperture of the inner protector by 
means of the particle image velocimetry. The color of the arrows corresponds velocity magnitude, i.e., 
red arrow is the faster velocity magnitude. Both vector maps were obtained under the identical 

di i  h  fl    li  
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main flow. Consequently, the direction of volume 
flux through the sensor core is opposed to the external 
main stream. In contrast to the lower and stable mean 
velocity distribution around the core rod, the 
significant velocity fluctuations were observed in the 
vicinity of the aperture located on the side of the inner 
protector that enhancedthe convective mass transfer. 
 

 
 
CONCLUSION 
 

The flow field in the concentric triple cylinders 
was investigated by means of a particle image 
velocimetry. The transparent model was designed and 
used for the optical visualization. The geometrical 
shape was determined by considering the Re number 
matching with the actual gas sensor for a passenger 
vehicle. The quantitative visualization resulted that 
the flow direction within the inner protector was 
inverted to the external main flow. The velocity 
magnitude of the internal flow is significantly lower 
than that of the main flow. The throughput of the 
concentration modulation around the sensor could be 
enhanced by the velocity fluctuation around the side 
apertures that contribute to the quick response of the 
entire sensor module. 
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ABSTRACT 

 
This working plan has been developed for the production of driving operations of precast concrete piles with 

section 400x400 mm on the project "Cargo Transportation Route for Facilities of The North-Eastern part of the 
Caspian Sea. North Caspian Marine Channel with Berthing Facilities". This scope of work provides work on the 
geodesic broken pile field, leader of drilling and precast reinforced concrete piles with 400x400mm section, 
23.0m of length, 25.5m and 27.5m. Total amount of precast concrete piles 1100 pieces (23m of pile length - 714 
pieces, 25.5m of length -368 pieces and with 27.5m length in the amount of 18 pieces). Precast concrete piles are 
composed of two segments: the bottom segment with length of 16.0m and upper segment length: 7.0m, 9.5m and 
11.5m. The following documents have been referenced for this method statement: Standard Test Method for 
Low Strain Impact Integrity Testing of Deep Foundations use ASTM D 5882, Standard Test Methods for Deep 
Foundations Under Static Axial Compressive Load use ASTM D 1143 in seasonally freezing soil ground. In 
paper analyze bearing capacity of concrete pile foundations b/5, k/3. In SCLT testing, the test load on the pile is 
for hold on 2 cycles. Loading and unloading was carried out in the following sequence: 0, 30, 60, 90, 125, 90, 
60, 30, 0, 170, 210, 250, 210, 170, 125, 80, 40 and 0% of design. In the first cycle, the experimental pile was 
loaded to 100% of the design value. In this paper presented results of piles of PIT methods in seasonally freezing 
soil grounds. 
 
Keywords: pile, load, settlement, standard 
 
 
INTRODUCTION 

 
Most of the territory of Kazakhstan is 

characterized by long winter periods. The thickness 
of frozen soils was determined from the temperature 
regimes. The temperature regime depends on 
climate. The depth of freezing of soils varies within 
0.5-2.5 meters.  

Question the increasing the stability, reliability 
and durability of structures studied by many 
researches, both domestic and foreign. Most 
experiences in these works are considered scientific 
from USA, Russia, South Korea. 
 Nevertheless, the problem seasonally freezing 
soils such as change the mechanical and physical 
properties of frozen soils are dependent on 
temperature, a moisture content of a soils and etc., is 
quite complex and poorly understood, and the 
present.  

The issue of strength, stability and reliability of 
the designed structures in seasonally freezing soil 
are not fully described in the standard [3]-[4]. 

In the problem under consideration to the usual 
problems of designed pile foundation in seasonally 
freezing soil (the study of the geotechnical 
properties, moisture content of soils, temperatures, 
etc..) authors study the problem of stability, 
reliability pile foundations in seasonally freezing 

soil conditions. 
The object of study are research bearing capacity 

of pile foundation in seasonally freezing soil ground.. 
The project "Cargo Transportation Route 

(CaTRo) for Facilities of The North-Eastern part of 
the Caspian Sea. North Caspian Marine Channel 
with Berthing Facilities" Seaport “Prorva” is one of 
important Megaproject for Atyrau region West 
Kazakhstan [27].  

The construction Seaport “Prorva” presented by 
reinforced concrete structures. Totally construction 
area is 154980 m2. The design life of this project is 
assigned in accordance with SNiP RK 3.04-01-2008 
is 50 years. 

 
SEAPORT “PRORVA” DESCRIPTION 

 
The construction site is dimensions of 205 x 756 

m. The site in plan has a rectangular configuration. 
The site used deep foundations.  

This scope of work provides work on the 
geodesic broken pile field, leader of drilling and 
precast reinforced concrete piles with 400x400mm 
section, 23.0m of length, 25.5m and 27.5m. Total 
slaughter of precast concrete piles 1100 pieces (23m 
of pile length - 714 pieces, 25.5m of length -368 
pieces and with 27.5m length in the amount of 18 
pieces). Precast concrete piles are composed of two 
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segments: the bottom segment with length of 16.0m 
and upper segment length: 7.0m, 9.5m and 11.5m 
[5]-[21]. Geotechnical characteristics of soil ground 
on site “Prorva” [4]-[19]. 
 
Table 1 Engineering-geological elements 

 

Soil type 
𝝋𝝋 C Eoed γnatural Su 

deg kPa kPa kN/m3 kPa 

EGE-1 
Fill sand 29,4 0.7 2,8 19.4 25 

(EGE-2) 
Silt 29,4 0.7 2,75 19.3 15 

(EGE-3) 
Sand 31,5 2.7 30 19 - 

(EGE-7) 
Clay 24,7 20.8 2 19.1 80 

(EGE-8) 
Sand 31,8 2.4 40 20 - 

(EGE-9) 
Clay 23,8 22.7 4 20.6 150 

(EGE-10) 
Clay 24,7 25 2 20.2 150 

Eoed – Elastic unloading/reloading [kPa]; 
Su – undrained shear strength [kPa]. 
 
Table 1 illustrated physical and mechanical 

properties of soil ground in construction site “Prorva” 
[4]-[26]. 
 
METHODS OF PILE FIELD TESTS 

 
The following documents have been referenced 

for this method statement: Standard Test Method for 
Low Strain Impact Integrity Testing of Deep 
Foundations use ASTM D 5882, Standard Test 
Methods for Deep Foundations Under Static Axial 
Compressive Load use ASTM D 1143 in seasonally 
freezing soil ground [1]-[20]. 

 
Method pile integrity testing (PIT) 

 
At the construction site Seaport “Prorva” was 

carried outthe integrity test (PIT) precast concrete 
pile foundations from January to May 2017.  

The purpose of the test is to check pile integrity. 
Following works had been done: 
- Complex of low – strain dynamic testing of the 
piles; 
- Proceeding and analyze results. 
Integrity tests were performed by Pile Integrity 
Tester (PIT) withSerial Number - SN #3557C. 

Totally 161 precast concrete pile were tested at 
this construction site. 

Precast concrete pile with square cross section 
400 x 400 mm were driving bypiling rigs: Junttan 
PM25HD with hydraulic hammer HHK7/9A and 
JunttanPM25 HD with hydraulic hammer HHK9A 
[5]-[25]. 

Each test pile consist of two pile sections with 
length: first section – 16 m andsecond section11.5 
m.Due to the fact that concrete pile is composed of 
two sections which areconnected with metal joint, 
conduction integrity tests possible only for the 
second(top) section.Heads of piles were cleaned 
from soil and suitable for testing. Three 
graphreflectogramsfrom three blows for each pile 
were accepted for further processing [2]-[24]. 

Fig. 1 presented procedure PIT of pile 
foundations in construction site “Prorva”. 

The acceleration signal is converted into 
velocity and is represented on screen by the time 
function. All results are easily saved into the 
computer to be used in the processing.The time span 
between the stroke and rebound is characteristic of 
the location and its mechanical parameters: T = 
2L/C (T - stroke-return time, L – pile length, C - 
wave propagation velocity (c=√Eρ), E – the Jung 
modulus of concrete, ρ – density of concrete) [2]-
[25]. 

 

 
 
Fig.1 Procedure pile foundations of PITon 

construction site “Prorva”. 
 
The average velocity of wave distribution in the 

concrete class B20÷25 – 3800m/s. 
The accuracy of determining the length of the 

pile depends on the accuracy of the stress wave 
velocity. When the pile length is known , the wave 
propagation velocity can be matched to the known 
length. 
Pile: D2 – number of pile; 
WS: 3900 м/с – velocity of wave distribution in the 
concrete; 
LE = 11,50 м– tested length of pile. 
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Fig. 2 Graph of velocity and length of D/2 pile. 
 
Fig. 2 presented graphs of PIT on construction site 
“Prorva”.  
 
RESULTS AND DISCUSSION 
 
Results of Static Load Test (SLT) 

 
The vertical load test shall be carry out to the 

GOST 5686-94 “Soils. Field test methods by piles” 
and with WBC134-3.SP.001.009 “Specification with 
precast concrete piles”[1]-[25]. 

Static vertical loading test should be carry out 
below sequences: 

− Pile testing begin not earlier than 6 day after 
pile driving; 

− The vertical load creating with hydraulic jack 
DG500G250 capacity 500 tons (for preliminary pile) 
and with hydraulic jack CLRG-2506 capacity 250 
tons (Proof pile); 

− Load increment carried out proportional 
stages (steps). 

− In SCLT testing, the test load on the pile is 
for hold on 2 cycles. Loading and unloading was 
carried out in the following sequence: 0, 30, 60, 90, 
125, 90, 60, 30, 0, 170, 210, 250, 210, 170, 125, 80, 
40 and 0% of design.  

 

 
 

 
Fig. 3 Load-settlement diagrams k/3, b/5 piles. 

 

− In the first cycle, the experimental pile was 
loaded to 100% of the design value. Following each 
application of an increment of load shall be held for 
not less than the period or until the rate of settlement 
is less than 0.25 mm/h and slowing down. The rate 
of settlement shall be calculated from the slope of 
the curve obtained by plotting values of settlement 
versus time and drawing a smooth curve through the 
points [1]-[27]. 

Fig. 3 presented results graph of load-settlement 
diagrams of piles k/3, b/5. 

In Kazakhstan, a safety factor of SLT is 1.2. 
According to SLT result of piles k/3, b/5 the 

load-settlement diagrams were illustrated in Fig. 3. 
Bearing capacity of pile foundations k/3, b/5 is 

1639 kN. 
 

CONCLUSION 
 
According to the result of the SLT tests it can be 

concluded. 
Based on results of pile integrity testing (PIT) is 

included at least 3 blows for each pile and 
proceeding on special program of PIT-W. 

Totally 161 precast concrete pile were tested on 
construction site seaport “Prorva”. All of the tested 
piles do not have defects of integrity during 
seasonally freezing soil ground. 

Cracks and deformation in body of pile 
foundation D/2 are not unascertained (Fig. 2). 

According to the graphs (Fig. 3), analyze to the 
results of SLT of driving concrete piles (40×40 cm 
length 27.5 m) the bearing capacity of the pile b/5 is 
1639 kN, max settlement 16 cm. 
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ABSTRACT 

 
For the damage detection of truss structures, this study assumes to utilize vibration signals obtained from 

sensors installed into the bridges. By preparing damaged and non-damaged bridge structures, large quantities of 
response data are generated.  AR (Auto Regressive) model is then applied to the time signals to extract structure’s 
soundness characteristics.  Here, AR coefficients are values in which damaged structural characteristics are 
reflected. Then, machine learning technique is applied to the AR coefficients to classify the structures into 
damaged and non-damaged ones.  Results showed that the machine learning method successfully detected the 
damage of truss members.  This kind of SHM (Structural Health Monitoring) technology is expected to contribute 
to early damage detection and preventive maintenance of bridges.  
 
Keywords: Damage detection, Machine learning, AR model, Decision tree  
 
INTRODUCTION 

 
In Japan, infrastructures including bridges 

constructed in the period of high economic growth are 
getting older.  Ministry of Land, Infrastructure and 
Transport and Tourism (MLIT) requires bridge 
administrators to make short range visual observation 
of bridges more than once in every 5 years.  Aged 
bridges tend to need more maintenance which 
requires costs and human labors. However, 
maintenance engineers are insufficient in number 
compared with the numbers of bridges.  One solution 
to resolve the problem is to use sensors and signal 
processing techniques to detect damaged members 
and their damage level of the structures.   

Our research group is tackling the damage 
detection problem of aged structures on the 
assumption of using sensor data.  

Shimizu [1] conducted eigenvalue analysis to 
fully utilize the sensor data, aiming to find optimum 
sensor arrangement.  

This study assumes to utilize vibration signals 
obtained from sensors installed into the bridges.  
Machine learning algorithm is applied to the sensor 
data to detect damage.  By preparing damaged and 
non-damaged bridge structure models, large 
quantities of response data are generated giving 
random input motion at the base.  AR model is then 
applied to the time signals to extract structure’s 
characteristics.  Here, AR coefficients are values in 
which damaged structural characteristics are reflected. 
Then, the decision tree technique is applied to the AR 
coefficients to classify those structures into damaged 
and non-damaged ones.  This kind of SHM 
(Structural Health Monigoring) technology is 
expected to contribute to early damage detection and 
preventive maintenance of bridges [2].  

 
 
Fig. 1 Hayakawa Bridge (Hakone Tozan 

Railway)  
 

 
1st mode 3.2065Hz. 

 
2nd mode 10.493Hz 

 
3rd mode 13.821Hz 

 
4th mode 15.569Hz 

 
Fig. 2    The 1st to 4th mode of natural vibration 

[1] 
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TRUSS BRIDGE TO BE ANALYZED 

 
The bridge structure we picked up in this study is 

Hayakawa bridge administrated by Hakone Tozan 
Railway Co. Ltd. shown in Fig.1.  It is a double 
Warren truss bridge which length is approximately 63 

meters, constructed in 1888.  The truss bridge is 
typical aged railway bridge in Japan.  Wrought iron 
was used for the material [3].  

 
MODELING AND ANALYSIS 

 
To model the structure, finite element method is 

Table 1 Parameters prescribing the Hayakawa Bridge truss members  
 

Parameter Breadth Height Sectional area Poisson’s ratio Elastic modulus 

Unit 400mm 500mm 20000mm2 0.3 206GPa 
 

 
 
 

 
(a) Input motion given to the bridge 

 
(b) Input motion 

 
(c) Example of Response(undamaged) 

 
(d) Example of Response(damaged) 
Fig. 3 Input motion and Response 
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used.  The model was analyzed by two-dimensional 
finite element method using the software, TDAPIII 
[4]. For the damage detection of structures, this study 
assumes to utilize vibration signals obtained from 
sensors installed into the bridges.  By preparing 
damaged and non-damaged truss bridges, large 
quantities of response data are generated. Machine 
learning algorithms is then applied. This study 
referred MATLAB Web seminar for the application 
of machine learning algorithms [5], [6].  

 
DYNAMIC ANALYSIS OF THE TRUSS 
STRUCTURE 
 

Parameters that prescribe the Hayakawa bridge 
model are shown in Table 1.  Fig.2 shows 1st to 4th 
mode of the truss structure. 1st mode frequency is 
3.2065Hz. 2nd mode frequency is 10.493Hz. 3rd 
mode frequency is 13.82Hz. 4th mode frequency is 
15. 569Hz. Stationary random input motion is given 
to the base of the prepared structures as shown in 
Fig.3 (a), (b).  The duration time is 60 second and time 
increment is 0.01 second, hence the input motion is 
consisting of 6000 data. Acceleration responses from 
bottom chord member were calculated and 
accumulated in the database. Both damaged and non-
damaged structures were prepared, ranging the 
damage level from 10% to 90% of the reduction of 
elastic modulus.  Examples of the responses for 
damaged and non-damaged structures are shown in 
Fig.3(c), (d), respectively.  
 
AUTOREGRESSIVE MODEL 

 
Autoregressive model (AR model) is then applied 

to the accumulated signals in this study.  As shown in 
Eq (1), the model, depending on its own previous 
values, regresses a value from the time signals. The 
order of the AR model was set as 10th.  
 
𝑋𝑋𝑋𝑋 = 𝑎𝑎0 + ∑ 𝑎𝑎𝑖𝑖𝑋𝑋𝑛𝑛−𝑖𝑖 + 𝜀𝜀𝑡𝑡𝑁𝑁

𝑖𝑖−1               (1)  
 

a0 is constant term.  ai is parameter of model.  𝜀𝜀𝑡𝑡 
is white noise. The responses include both from 
damaged and non-damaged truss structures. AR 
coefficients were then calculated for both damaged 
and non-damaged structures, then the coefficients 
were saved for the machine learning process.  
 
PREPARATION OF DATA FOR THE 
MACHINE LEARNING 
 

As an input wave, the portions regarded as 
stationary were extracted and used.  As shown in 
Fig.4, a total of 4000 data points out of 6000 data 
points were extracted, and they are divided into 40 
sections.  Aforementioned AR model was then 
applied to the data that includes both damaged and 
non-damaged cases.  Then, AR coefficients were 

determined.   
Fig.5 shows the AR coefficients by taking the 

order of the coefficients (up to 10th mode) on the 
horizontal axis.  It seems that we may be able to find 
the difference between damaged and non-damaged 
cases by taking the AR coefficients as feature 
quantities. Fig.6 shows the contributions of each 
mode of AR coefficients.  As the order of the modes 
becomes higher, the contributions drastically 
decrease.  Hence, this study focused on the only the 
first and the second mode. Those determined AR 
coefficients include non-significant coefficients, 
hence, dimension reduction technique (PCA: 
Principal Component Analysis) is utilized here. 

Fig.7 represents the results of principal 
component analysis (PCA) by looking at the first and 
the second components.  Clearly, we can divide the 
data plots into two groups, therefore, the method is 
capable of discriminating damaged cases from non-
damaged ones. It is of importance for the efficient 
computation to conduct data compression as machine 
learning tend to use enormous data.  The dimension 
of the data was reduced from 10 to 2 by PCA in this 
study as shown in Fig.8. The total data is classified 

 
 
Fig. 4 Example of inputs for an Autoregressive 

Model 

 
 
Fig. 5 Parallel coordinate plot 
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into two groups: data to be studied by the machine 
learning algorithms and data to test the performance 
of the machine learning algorithm.   
 
MACHINE LEARNING 
 

To discriminate damaged structures from non-
damaged cases, machine learning algorithm is 
utilized.  As a simple method to achieve the purpose, 
the decision tree method is applied to the data shown 
in Fig.8.  

The series of analytical procedure including AR, 
PCA, etc., leading to the machine learning is 
commonly used procedures (e.g., [7]).  
 
RESULTS 
 
 Detection of damage considering only damage to 
one member 

Shimizu [1] paid attention to the variation of 
natural frequency of the entire structure due to the 
deterioration of a member. However, natural 
frequencies are not always sensitive to the damage 
considered [1], [8].  Hence, this study attempts to 
perform a different method, i.e., machine learning. 
Fig.9 shows an example of result by the decision tree 
method.  The numbers are threshold determined by 

the algorithm. Based on the threshold number, 
calculated responses are classified into damaged and 
non-damaged structures.   

 Table 2-4 shows results obtained by applying the 
decision tree for upper chord, diagonal and bottom 
chord members, respectively.  Here, Table 3 is the 
result corresponding to Fig.9. Fig.10 (a)-(c) shows the 
results of the relation between the first and the second 
principle components for upper chord, diagonal and 
bottom members, respectively.  Blue dots stand for 
damaged cases and red dots non-damaged cases.  It 
seems that we can distinguish the damaged structures 
from non-damaged structures from these figures by 
setting threshold values properly. The applied 
decision tree method automatically determines the 
threshold values.  
 

 
 

Fig. 7 Dimensionality Reduction 
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Fig. 9 Decision Tree 

 

 

 
 
Fig. 8 An example of calculated AR coefficients   

 
 

Fig. 6 Contribution rate 
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Table.2 Upper chord member 
 

 
Table.3 Diagonal member 
 

 
Table.4 Bottom chord member 
 

 
Principal component analysis of degree of damage 
when specified on an upper chord member 

Fig.11(a)-(c) show the results of principal 
component analysis when degree of damage for an 
upper chord member changed. Based on these 
damage, results were obtained as shown in Table 5-7. 

 Damage classification becomes difficult when 
damage level decreases. 
 

Items Estimate_ 
damaged 

Estimate_ 
undamaged 

damaged 19 0 
undamaged 0 21 

Items Estimate_ 
damaged 

Estimate_ 
undamaged 

damaged 20 2 
undamaged 2 16 

Items Estimate_ 
damaged 

Estimate_ 
undamaged 

damaged 20 2 
undamaged 2 16 

 
 
(a) Upper chord member 
 

 
 
(b) Diagonal member 
 

 
 
(c) Bottom chord member 
 
Fig. 10 Result of Detection of damage 

considering only damage to one 
member 
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(a) 10% damage 
 

 
 
(b) 50% damage 
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Table.5 10% damage 
 

 
Table.6 50% damage 
 

 
Table.7 90% damage 
 

 
CONCLUSIONS 
 

For the damage detection of truss structures, this 
study assumed to utilize vibration signals obtained 
from sensors installed into the bridges. By preparing 
damaged and non-damaged bridge structures, large 
quantities of response data were generated.  AR 
model was then applied to the time signals to extract 
structure's soundness characteristics.  Here, AR 
coefficients are values in which damaged structural 
characteristics are reflected. Then, as a machine 

learning technique, decision tree method was applied 
to the AR coefficients to classify the structures into 
damaged and non-damaged ones.  Results showed 
that the decision tree method successfully detected 
the damage of truss members. This method is 
expected to contribute to automatically find 
deterioration of a member for aged truss structures 
with less costs and labors. To increase the accuracy 
of the damage detection is a future task. 
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Items Estimate_ 
damaged 

Estimate_ 
undamaged 

Damaged 16 4 
Undamaged 8 12 

Items Estimate_ 
damaged 

Estimate_ 
undamaged 

Damaged 21 0 
Undamaged 0 19 

Items Estimate_ 
damaged 

Estimate_ 
undamaged 

damaged 24 0 
undamaged 0 16 

 
 

(c) 90% damage 
 
Fig. 11 Principal component analysis of degree 

of damage when specified on an upper 
chord member 
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ABSTRACT 

 
This study assumes to utilize vibration signals for the damage detection of the bridges.  In the vibration-based 

method, one key factor is natural frequency characteristics (natural frequency and natural vibration mode) of the 
structure.  Hence, representing the deterioration of the structural member by the reduction of the elastic modulus, 
eigenvalue analysis is conducted to find out the basic idea that which member among many members is more 
sensitive to its natural frequency and natural vibration mode of the truss structures.  Results show that structural 
damage of upper and lower chord near the center of the structure is more influential for the first mode natural 
frequency while damage to members near the vibration nodes are insensitive to natural frequencies for higher 
modes.  The knowledge obtained from this study is expected to contribute to the damage detection of structures 
using sensor data, i.e., to determine sensor locations.   
 
Keywords: Damage detection, Truss bridge, Natural frequency, Vibration mode 
 
 
INTRODUCTION 

 
In Japan, infrastructures including bridges 

constructed in the period of high economic growth are 
getting older. Ministry of Land, Infrastructure and 
Transport and Tourism (MLIT) requires bridge 
administrators to make short range visual observation 
of bridges more than once in 5 years. Although aged 
bridges need maintenance, which requires costs and 
human labors, the problem of lack of engineers may 
prevent aged bridges from sufficient maintenance [1].  

One solution is to utilize sensors to identify the 
location and degree of damage. Referring some 
researches related to vibration monitoring, 
deterioration in rigidity due to damage may lead to 
changes in the natural frequency of the truss.  For 
example, Yoshioka [2] studied how the vibration 
characteristics of the steel truss bridge changed by the 
damage to the member and showed that the modal 
characteristics for in-plane direction was changed by 
the partial damage to the diagonal member.  

This study assumes to utilize vibration signals for 
the damage detection of the truss bridges. In the 
vibration-based method, one key factor is natural 
vibration characteristics (natural frequency and 
natural vibration mode) of the structure. Hence, 
representing the damage of the structure by the 
reduction of the elastic modulus, eigenvalue analysis 
is conducted to find out the idea that which member 
is more sensitive to its natural frequency and natural 
vibration mode of the truss structures that comprise 
many members. The knowledge obtained from this 
study is expected to contribute to the damage 
detection of structures using sensor data, i.e., to 
determine optimum sensor locations   

 
TRUSS BRIDGE TO BE ANALYZED 

 
The structure to be studied is named Hayakawa 

bridge of Hakone Tozan Railway.  Fig.1 is Hayakawa 
bridge side view [3]. It is a double Warren truss 
bridge, which is approximately 63 meters in length, 
was constructed in 1888.  The reason why this bridge 
was picked up is that this truss structure is a typical 
aged railway bridge in Japan.  Wrought iron was used 
for the material.  
 
MODELING AND EIGENVALUE ANALYSIS 

 
This study paid attention to the change in the 

vibration characteristics when a member of the truss 
structure is assumed to be damaged.  

A structural analysis software TDAPIII [4] was 
used in this study.  Based on the Hayakawa bridge, 
truss model was created by two dimensional finite 

 
 

Fig. 1 Hayakawa bridge side view 
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elements. The finite element model of Hayakawa 
bridge is shown in Fig.2.  The parameters used for the 
analysis are shown Table 1. Truss members are 
treated as 46 truss element and 24 nodes. Eigenvalue 
analysis was carried out considering up to 4th 
vibration mode.  
 
RESULTS 

 
 Fundamental Vibration Characteristics 

 
Natural vibration modes along with natural 

vibration frequencies of the truss bridge are shown for 
first to fourth mode in Fig.3.  In the second and third 
order modes, nodes of vibration are seen near the 
center of the truss. In general, as higher modes are 
susceptible to noise, this study focuses on the first 
vibration mode.  

 
 Effect of the Damage to one Member on the 
Natural Frequency  
 

Eigenvalue analysis is performed when the elastic 
modulus of a member from upper chord/ diagonal/ 
lower chord is assumed to be changed. The degree of 
reduction of the elastic modulus is assumed to be 50%. 
 
 Upper chord  

Fig.4 shows the decrease rate of the natural 
frequency depending on the member location.  The 
vertical axis shows the ratio of reduction of natural 
frequency to its natural frequency of non-damaged 
structure.  It seems that the central member has the 
biggest effect on the decrease of the natural frequency.   
 
Diagonal member  

Fig.5 shows the decrease rate of the natural 
frequency of the truss bridge. The end member has 
the most significant effect on the decrease of the 
natural frequency while other members have similar 
minor effect.  Near the center of the diagonal 

 
 

Fig. 2 Finite element model of Hayakawa bridge 

Table 1 Parameter used for the analysis 
Parameter Breadth Height Sectional area Poisson’s 

ratio 
Elastic modulus Mass density 

Unit 500mm 500mm 20000mm2 0.3 206GPa 7.8☓10-3 

 

 
 

First mode 3.2065Hz. 

 
 

Second mode 10.493Hz 

 
 

Third mode 13.821Hz 

 
 

Fourth mode 15.569Hz 
 
Fig. 3   The first to fourth natural vibration modes  

 
 

Fig. 4   Member position and decrease rate of 
natural frequency 
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members, the effect becomes almost zero, which 
means that damage to the central member does not 
affect the natural frequency.  
 
Lower chord 

Fig.6 shows the decrease rate of the natural 
frequency.  As similar to the upper chord case, the 
central member has the most significant effect on the 
natural frequency.   

From these results, the position of the truss 
member that is the most influential is shown red in 
Fig.7.  

 
Analogy by Static Loading  

 
The deformation shape of the 1st mode of the truss 

structure is analogous to the static deflection when 
lower chord is subjected to vertical loadings as shown 
in Fig.8.  Hence, axial member forces are calculated 
when lower chord is subjected to vertical loadings.   

The obtained deformation shape is shown in Fig.9.  
We can confirm that this shape is similar to the 1st 
vibration mode shape.  

 Axial forces were shown in shown in Fig.10 for 
upper and lower chord members, and Fig.11 for 
diagonal members. It was found that the induced axial 
forces became most severe at the members same as 
those were most influential to the natural frequency 

 
 

Fig. 5   Member position and decrease of natural 
frequency 

 

 
 
Fig. 6   Member position and decrease of natural 

frequency 
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Fig. 7   The members most influential to the 
natural frequency of the structure 

 
 

Fig. 8   The deformation shape of the truss when 
subjected to vertical loads 

 

 
 
Fig.9    The deformation shape of the truss when 

subjected to vertical loads 
 
 

 
 

Fig. 10   Induced axial forces of upper chord and 
lower chord members  

 

 
 

Fig. 11 Induced axial forces of diagonal 
members 
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of the truss structure as shown in Fig.10 for upper and 
lower chord members, and Fig.11 for diagonal 
members.  

 
 Effect of Damage Degree of the Most Influential 
Member on the Natural Frequency  

 
Next, eigenvalue analysis was performed by 

lowering the stiffness ratios of the most influential 
member (shown in red in Fig.7) by 20%, 50%, and 
80%.  Fig.12 to Fig.14 show the results when the 
rigidity ratio of the upper chord, diagonal member, 
lower chord has changed, respectively.  The decrease 
rate of the natural frequency is gradually increased by 

decreasing rigidity of the member. They seem to be 
drastically changed at around 50% reduction of 
original rigidity.  
 
Changes in Natural Frequencies Accompanying 
the Rigidity Ratio for Higher Modes  
 

Up to here, we consider only the fundamental 
vibration mode.  However, the sensors installed on 
the bridge would observe signals that consist of 
vibration modes including higher modes.  Hence, the 
effect of higher modes is investigated next.  
 
Upper chord member  

Figs.15 to 17 shows the rate of change in natural 
frequency for the second mode to the 4th mode when 
the rigidity ratio of one of the members from upper 
chord is reduced to 50%.  Looking at the second mode, 
the member 4 has almost zero effect while the 
member 8 is the most influential.  Regarding 3rd 
mode, members 7 and 8 seems to have the most little 
influence.  4th mode shows very complicated mode 
shape.  

From the observations of the second and third 
mode, it seems that when the damaged members 
locate on the vibration node of each mode, decrease 
rates of the natural frequencies are insensitive to the 
damage.  Hence, sensors should not install adjacent to 
the nodes if the system depends on higher mode 
information.  
 
Diagonal member  

Figs.18 to 20 are rate of change from the second 
mode to the 4th mode.  Different from the upper chord 
member, relation between locations of node and the 
damaged member is not clear.  

 
 
Fig. 14   Decrease rate of the natural frequency 

when the stiffness ratio by the upper 
chord material in Fig.7 is reduced by 0% 
to 80%  
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Fig. 12 Decrease rate of the natural frequency 
when the stiffness ratio of the upper 
chord material in Fig.7 is reduced by 
0% to 80% 

 

 
 

Fig. 13 Decrease rate of the natural frequency 
when the stiffness ratio by the upper 
chord material in Fig.7 is reduced by 0% 
to 80%  
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Lower chord member 

Figs.21 to 23 are rate of change of natural 
frequency for the second mode to the fourth mode.   
Looking at the second mode, if the location of the 
damaged member is close to the vibration node (i.e. 
member 7), natural frequency is insensitive to the 
damage.  For the third mode, when member 4 or 5 is 
the damaged member, natural frequency is also 
insensitive to the damage.  However, the location of 
the member is different from the position of vibration 
node.  

 
 

Fig. 15  Upper chord member position and 
decrease of natural frequency 

 

 
 

Fig. 16 Upper chord member position and 
decrease of natural frequency 

 

 
 

Fig. 17 Upper chord member position and 
decrease of natural frequency 
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Fig. 18 Diagonal member position and decrease 

rate of natural frequency 
 

 
 
Fig. 19 Diagonal member position and decrease 

rate of natural frequency 
 

 
 

Fig. 20 Diagonal member position and decrease 
rate of natural frequency 
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CONCLUSIONS 
 

For the damage detection of aged truss structure 
based on their vibration characteristics, this study 
conducted eigenvalue analysis, assuming to utilize  
sensor data (vibration signals). Deterioration of the 
structural member was represented by the reduction 
of its elastic modulus. Results show that structural  
damage of upper and lower chord near the center of 
the structure are the most influential members for   
the first mode natural frequency while damage to  
members near the vibration nodes is insensitive to  
natural frequencies for higher modes.  These results 
indicates that the effect of damage to a truss member 
on the natural frequencies depends on vibration 
modes.  Hence, consideration of sensor locations 
according to the focusing vibration mode may lead to 
better detection of damage to the truss member that is 
sensitive to the corresponding vibration mode.  In this 
way, the knowledge obtained from this study is 
expected to contribute to the damage detection of 
structures using sensor data. 
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Fig. 21 Lower chord member position and 

decrease rate of natural frequency 
 

 
 
Fig. 22 Lower chord member position and 

decrease rate of natural frequency 
 

 
 
Fig. 23   Lower chord member position and 

decrease rate of natural frequency 
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AN AGENT-BASED SUPPLY CHAIN NETWORK WITH QUALITY 
AGENT MEDIATORS FOR QUALITY COORDINATION 

C.Y. LAM 
Graduate School of Engineering, Hiroshima University, Japan 

ABSTRACT 

A good quality coordination framework is necessary for a supply chain network if it is to achieve a competitive 
advantage in terms of customer satisfaction. It can also help to ensure quality and prevent devastating quality 
problems with the products or services that are delivered by the supply chain network. In this paper, an agent-
based modeling approach is proposed for the development of a supply chain network, in which quality agents are 
used as mediators who monitor and control the input and output quality information that is generated from entities. 
Hence, appropriate and suitable corrective actions can then be carried out to adjust any deviations in quality. 
Agents need to address problems of autonomy and complexity that cause changes and disruptions with their 
intelligence, so under the proposed agent-based modeling approach, a supply chain network with higher visibility 
and better quality coordination can be constructed for the entities, and high quality can be assured in the supply 
chain network. An agent-based modeling approach with three types of quality agents as mediators for the supply 
chain network is proposed here. 

Keywords: Agent Modeling, Multi-agent system, Quality coordination, Supply chain management, Supply Chain 
Network 

INTRODUCTION 

Supply chain management is the necessary 
cornerstone of competitive strategy, increased market 
share, and shareholder value, for most organizations. 
Many organizations have directed significant 
attention toward working more closely with supply 
chain partners, including not only customers but also 
various types of logistics entities in the supply chain 
network, such as manufacturers, distributors, and 
retailers. The development of more meaningful 
“relationships” through the supply chain network can 
achieve better coordination and integration among the 
participating entities, so the value of the delivered 
products or services from the supply chain network 
can be maintained or increased [1]-[5]. 

According to the literature, many researchers have 
studied the dynamic network relationship of the 
supply chain network, and have characterized the 
contemporary business situations and the internal 
functional structure of the supply chain network [6]-
[10].  The importance of network relationships for the 
value of the delivered products or services can also be 
found in the literature [11]-[16]. 

In modeling the network relationships in the 
supply chain network, most research papers solely 
represent the supply chain network as a process flow 
so as to capture the paths and tasks directly. However, 
a supply chain network is a complex adaptive system 
[17]-[20] that involves a certain degree of autonomy 
among the entities that take part in it. Therefore, in m 

odeling the supply chain network, researchers 

have increasingly turned to the frameworks that are 
derived from agent-based systems [21]-[26].  

The Agent-based system is a distinctive modeling 
technique that emerged from a number of research 
disciplines including artificial intelligence, system 
design and analysis using object-oriented 
methodology and human interfaces [21], [27]-[32]. 
Throughout these research disciplines, the agent-
based system has been defined as a useful 
computational model for studying the coordination 
issues arising from the interaction of the individual 
behaviors of a collection of entities. The agents work 
through autonomous rule based reasoning in response 
to their internal and external environment, they also 
organize themselves to provide solutions by 
determining the structures, heterogeneity and 
hierarchy of the problems or environments in which 
they are participating. Therefore, an agent-based 
system represents and models agents as reasoning 
autonomously, interacting with other agents, adapting 
to environmental changes. They also pursue 
advantages in a rational manner [33][34]. Moreover, 
agents autonomously operate without the direct 
intervention of other humans. In full control of their 
actions and objectives, agents possess problem-
solving capabilities; they send and receive messages 
concerning their current situations to agents in other 
related or in the same-environment, and display 
“evolutionary” behaviors in response to changes [21] 
[25] [27] [28] [32] [34]. 

In the research into supply chain networks, the 
framework of agent-based systems ranges in size and 
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complexity from simple diagrams of decision making 
to complex entities’ behaviors and interactions. An 
agent-based system captures the interaction of 
independent and distributed entities as well as their 
behaviors. Most researchers use the agent-based 
system framework to represent the interactive 
processes within supply chain networks, and some 
researchers have extended the agent-based system 
framework to address coordination problems at the 
enterprise level of supply chains. Moreover, some 
researchers coordinate the behavior of the business 
functions with agents’ decision making policy and 
processes [32]. These researchers develop agent-
based systems for utilizing information into complex 
architectures supporting multi-objective decision 
making, rationalizing system design, and for reducing 
uncertainty. All this research shows that the 
autonomy of the agent-based system is potentially 
valuable in helping, realistically to capture and 
simulate the dynamics of the complexity inherent in 
the supply chain network.  

Despite the recent growth of research interest in 
using agent-based systems for modeling the supply 
chain network, it is clear that research has yet been 
unable to fully exploit the potential of the agent-based 
system. This may due to the difficulties of fitting the 
agent-based system to practical disciplines, and many 
practitioners have turned to modeling only for single 
entity applications. In addition, there is relatively 
little direct research that addresses the usage of agent-
based modeling for quality coordination in the supply 
chain network, and there is also relatively little 
research that stresses the importance of mediating 
agents in assisting supply chain coordination 
activities.  

In this paper, an agent-based modeling approach 
is proposed for the development of a supply chain 
network, in which mediating agents are proposed and 
used as mediators to monitor and control the quality 
of information from entities, and appropriate and 
suitable actions will then be carried out to adjust the 
quality deviation, so a higher visibility and better 
quality coordination can be achieved from the supply 
chain network. 

AGENT-BASED MODELIG IN A SUPPLY 
CHINA NETWORK  

Agents need to address problems of autonomy and 
complexity that cause changes and disrupt their 
intelligence. Using the proposed agent-based 
modeling approach, a supply chain network with 
higher visibility and better quality coordination can 
be constructed among the entities. The major feature 
of the proposed modeling approach is the use of 
quality agents as mediators to monitor and control the 
input and output quality information from entities. 
The quality information including the information 
from the entities of manufacturers, distributers, 

retailers, etc., and the quality information can be 
considered as the quality performance of the products 
or services. This information is essential for a supply 
chain network to produce and maintain high quality 
products or services for customers. 

Structure of Quality Agents in the Supply Chain 
Network ENVironment (SCN-ENV) 

A supply chain network is a network that 
composes a parallel flow of products, materials, 
services, and information from the suppliers through 
various intermediate entities to the customers, where 
all the entities are interrelated and connected together 
for the efficient and effective flow of information 
concerning the quality of the products or services in 
the network. In the proposed agent-based modeling 
approach, the quality agents respond and react to all 
the series or parallel events performed by the entities 
within the supply chain network, and these events can 
be denoted as a set of events E, i.e. 

  eeeeE ,,,, 210   (1) 

where e is the element of events E, and the events 
in the supply chain network can be distributed or 
continuous. For each recorded event in the supply 
chain network, there should be a related distinctive 
action responding to the event. These actions can be 
denoted as a set of actions ACT, i.e. 

   ,,,, 210 ACT           (2)

 where α is the element of the actions ACT, and 
the number of actions ACT are limited to the number 
of events E in the supply chain network, i.e. 

EACT   . Each α in the set of actions α carries a 
series of items of quality information from the 
previous event as an input action for the next event; 
meanwhile each α  in the set of actions ACT also 
carries a series of items of quality information after 
each event is completed, as an output action. Since 
agents are used to monitor and control the actions in 
the supply chain, the actions α are then adaptive to 
the changes that occur in the events e. 

In the proposed agent-based modeling approach, 
the supply chain network starts from an event e0 of an 
entity. Next, the quality agent will decide on a set of 
actions α for the event e1 that leads to the next event 
of the supply chain network. Quality agents will 
decide on many appropriate actions for an event, but 
only one suitable action will be executed. This will 
lead to the start of the next event. The agent will 
continually decide the appropriate actions for each 
event in the supply chain network until the last event 
is reached.  

The quality agents all possess quality information 
of different kinds. They will process this quality 
information to decide on what action is appropriate 
for the next event in the supply chain network. Due to 



SEE - Nagoya, Japan, Nov.12-14, 2018 

760 

Fig. 1. The relationships and framework between the 
three types of intelligence quality agents. 

the dynamic variables in the supply chain network, 
the amount of quality information input for an event 
may be different from the output quality information 
from previous events. The agent is responsible for 
monitoring and controlling these variations.  

If the output quality information from an event is 
better than its input quality information, it means the 
performance of this particular event was good, and 
quality problems may not exist in this particular event. 
With this good quality information, the quality agent 
will then decide on what action is appropriate for the 
next event. In this way quality can be maintained 
within the supply chain network. 

On the other hand, if the initial input quality 
information to an event is better than the output 
information from it, it means quality problems may 
exist in this particular event, and investigation or 
corrective actions will be initiated by the quality 
agent on this particular event or the quality agent will 
decide what action is appropriate  for the next event 
so as to maintain the quality in the supply chain 
network. Variation between the input and output 
quality information can be determined by the 
following algorithm: 

     
 


ii

ii
ii ey

ex
eQeQ 1

 (3) 

where Q(ei+1) is the status of the quality 
information for the event ei+1, Q(ei) is the status of the 
quality information of event prior to it ei. ∑𝑥(𝑒) and 
∑𝑦(𝑒) are the input and output quality information 
of the event ei respectively. τ is an agent coefficient 
that represents the investigation or corrective actions 
of a quality agent in order to maintain the status of the 
quality information of an event.  

For a supply chain network to be completed, a set 
of event-action routings R is involved. The set of 
routings R for the quality agent in the supply chain 
network is induced by the interchanging sequence of 
the events and the executed actions, and a general 
routing can be illustrated as: 





 eeeer
1210

210:


  (4) 

where r is the element of routings R, i.e. R =
{𝑟, 𝑟ଵ, 𝑟ଶ, ⋯ , 𝑟ஶ}, and R can be considered as all the 
possible routings for each event and the appropriate 
actions based on reliable quality information. 

Since agents have to address problems of 

autonomy and complexity that lead to changes and 
disruptions with their intelligence, an agent 
coefficient for the quality agent action is then also 
added to each action to represent the agent action that 
deviates from the normal action, as well as the routing 
adjustment. The set of agent-heuristic routings can 
further be illustrated as: 

 AGAGAGAGAG rrrrR  ,,,, 210   (5) 

where RAG is the agent-heuristic routing, and 





 eeeer AG
1210

210:


 . With the set of 

events E, action ACT, agent-heuristic routing   RAG 
and agent coefficient τ, the Supply Chain Network 
ENVironment SCN-ENV for the agent can then be 
defined as: 
SCN-ENV = <E, ACT, RAG : 𝜏>          (6) 

Therefore the quality agents that are involved in 
the supply chain network environment SCN-ENV, 
inherit the SCN-ENV properties but can make their 
own action decisions. 

Types of Quality Agents in the Supply Chain 
Network 

In the proposed agent-based modeling approach 
in the supply chain, three types of intelligence quality 
agents are proposed, i.e. detection agent, decision 
agent, and action agent.  All these agents are subject 
to the properties of the supply chain network 
environment, i.e.  
AGENT def <DETECTION_AGENT, DECISION 
AGENT, ACTION AGENT> 
s.t. SCN-ENV = <E, ACT, RAG : 𝜏>          (7) 

The detection agent is the intelligence agent that 
is responsible for the capturing and recording of the 
status of all the quality information within the supply 
chain network. Therefore, to obtain the quality 
information Q(ei) from an event ei, the detection agent 
will capture and record the status of it as a set of 
quality information in the supply chain network 
environment SCN-ENV, i.e. 
   ii eQAGENTDETECTIONeQ :_

  qqqq ,,,, 210   (8) 

After the quality information is captured and 
recorded, the quality information will be processed by 
the decision agent. The decision agent possess a 
certain level of skill and is knowledgeable about how 
to process the designated quality information and has 
considerable skill in handling scientific algorithms 
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and computations so as to determine any changes 
needed in the quality information, i.e. 

    qqqqeQAGENTDETECTION i ,,,,:_ 210 

 ieQAGENTDECISION *:_  (9) 

where Q*(ei) is the designated quality information 
with 3 situations, i.e. Q*(ei) = 1: the output quality 
information is better than the input quality 
information; Q*(ei) =0: the output quality 
information is the same as the input quality 
information; and Q*(ei) = -1: the output quality 
information is worse than the input quality 
information 

If changes occur in the quality information and 
have been detected by the decision agent, a set of 
appropriate actions will then be generated by the 
action agent. Action agents are adaptable and can 
generate and store the appropriate actions for every 
events, and will select one suitable action for the 
event to execute, i.e. 

   _1;0;1:_ * ACTIONeQAGENTDECISION i 

 AGAGAGAGAGACTAGENT   ,,,,: 210   (10) 

where ACTAG is the set of appropriate actions for 
an event, but only one suitable action 𝛼ାଵ

ீ  will be 
executed by the action agent for the next event, i.e. 

  1
*

1:_   i
AG

i
AG eQACTAGENTACTION   (11) 

where 𝛼ାଵ
ீ  is the most suitable action for the next 

event, in which appropriate corrective action is 
carried out to maintain the quality of the information 
Q(ei+1)  for the next event in the supply chain network. 
The relationships and framework between the three 
types of intelligence quality agents in the supply 
chain network are illustrated in Fig. 1. 

Agent Adaptation and Learning in a Supply Chain 
Network 

Two adaptation and learning memory 
mechanisms are adopted by the quality agents to 
enhance the monitoring and controlling of the quality 
information so as to determine the appropriate actions 
for the events. The two memory mechanisms are 
“explicit memory” and “implicit memory”. “Explicit 
memory” allows the quality agent to learn from 
historical agents’ actions so they can react quickly 
and similarly to any significant changes in the quality 
information, while “implicit memory” allows the 
quality agents to propagate the agents’ action in 
response to changes of the quality information. 

The “explicit memory” mechanism is based on the 
distributed case-based learning approach that was 
developed from the former agents’ action and 
behavioral patterns on quality information, and is 
stored in its knowledge base. Such knowledge is then 
reused for future cases which possess similar quality 
information. This knowledge is retrieved through an 
extended case-based reasoning mechanism. 

The main purpose of the “implicit memory” 

mechanism is to modify deviation in the promissory 
quality information. The forecasting-based learning 
approach simulates the agents’ action and behavioral 
patterns regarding unforeseen perturbations and 
changes in the quality information from the events of 
the entities. By revealing these unpredictable 
behaviors, the quality agents are then able to generate 
appropriate agents’ action to correct any deviation in 
the quality information.  

Communication between Agents 

In the proposed agent-based modeling approach, 
agents communicate and interact to maximize 
internal utility functions and maintain stability in the 
supply chain network environment SCN-ENV. There 
are two main kinds of communication information 
between the agents, i.e. information about quality and 
information about action. Fig. 2 illustrates the 
communication cycle of a quality agent for an event 
in the supply chain network. 

Fig. 2. The communication cycle of the quality agent 
for an event in the supply chain network. 

In agent communication, there are two rule-based 
communication methods for transmitting 
communication signals, i.e. through public 
broadcasting or one-to-one communication. In 
communication through public broadcasting, all 
agents in the supply chain network environment SCN-
ENV can receive communication signals despite the 
position of the event or of the entity in the supply 
chain network, and then the target agents can respond 
to the signals. In one-to-one communication, the 
communication signal is sent to the target agents only. 

A SIMULATION STUDY 

For illustrating the proposed agent-based 
modeling approach in the SCN-ENV with agents’ 
action and flow of quality information, a simulation 
study on a supply chain network is conducted. The 
simulation involves 3 manufacturers, 4 distributors, 
and 7 retailers that are targeting 10 markets. 

Since there are 3 manufacturers M = {1, 2, 3}, 4 
distributors D = {1, 2, 3, 4}, 7 retailers R = {1, 2, …, 
7}, and 10 markets M = {1, 2, …, 10}, there are totally 
840 possible agent-heuristic routings with a minimum 
of 2520 agents, coefficient and corrective action for 
each product. In this simulation, the data for the 
optimization of the SCN-ENV are quantified by the 
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synthetic analytical methods so as the quantified data 
can be used as the quality performance data.  The 
product demand, the quantified quality standard for 
each entity, and the quantified quality information 
from entity to entity are predefined in the agent 
environment. For the quantified quality standard, 
there are upper and lower limits for the data so that 
flexibility can be induced for the agent coefficient 𝜏, 
so for any deviation that occurs between the quality 
information and quality standard, quality agents will 
carry out the corrective action 𝛼 . The agent 
coefficient 𝜏 and the corrective actions 𝛼 are agent-
heuristics that are determined by the quality agents in 
the simulation. For this repeated monitoring and 
controlling of the quality information and the agents’ 
actions, the optimizations of the proposed agent-
based modeling approach in the SCN-ENV, with 
maximum quality information in terms of the best 
agent-heuristic routings with corrective actions, can 
be simulated. The best agent-heuristic routings with 
case-based and forecasting-based set of 𝜏𝛼ௗ

ଵ (𝑒), 
𝜏𝛼ௗ

ଶ (𝑒) , and 𝜏𝛼
ଷ (𝑒)  are thus defined as 

𝑀ଵ  𝐷ଵ  𝑅ଵ  𝑁ହ , 𝑀ଵ  𝐷ଶ  𝑅ସ  𝑁ଷ , …, 
𝑀ଽ𝐷ଵ𝑅଼𝑁ଵ . The quality information and 
performance within the supply chain network 
environment SCN-ENV can also be maximized: 
𝑄ௗ
ଵ∗ = 490, 𝑄ௗ

ଶ∗  = 114, and  𝑄
ଷ∗ = 124). In addition, 

using the agent-based modeling approach, quality 
agents can also identify the worst quality routings as 
well as the entities with relatively poor quality 
performance, i.e. the entities of Manufacturer M2, 
Distributor D3, and Retailers R3, R6, R7 in the case 
study, therefore, the quality agents do not organize 
any agent-heuristic routing through these entities, and 
direct the agent-heuristic routings to other entities 
within their ability. Therefore, by maximizing the 
quality information in the supply chain network 
environment SCN-ENV with agents’ action, the 
entities can closely interact with each others and 
achieve higher visibility and better quality 
coordination. 

CONCLUSION 

In this paper, an agent-based modeling approach 
is proposed for the development of a supply chain 
network, in which quality agents are proposed as 
mediators to monitor and control the input and output 
quality information that is generated by the entities. 
The major feature of this approach is that the model 
adopts the features of agent for quality coordination. 
Thus the proposed quality agents can autonomously 
and adaptively act as mediators to generate 
appropriate and suitable corrective actions for 
adjusting any deviation in quality.  In this way quality 
performance can be assured in the supply chain 
network. Moreover, in optimizing the agent-based 
modeling approach, and by maximizing the quality 
information in SCN-ENV with agents’ action, the 

entities can closely interact with each other and 
achieve higher visibility and better quality 
coordination; therefore, a higher customer 
satisfaction can be achieved in the supply chain 
network. 

The modeling approach proposed in this paper can 
be further improved in several ways.  In the SCN-
ENV, sub-agents can be used to assist with quality 
coordination within the events of the entities so as to 
enhance the autonomy and adaptively of the supply 
chain network. Moreover, for the quality agent, the 
definition of quality information can further be 
elaborated and equipped with other elements, such as 
the cost of taking corrective actions. To further 
elaborate these elements, the agent-based modeling 
approach can balance the objectives between the 
quality information and the operational cost of the 
supply chain network. Therefore, if any quality 
problem arises in the supply chain network, the 
corrective action taken by the quality agents can 
maximize the quality performance as well as 
minimize the cost of the whole operation. In turn, 
customers can be satisfied by the quality of the 
delivered products or services, the profit from the 
supply chain network can be maintained and the loss 
from taking corrective action can be controlled.    
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DESIGN, ANALYSIS, FABRICATION AND ANALYSIS OF SMALL WATER 

TURBINE 
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ABSTRACT 

This study designed different blades to make the small-impact water turbines. ANSYS / Fluent hydrodynamic 

software is used to calculate the torque and power for different blade shapes. From which to find the most 

effective of blade shape, and in accordance with its blade design, the use of anti-corrosion glass fiber and resin 

is to manufacture the composite blades. The amount of electricity produced by the turbine made of 

anti-corrosion composite blades is compared with another group of unexplored wood blade turbines. As a result, 

the turbine blades made of anti-corrosion composite blades can get a large amount of power. 

Keywords: Turbine, ANSYS / Fluent, Anti-corrosion composite blade, Torque 

INTRODUCTION 

In recent years hydropower is quite popular green 

energy [1]. Small hydroelectric power system its 

advantages include the construction of small areas 

can be integrated into the natural environment and 

power generation area restrictions less ... and so on, 

but to develop small hydropower system to consider 

the main points include 1. In response to different 

head height, 2 different water flow options, 3. Initial 

investment and follow-up maintenance should not be 

too high. To sum up the conditions for the study is 

the water turbine design should pay attention to the 

problem [2 ~ 3]. From the literature [4 ~ 5] pointed 

out that the impact of water turbine blades are 

particularly suitable for high head low flow 

conditions. Nakanishi [6] also carried out the impact 

of water turbine blade simulation analysis and 

experimental data were compared, the results show 

that the values are similar between the two. 

Therefore, it is proved that the simulation analysis 

can effectively predict the various types of impact 

water turbine blades. So this study carried out the 

impact of the design of the form of water turbine 

blades, and then designed to complete the water 

turbine blades. And then use computational fluid 

dynamics (CFD) for analysis and simulation to 

obtain the optimum water turbine blades. 

In order to increase the turbine power generation 

efficiency, this paper uses ANSYS / Fluent analysis 

to find the same boundary conditions, the maximum 

power blade. In accordance with its blade design, the 

use of glass fiber and resin is to produce the 
anti-corrosion composite blades. The 

amount of electricity produced by the turbine made 

of anti-corrosion composite blades is compared with 

another group of unexplored wood blade turbines. 

RESEARCH METHODOLOGY 

THEORETICAL BACKGROUND 

Turbine theory based on computational fluid 

dynamics theory that is a calculation method for 

ANSYS / Fluent software. In the case of finite 

volume analysis, the flow field is divided into many 

fine grids, using the momentum equation under the 

microscopic condition, the mass conservation and the 

mass conservation equation, and the fluid flow and 

the heat transfer coefficient are integrated to perform 

the numerical analysis. That is, using a finite grid to 

calculate the algebraic equations between field 

variables to solve the approximation between the 

equations of the variables [7,8]. Fluent has been used 

in all aspects of the application [9-11]. Many papers 

had proposed the small scale hydropower 

works[12-13]. The relevant hydrodynamic formula is 

as follows: (microscopic Renault transmission 

equation): 

Mass conservation equation: (1) 

:grad= + + ， :density 
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t:time :velocity 

Momentum equation: Newtonian Fluid: 

Navier-Stokes Equations: 

X-direction:  

(2) 

Y-direction: 

(3) 

Z-direction: 

(4) 

ρ:density, t:time, , u:velocity 

component in x-direction, v=velocity component in 

y-direction, w=velocity component in z-direction, 

μ:Viscosity coefficient. 

ANALYTICAL PROCEDURES 

After confirming that the tank size is 550 mm * 550 

m * 200 mm, with its size reference,  the drawing 

software is used to plot the blades and water tank, 

and then ANSYS / Fluent is performed to do analysis 

to find the maximum power turbine for production. 

The flow field and rotor were represented by many 

small grid, the flow field and rotor material is 

assigned to be the mixture to perform a steady-state 

analysis. The viscosity coefficient is realizable, and 

the inlet flow rate for the pumping motor 

specifications is 0.645kg / s, rotor speed is set to 

be130rpm.Velocity distribution is shown in Figure 1, 

the pressure distribution is shown in Figure 2. And 

torque can be found to calculate the output power. 

Fig. 1. Water velocity distribution 

Fig. 2. Pressure distribution on blade 

BLADE DESIGN 

Figure 3 is the geometry of seven kinds of blades. 

Table 1 is the calculated torque and power for these 

blades. From the analysis results we can see that the 

blade design 7 pressure distribution is more 

concentrated. The pressure is also larger, as shown in 

Figure 4a-b, and the larger the number and the size of 

the blade that can produce more power. The blade 

design 7 uses the nozzle design 1 to produce 

maximum power in these blade designs. Blade design 

reference Bellton type is a turbine blade similar to 

the spoon-style blade that can absorb the impact of 

water. Drainage design in the blade will successfully 

remove the impact of water that will not be retained 

in the blades. 

Manufacture of anti-corrosion composite blades 

The reason why the glass fiber composite is selected 

to make the blades that with high strength, light 

weight, corrosion resistance and wear resistance and 

other characteristics. Their tensile strength of the 

standard state is 6.3 ~ 6.9 g / d. Its tensile strength is 

strong, and has the large elongation within the elastic 

limit of the material. So It has the capability to 

absorb the large impact energy, and has good water 

resistance, it is very suitable for the  

Table 1 the calculated torque and power 

Blade number Torque(Nm) Power(W) 

Blade 1 1.02 13.9 

Blade 2 1.69 22.97 

Blade 3 2.22 30.22 

Blade 4 8.39 114.19 
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Blade 5 10.98 149.53 

Blade 6 8.68 118.11 

Blade 7 23.03 313.55 

Fig. 3 The geometry of seven kinds of blades 

Fig. 4a. Pressure distribution for blade design 1 

Fig. 4b. Pressure distribution for blade design 7 

production of impact turbine blades [3]. This study 

uses a glass fiber cut blanket, shown in Figure 5, 12 

μm monofilament fiber diameter yarn stocks, evenly 

distributed in the plane but no direction. 

Monofilament diameter is thick, the product surface 

will be rough, but there has better hardness. 

Fig. 5. Glass fiber cutting blanket 

Fig. 6a The upper mold 

Fig. 6b The upper mold 

In order to understand the impact of production 

methods, two ways are used to make blades: closed 

mold making blades and open mold making blades. 

The use of 3D printing machine and the material is: 

Pla Plate 3.0mm. Print out of the upper mold and the 

lower mold are shown in Figure. 6a-b. 

CLOSED MOLD MAKING BLADES 

The resin is mixed with the hardener in proportion. 

Cut kraft paper, the size can be spread throughout the 

mold. Use double-sided adhesive, paste the kraft 

paper bag to the mold to help demoulding. Kraft 

paper bag coated with wax oil or release agent, and 

then put the glass fiber. At the same time a layer of 

resin is painted once shown in Figure 7, a total of 

three layers of glass fiber is put. After the resin is 

painted, cover the upper mold and the lock frame is 

used to fix the upper and lower molds. Then itis put 

into the oven that heated to 100 Co and time for 55 

minutes as shown in Figure 8. After the work piece is 
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hardened, it will get the glass/epoxy blade after 

demold and trim as shown in Figure 9-10. 

OPEN MOLD MAKING BLADES 

Using the original lower mold to make open mold, 

add the bevels at the grooves of the two tripods, as 

shown in Figure 11 that will be easily open the 

demolding. The same method uses 3D printing 

machine to print out the mold, as shown in Figure 12. 

The production process is roughly the same as that of 

the closed mold. After several tests and 

improvements, the following best production 

methods are obtained: The resin is mixed with the 

hardener in a ratio of 2: 1 to produce a group of 

blades using about half can of the resin. In order to 

prevent the kraft paper rupture, leading to resin into 

the mold surface, we put two layers of kraft paper on 

the mold, and two layers of kraft paper with 

aluminum foil stickers together. The release agent 

was changed to be butter. The shape of the glass fiber 

can be cut into blades. Painted with resin, covered 

with glass fiber, waiting for resin impregnated glass 

fiber, and then painted with a layer of resin, a total of 

3 layers of glass fiber are put. The mold put in the 

furnace and set the heating temperature of 60 ℃, 

time is 40 minutes, wait two hours after cooling, then 

put it in room temperature over one night, and 

demolition the next day. 

Fig.7. Painting the resin 

         

Fig.8 The mold after heating 

The shape of the glass fiber can be cut into blades. 

Painted with resin, covered with glass fiber, waiting 

for resin impregnated glass fiber, and then painted 

with a layer of resin, a total of 3 layers of glass fiber 

are put. The mold put in the furnace and set the 

heating temperature of 60 ℃, time is 40 minutes, 

wait two hours after cooling, then put it in room 

temperature over one night and demolition the next 

day. 

Fig. 9 Demold 

Fig.10 Glass/epoxy blade 

Fig. 11 Oblique angle diagram 

Fig. 12 Open mold for blade 

Repeat to make the eight blades and use the same 

process to make circular axles, and drill the axle, the 

use of screw nut to lock the blade, that is, complete 
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the turbine blades shown in Figure 13. 

THE OVERALL STRUCTURE OF THE 

TURBINE AND EXPERIMENTAL TEST 

The turbine will be locked into the tank, the output of 

the axle will be accelerated with the speed increaser 

that speed ratio of 1: 2 as shown in Figure 14. Using 

the shrinkage jet to speed up the output water, water 

pipe diameter is 25mm and nozzle diameter will 

reduce to 15mm as shown in Figure 15. The overall 

structure of the turbine after the overall combination 

is shown in Figure 16. The generator is in series with 

a 3w bulb, and connect the mulimeters. The use of 

pumping motor and long pipeline flushes the water 

from ground, 2,3,4 floor into the water turbine to 
rotate the turbine that makes the generator to 

generate electricity. Record voltage and current are 

recorded, and the tachometer is also used to measure 

the rotaing speed that will be used in the hydrulic 

analysis to calculate the output powe. 

Fig. 13 Turbine blade after assembly 

Fig. 14 speed increaser 

Fig. 15 water nozzle 

Fig. 16 The overall structure of the turbine 

RESULTS 

DISCUSSIONS 

The power produced from the turbine with the 

anti-corrosion composite blade and compared with 

that fromthe turbine with the undesigned wood blade 

shown in Figure 17. It is shown in Figure 18 that the 

designed blades have a higher power generation 

compared to the wood blades. On the structure, we 

use the speed increaser to make the generator to have 

a larger speed and output more torque to drive the 

generator. 

Fig. 17 Power get from two blades   

Fig. 18 Comparison between analysis results and 

tests 
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It can be seen from Figure 18 that the higher the floor, 

the lower the power generation efficiency. It is also 

found that the test results are lower than that of the 

theoretical data. Possible causes of this phenomenon 

are the following: First, the phenomenon of water 

pipe contraction, when the water washed down 

through the hose under the floor, the high-speed flow 

of liquid low pressure caused by water pipe 

contraction, so that the flow rate decreased, so the 

higher flow the impact. The hose is soft, the next test 

may change the material of hose. The second, the 

theoretical power calculation using gravity equation 

to calculate the flow rate, ignoring the water 

viscosity and pipeline friction, coupled with the 

liquid as a continuum, the gravity equation to 

calculate the flow rate will produce errors. Third, the 

blade surface is not smooth and may cause the 

turbulent in the water tank that will affect the overall 

turbine speed. Fourth, the blade weight is not even 

resulting in rotation when shaking, affecting the 

efficiency of the turbine. In order to increase the 

efficiency, we can try to tighten the water pipe to 

reduce the contraction of the pipeline, the clay is 

used to smooth the uneven blade surface. The weight 

ring is also used to adjust the center of gravity to the 

axle center. 

CONCLUSIONS 

The use of engineering software for geometric shape 

design and the use of computational fluid dynamic 

software to calculate the geometrics shape of a blade 

with a higher torque can reduce the wrong design. 

The results also show that the power get from the 

design of the blade will be higher than that of the 

unqualified design. Because the energy from the 

injection water completely become the output power 

in CFD calculation, but it is impossible in the real 

design equipment. Therefore more reliable analytical 

method must be considered. 

In terms of the blade, the glass fiber hardness is good, 

the user can make the blades thinner and lighter. 

Glass fiber is more plastic than wood, it can design a 

wide range of contact area with the water, and within 

the elastic limit of the material, it has higher 

elongation and higher tensile strength. The design of 

the spoon shape is more able to absorb the impact 

energy of the water, plus the notch design will drain 

the flow water that will not water in the tank, and can 

reduce the generation of turbulence that will result in 

sufficient drive torque. 
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ABSTRACT 

 
Research on the utilization of recycled concrete aggregate (RCA) in civil engineering applications is gaining 

popularity worldwide due to the increased efforts to promote the preservation of the environment and sustainable 
development. Recycled concrete aggregate is, however, presently still limited to nonstructural applications. 
Recycled concrete aggregate can still be considered as a rigid pavement material when its flexural strength is 
improved adequately to sustain future traffic loads. In this study, polyvinyl alcohol (PVA), a water-soluble polymer, 
was used to improve the flexural strength of RCA concrete. Polyvinyl alcohol was found to retard the hydration 
process, resulting in the delay in initial and final setting times of cement-PVA paste, therefore reducing the 
compressive strength of RCA-PVA concrete. For all the w/c ratios tested, the flexural strength increased with 
increasing p/c ratios up to an optimum p/c ratio that provided the highest flexural strength, followed by a 
subsequent decrease beyond this peak value. The optimum p/c ratio tended to increase with an increase in w/c 
ratio, being 0.5, 0.5, 1.0, and 1.5 for w/c ratios of 0.3, 0.4, 0.5, and 0.6, respectively. Based on the requirements of 
the Department of Highways, Thailand, the p/c ≤ 1 at w/c ≤ 0.5 was found to be suitable for developing RCA-
PVA concrete for rigid pavements. 

 
Keywords: Polyvinyl alcohol, Recycled concrete aggregate, Flexural strength, Compressive strength, Pavement. 
 
 
INTRODUCTION 

 
The utilization of waste materials and research on 

new recycling techniques have been encouraged 
world widely to promote sustainable practices to 
reduce the impact of civil engineering construction 
activities on the environment. Recycled concrete 
aggregate (RCA) is obtained from the demolition of 
aged concrete buildings and essentially consists of 
constituents such as binding materials, water, 
aggregates and admixtures. The major component is 
the aggregates, which typically comprises 60–75% of 
the total concrete volume [1]. Previous researches 
have shown that RCA could be used sustainably as 
unbound or stabilized pavement base/subbase 
materials [2]-[3]. 

RCA can furthermore be used as coarse 
aggregates in the production of concrete, which 
would reduce waste concrete stockpiles at landfills 
and would limit the need for natural aggregate 
sources [4]. Reuse of waste materials from demolition 
activities has numerous environmental and economic 
benefits. However, the variable properties of RCA 
remain the predominant barrier in using RCA for 
concrete production. Several studies [5]-[8] reported 
that RCA concrete often exhibited low compressive 
strength, wide variability in quality, high drying 

shrinkage, large creep and low elastic modulus. 
Nogchi [9] and Olorunsogo [10] indicated that the 
compressive strength and durability against chloride 
resistance of RCA concrete gradually decreased as 
the amount of RCA increased. Silva et al (2014) 
suggested that RCA concrete should only be used in 
non-structural applications such as rigid pavement 
and canal [4]. 

Several researchers have proposed methods to 
improve the strength and durability of RCA concrete, 
such as by using the double mixing or two-stage 
mixing (TSMA) approaches [8], [11]. 

Earlier studies on RCA concrete have focused on 
the compressive strength properties, while research 
on the essential flexural strength properties of RCA 
concrete is limited to date. The flexural strength plays 
a vital role in the stability of rigid pavement due to its 
low tensile strength characteristics. 

The flexural strength of concrete can be improved 
by fiber reinforcement [12]. Water-soluble polymers 
have been also reported to enhance the flexural 
strength as well as the durability of concrete [10]-[15]. 
Adding PVA into cement paste improves its chemical 
resistance properties, such as preservation of 
compressive strength after exposure to chemical 
attacks [14]. The flexural strength of concrete 
specimens increases with increasing PVA-to-cement 
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(by weight), p/c ratio due to the significant reduction 
of both total permeable pore volume and water 
absorption of the specimens. PVA effectively packs 
the concrete solid ingredients and results in a dense 
matrix material [15]. 

To the authors’ knowledge, there has been no 
research undertaken to date on the application of PVA 
for improving the flexural strength of RCA concrete, 
which is the prime focus of this research. The RCA 
concrete specimens were prepared by the TSMA 
method in this study. The role of the water to cement 
(w/c) ratio and PVA/cement (p/c) ratio on the 
compressive and flexural strengths of the RCA-PVA 
concrete is also investigated in this study. The 
flexural strength improvement of RCA-PVA concrete 
specimens that meets the compressive strength 
requirements of the Thailand national road authorities 
is also reported in this study. 

 
MATERIALS AND METHODS 
 
Materials 
 

Natural river sand with a fineness modulus of 3.74 
was used as the fine aggregate for preparing the RCA 
concrete. The river sand had a specific gravity in the 
saturated surface dry state, water absorption, and 
percent of voids of 2.58, 3.34%, and 42.5%, 
respectively. The dry-rodded unit weight of the river 
sand was 14.7 kN/m3. Particle size distribution of the 
river sand is shown in Fig. 1. 

Recycled concrete aggregate (RCA) specimen had 
particles with sizes ranging between 4.75 mm and 19 
mm. The grain size distribution curve of RCA is 
shown in Fig. 1. RCA had a fineness modulus and a 
specific gravity in saturated surface dry state of 1.34 
and 2.67, respectively. Its dry-rodded unit weight was 
12.1 kN/m3. The water absorption, percent of voids 
and Los Angeles abrasion loss were, 5.5%, 54% and 
41%, respectively. Since the RCA was not scalped to 
remove the attached mortar. Consequently, the RCA 
was weaker than the natural aggregate [16]. 

Ordinary Portland cement (OPC) was used to 
make the RCA concrete specimens in this study. OPC 
had a specific gravity and an average particle size of 
3.15 and 14.7 µm, respectively. Chemical 
compositions of OPC are shown in Table 1. 

Polyvinyl alcohol (PVA) was purchased from 
Chemipan Corporation Co., Ltd, Thailand. It is a 
synthetic polymer that is achromatic, odorless and 
soluble water (temperatures of 95～95 are generally 
required for complete solution). PVA had a specific 
gravity, hydrolyzed, and molecular weight of 1.27-
1.31, 87.83%, and 22,000, respectively. 
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Fig. 1 Particle size distributions of sand, RCA and 

RCA+Sand. 

Specimen Preparation 
 

RCA-PVA concrete specimens were prepared by 
varying both w/c and p/c ratios. The PVA solution 
was prepared in five different percentages with 
respect to the cement weight, viz. 0, 0.5, 1, 1.5, 2.0, 
representing low to high values for improving 
workability and water retention abilities of the 
concrete [17]. Four different w/c ratios including 0.3, 
0.4, 0.5 and 0.6 were studied. The PVA solutions 
were prepared by adding PVA powder at a target p/c 
ratio into 2 liters of boiled water until the PVA was 
entirely dissolved. The mixture was kept overnight in 
an open-air atmosphere for allowing to cool down to 
room temperature before mixing it with cement slurry 
[14]. The 2 liters of water were removed for 
producing normal concrete and replaced by 2 liters of 
PVA solution.  

 
Table 1 Chemical compositions of ordinary OPC 
(percentage by weight of cement, wt%). 
 

SiO₂ SO₃ Fe₂O₃ Al₂O₃ CaO MgO LOI 
20.9 2.7 3.32 4.7 65.4 2.54 0.9 

 
The mixing proportions of the RCA concrete 

specimens are summarized in Table 2. The RCA was 
used to fully replace the natural coarse aggregate in 
the mix proportion. The ratio of fine to coarse 
aggregates was fixed at 45:55 by volume. The 
gradation of aggregate (mixture of fine and coarse 
aggregates) is shown in Fig. 1 and compared with 
upper and lower boundaries suggested by ASTM C33 
[18]. It is noted that the gradation of tested aggregates 
is within the suggested boundary. The slump of the 
fresh RCA-PVA concrete was controlled in the 
ranges of 10-30, 20-50, 30-70 and 50-100 mm for w/c 
ratios of 0.3, 0.4, 0.5 and 0.6, 

 

Table 2 Mix proportions of concretes. 
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Mix   Mix Proportion (kg/m3) 
w/c  

Slump 
(mm) Cement PVA weight. RCAa Sand SPb 

W3PVA0 417.4 - 1193 890 - 0.3 10 
W3PVA0.5 417.4 2.087 1189 873 3.26 0.3 15 
W3PVA1 417.4 4.174 1191 874 4.35 0.3 10 
W3PVA1.5 417.4 6.261 1182 867 5.43 0.3 15 
W3PVA2 417.4 8.348 1179 864 6.52 0.3 20 
W4PVA0 417.4 - 1189 873 - 0.4 30 
W4PVA0.5 417.4 2.087 1194 877 2.72 0.4 30 
W4PVA1 417.4 4.174 1186 870 3.26 0.4 35 
W4PVA1.5 417.4 6.261 1173 860 3.8 0.4 35 
W4PVA2 417.4 8.348 1164 852 4.35 0.4 40 
W5PVA0 417.4 - 1174 860 - 0.5 45 
W5PVA0.5 417.4 2.087 1187 871 2.17 0.5 50 
W5PVA1 417.4 4.174 1190 873 2.39 0.5 45 
W5PVA1.5 417.4 6.261 1176 862 2.6 0.5 50 
W5PVA2 417.4 8.348 1185 869 2.82 0.5 55 
W6PVA0 417.4 -   1168 855 - 0.6 85 
W6PVA0.5 417.4 2.087 1195 878 1.08 0.6 80 
W6PVA1 417.4 4.174 1181 866 1.3 0.6 85 
W6PVA1.5 417.4 6.261 1166 854 1.52 0.6 85 
W6PVA2 417.4 8.348 1172 859 1.73 0.6 80 

a Recycled coarse aggregate in the saturated surface dry (SSD) state. 
b Superplasticizer was assumed that it had water 50% by weight. 
 
respectively, by varying the amount of type F 
superplasticizer. 

In this study, the TSMA method [11] was chosen 
to prepare the RCA-PVA concretes as this method 
has been proved to reduce the porosity of RCA. 
 

Initial and Final setting times 
 

The initial and final setting times were 
investigated for all specimens to explain the effect of 
PVA content on the hydration process of RCA-PVA 
concrete specimens by using the Method A-Manual 
Vicat Needle Apparatus in accordance with the 
ASTM C191 [19]. The initial setting time is reached 
when the penetration is 25 mm or less. Setting time 
ended when the tip of the needle penetrated only 0.5 
mm into the cement paste. 
 

Compressive and Flexural strengths 
 

Based on ASTM C192 [20], all of the fresh 
concrete mixtures were prepared using a rotary drum 
mixer. For each concrete mix, Ø100×200 mm 
cylinders and 100×100×500 mm prismatic specimens 
were cast. The Ø100×200 mm cylinders were used to 
determine the compressive strength according to the 
ASTM C39 [21]. The 100×100 ×500 mm prismatic 
specimens were prepared for the flexural strength test 
with a center-point loading in accordance with the 
ASTM C293 [22]. The flexural strength of the 

specimens was determined in accordance with ASTM 
C 293 using the following equation: 

 

Flexural strength = 
𝟑𝟑𝟑𝟑𝟑𝟑
𝟐𝟐𝟐𝟐𝟐𝟐²

   (1) 
 

where P is the maximum applied load, L is the 
span length, b and d are the average width and depth 
of the specimens respectively. 

All the specimens were cast in steel molds and 
compacted by a vibrating table. The cylindrical and 
prismatic concrete specimens were demolded after 24 
hours of curing at a room temperature, and then cured 
in a water-curing tank at 27 ± 2 °C for the designed 
curing age. The compressive and flexural strengths of 
RCA concrete were investigated for the curing ages 
of 7 and 28 days. 
 

RESULTS 
 
Initial and Final Setting Times 
 

Figure 2 shows the initial and final setting times 
of PVA-cement pastes at various w/c and p/c ratios. 
The setting time was measured using Vicat apparatus 
on two representative specimens for each set 15 
minutes after preparation time. The PVA influences 
the hydration process by delaying both initial and 
final setting times, as compared to the pure cement 
paste (without PVA) at the same w/c ratios. For 
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instance, at a p/c ratio of 2 and w/c ratios of 0.3, 0.4, 
0.5 and 0.6, the initial setting times were delayed by 
about 44, 54, 43 and 53 minutes, respectively when 
compared with those of the pure cement pastes. The 
final setting times were 62, 51, 38 and 44 minutes, 
respectively longer than those of the pure cement 
plates, which is similar to the results reported by 
previous researchers [13], [15]. It is noted that for the 
same w/c ratio, the initial and final setting times are 
longer for higher p/c ratios. For example, at w/c = 0.5, 
the initial setting times are 215, 225, 229, 235 and 242 
minutes for p/c = 0, 0.5, 1.0, 1.5 and 2.0, respectively 
and the final setting times are 343, 349, 355, 362 and 
364 minutes for p/c = 0, 0.5, 1.0, 1.5 and 2.0, 
respectively. 

 

 
 Fig. 2 Initial and final setting times of PVA-cement 

paste. 
 

 
Compressive Strength of RCA-PVA Concrete 
 

The compressive strength of RCA-PVA concrete 
specimens at 7 and 28 curing days and different w/c 
ratios of 0.3, 0.4, 0.5 and 0.6 are shown in Fig. 3. The 
highest 7-day compressive strength (Fig. 3a) was 
found at p/c ratio = 0 where the maximum 
compressive strengths are 29.5, 27.1, 24.7 and 21.2 
MPa for w/c ratios of 0.3, 0.4, 0.5 and 0.6, 
respectively while the minimum 7-day compressive 
strengths were found at p/c = 2, including 20.6, 15.6, 
14.1 and 12.3 MPa for w/c ratios of 0.3, 0.4, 0.5 and 
0.6, respectively. This result indicates that the 
compressive strength reduces with increasing of w/c 
and p/c ratios. The additional water content 
(increasing of w/c ratio) leads to coarse pore 
distribution in a concrete specimen and increases its 
porosity and permeability, hence reduces its 
compressive strength [23]. 
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Fig. 3 Compressive Strength of RCA-PVA concrete 

at (a) 7 days and (b) 28 days. 
 
Similarly, the maximum 28-day compressive 

strengths were also found at p/c ratio = 0 and w/c = 
0.3. At p/c = 0, the 28-day compressive strength were 
43.6, 41.1, 38.5 and 32.59 MPa for w/c ratios of 0.3, 
0.4, 0.5 and 0.6, respectively (Fig. 3b). 

It is evident from the test results that the addition 
of PVA to the concrete mix not only reduces the 
compressive strength of the specimen at a particular 
curing time but also the strength development with 
time. This is in agreement with the test results of 
setting times in that the initial and final setting times 
are longer with increasing of p/c ratio. For instance at 
w/c = 0.3, 7-day and 28-day compressive strengths 
are 29.5 and 43.5 MPa, respectively for p/c = 0; are 
24.5 and 35.6 MPa, respectively for p/c = 1.0 and are 
20.6 and 27.4 MPa, respectively for p/c = 2.0. 

 
Flexural Strength of RCA-PVA Concrete 
 

Figure 4 shows the flexural strength of the 
specimen at various w/c ratios, p/c ratios, and curing 
times. For low w/c ratios of 0.3 and 0.4, the maximum 
flexural strength was found at approximately the 
same p/c ratio of 0.5% at all curing times. The 
maximum flexural strengths at w/c ratios of 0.3 and 
0.4 at 28 days of curing were found to be 6.7 and 5.8 
MPa, respectively with an increase of 133% and 
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139% when compared to RCA concrete specimens at 
the same w/c ratios. However, the addition of PVA 
beyond p/c of 0.5% caused a reduction in the flexural 
strength. 

The change in the flexural strength with p/c ratio 
for higher w/c ratios of 0.5 and 0.6 is also similar to 
that for w/c = 0.3 and 0.4, where the flexural strength 
increases to the maximum value at the optimum p/c 
and then decreases as p/c increases. However, the 
optimum p/c ratios providing the highest flexural 
strength are different from those of w/c = 0.3 and 0.4. 
The optimum p/c ratios were found to be 1.0 and 1.5 
for w/c = 0.5 and 0.6, respectively. In other words, the 
optimum p/c increases with increasing of w/c ratio. 
At the optimum p/c ratio, the 28-day flexural 
strengths were 5.35 MPa and 4.93 MPa for w/c = 0.5 
and 0.6, respectively. The flexural strength increased 
by  132% and 129%  than those  of RCA concrete at 
the same w/c ratios of 0.5 and 0.6, respectively. 
Compared with the strength requirement for the rigid 
pavement by Department of Highways [24] (the 28-
day compressive strength > 32 MPa (see Fig. 3b), the 
RCA concrete (without PVA) meets the requirement 
for all w/c ratios tested. With PVA, the RCA-PVA 
concretes meet the requirement when w/c ≤ 0.5 and 
p/c ≤ 1. 
 

CONCLUSIONS 

This research investigates the feasibility of using 
polyvinyl alcohol (PVA) to improve the flexural 
strength of recycled concrete aggregate (RCA) 
concrete to be a sustainable rigid pavement material. 
The following conclusions can be drawn from this 
research study:  

PVA prevents the water absorption for cement 
hydration process. Hence, the higher the p/c ratio 
results in the longer initial and final setting times of 
RCA-cement paste and the lower the compressive 
strength. 

Even though PVA retards hydration, it contributes 
to improving the tensile strength of the cement matrix 
and hence results in an increased flexural strength. 
The flexural strength of RCA-PVA concrete is 
contributed from cementation bond and PVA film 
strength. Due to the reduction in cementation bond 
strength and the increase in tensile strength with 
increasing of p/c ratio, the flexural strength increases 
with increasing of p/c ratio up to the maximum value 
at the optimum p/c ratio and then decreases with 
increasing of p/c ratio. 

The optimum p/c ratio is dependent upon w/c 
ratio. The higher w/c ratio results in the higher p/c 
ratio. The optimum p/c ratio was found to be 0.5, 0.5, 
1.0 and 1.5 for w/c = 0.3, 0.4, 0.5 and 0.6, 
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Fig. 4 Flexural Strength of RCA-PVA concrete at  

(a) 7 days and (b) 28 days. 
 

respectively. Based on the national road authority 
(demanding a minimum 28-day compressive strength 
of 32 MPa), the w/c ≤ 0.5 and p/c ≤1 was found to be 
applicable for road construction. At the optimum p/c 
ratio, the flexural strength of RCA-PVA was 
approximately 130% higher than that of the RCA 
concrete. 

The outcome of this research confirms the 
viability of using PVA to improve the flexural 
strength of RCA concrete to be used as an alternative 
sustainable rigid pavement. 
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OPERATING CONDITIONS EFFECTS OF AN ELECTRODIALYSIS 

MODULE ON HYDROCHLORIC ACID AND HYDROXIDE 

FORMATION FROM A SODIUM CHLORIDE MODEL SOLUTION 

Medina Juan1, Diaz Zoila2 y Rojas Jorge3

Facultad Ingeniería Química, Universidad Nacional del Callao, Perú 

ABSTRACT 

  The operating conditions effect on the formation of hydrochloric acid and sodium hydroxide from the sodium 

chloride model solution has been studied using an electrodialysis module built at laboratory scale. In order to 

experiment with the electrodialysis module, a laboratory scale discontinuous equipment was used, this equipment 

contained two selective membranes, one cationic and one anionic (5 and 20 V) for a treatment time of 210 minutes. 

Both the acid solution and the basic solution reached a 0,22 N and 0,25N concentration, respectively. To reach the 

best operating condition a 15V tension was applied. Both the acid solution and the basic solution concentration was 

0,05N and the model solution concentration 50g/L; the energy consumption of NaOH was 14,9 kWh / Kg, and and 

the current efficiency 53.5%. 

Keywords: electrodialysis, bipolar electrodialysis, electromembrane, hydrochloric acid, sodium hydroxide. 

INTRODUCTION 

  Inorganic products such as hydrochloric acid, sulfuric 

acid, phosphoric acid, nitric acid and sodium 

hydroxide are indispensable in many industrial 

processes, such as fertilizers, pickling, electroplating, 

steelmaking, water treatment etc. As the population 

and the development of the industry increase, the 

consumption of these chemicals must increase in the 

future. The chlorine alkali industry produces chlorine, 

sodium hydroxide and hydrogen by electrolysis of 

NaCl aqueous solutions as indicated in the following 

chemical equation 

NaCl(ac) + H2O(l) → Cl2(g) + NaOH(ac)+H2(g)……… (1)

  At present, the chlor-alkali process is mainly 

represented by three technologies; mercury cell, 

diaphragm and membrane cell. The main difference 

between these technologies is cell configuration and 

use of different materials. According to Fig. N ° 1, a 

general scheme of the chlor-alkali process is shown. 

Electrolysis burner

 Chlorine Hydrogen

Sodium hydroxide

Hydrochloric
 acid

Sodium
 chloride

absorption

Water

Fig. N° 1 NaOH and HCl production

  According to the diagram, sodium hydroxide is 

produced at the electrolysis stage, however, to produce 

hydrochloric acid other traditional operations are 

needed, such as a combustion furnace and absorption 
column. In these traditional processes, mercury and 

asbestos emissions occur. This has led to the search for 

new alternatives to eliminate these stages of the 

traditional process. 

  Electrodialysis is a process of separation of ionic 

species from aqueous solutions, based on the selective 

migration of ions through ion exchange membranes 

under the influence of a direct current electric field. 

These processes generally contain two types of ion 

exchange membranes; anionic membranes (MA) 

selectively permeable to anions and cationic 

membranes (MC) which are selective to cations, 

placed alternately and separated by expansion joints 

between two electrodes. 

  When an electric potential is applied to the electrodes, 

the migration of ions to the electrodes with opposite 

charge begins. The cations penetrate the cationic 

membranes, but these are blocked by the anionic 

membrane. Similarly, the anions penetrate the anionic 

membranes but the atonic membranes block the 

anions. The process at the end results in increasing the 

concentration in one of the compartments and dilution 

in another compartment. Inorganic and organic sales 

found in effluents, such as sodium chloride, sodium 

sulfate, sodium nitrate, sodium acetate, etc., can 
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become its parameters and bases due to bipolar 

electrodialysis. 

  The ion exchange membranes can take different 

possible configurations forming cells of two or more 

compartments, each of these configurations can have 

various possible applications, such as desalination of 

brackish water, demineralization of wine, formation of 

hydrochloric acid and sodium hydroxide, etc. The 

purpose of this investigation is, first, to obtain NaOH 

and HCl by electrodialysis instead of NaOH, Cl2, H2 

and second, to carry out a study of the influence of the 

operation variables such as initial acid concentration, 

base concentration of sodium chloride and electric 

potential on the final acid concentration and base 

concentration, in addition to the process efficiency and 

energy consumption, the latter is fundamental to 

understand the process economy and scalability. 

MATERIALS AND METHODS 

Materials 

Both analytical grade reagents such as Na2SO4, NaCl,

NaOH y HCl and deionized water produced by EDI 

equipment were used throughout the experience. The 

acid and base solutions were generated using feed 

solutions consisting of 0.01, 0.025 and 0.05 N of 

hydrochloric acid and sodium hydroxide, 5.20 and 50 

g / L NaCl and applied voltage of 5-15. Volts 

maintaining a constant concentration of 0.05 M 

H2SO4. 

Membranes 

Two commercial membrane clases were selected in this 

work, from the company FuMA-Tech GumbH, Germany. 

Table 1 Membrane characteristics 

Membrane 

Characteristics 

Cationic 

Membrane 

(FTCM-E) 

Anionic 

Membrane 

(FTAM-E) 

- Electric 
resistance 

(Ω/cm²) 

2,5- 3,5 2,5- 3,5 

-Exchange 

capacity (meq/g) 
1,5 - 1,8 1,4 - 1,7 

-Thickness 

(mm) 
0,17 - 0,19 0,16 - 0,18 

Membrane Configuration 

 Figure N°2 shows the configuration of the 

membranes, one anionic and two cation exchange 

membranes placed between the cathode and the anode  

Fig. 2 Membrane Configuration 

Electrialysis equipment 

  The cell built was a press filter type laboratory scale 

with four compartments, It was built with acrylic 

material on which three membranes were assembled 

with their respective turbulence promoters, and 

secured with 8 transverse bars with nuts to prevent any 

type of leakage, mixed or spilled liquid. Two acrylic 

plates with two inlets and two outlets at the end, 

disposed for the flow of salt and hydrochloric acid 

solutions. Two 1.5 cm thick acrylic frames, where two 

electrodes (of 100 cm2 effective area) are inserted, 

made of steel and platinum titanium, each acrylic plate 

contains an inlet and outlet through which passes the 

sodium hydroxide solution and the diluted solution of 

sulfuric acid. The dimension of each membrane is 10 

cm × 9 cm. All experiments were performed in a batch 

mode at room temperature. The acid, base and salt 

solutions were recirculated by pumps independently, 

he flow rate was regulated by a step valve. The initial 

volume of solutions in each compartment was 500 mL. 

The voltage and current were recorded directly from 

the electrical source. the time used for each experiment 

was 210 min. 
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Fig.  3 Experimental equipament 

Analytical methods 

  The concentrations of NaOH and HCl formed were 

determined by titration with a standard concentration 

of 0.01 mol / L of hydrochloric acid and sodium 

hydroxide. The chloride ions by titration of 0.01N 

silver nitrate. the conductivity was measured using an 

ADWA AD 330 Conductimeter and the pH in the acid 

and base compartment was measured by a ADWA 

Switzerland pH meter. 

Process indicators and electrodialysis 

Separation percentage 

  The separation percentage is evaluated by equation 

(1). The concentration or conductivity is measured at 

the beginning and then at a certain time. 

𝑆 = (
𝐶𝑡=0 − 𝐶𝑡=𝑡

𝐶𝑡=0

) 𝑥100% … … … … (2) 

Base acid concentration 

  Changes in the concentration of hydrochloric acid 

and sodium hydroxide were determined by titration 

using phenolphthalein as an indicator. The 

concentration is calculated using the following 

equations (4) 

𝐶𝐻𝐶𝑙  =  
𝐶𝑁𝑎𝑂𝐻𝑥𝑉𝑁𝑎𝑂𝐻

𝑉𝐻𝐶𝑙

… … … . . (3) 

𝐶𝑁𝑎𝑂𝐻  =  
𝐶𝐻𝐶𝑙𝑥𝑉𝐻𝐶𝑙

𝑉𝑁𝑎𝑂𝐻

… … … … . (4) 

HCl, NaOH mol/L; VHCl, VNaOH (liters). 

Efficiency electric current 

  The current efficiency (η) for a specific product is an 

important critical parameter to assess the viability of 

ED since it determines the applied current fraction that 

is effectively converted. 

𝜂 =
𝑧𝐹(𝐶𝑓−𝐶𝑖)𝑉𝑡

𝑁 ∫ 𝑖𝑑𝑡
𝑡

0

 𝑥 100% … … (5) 

𝜂: current efficiency: Faraday constant 

(96500A.s/mol), Cf y Ci - initial and final concentration 

of HCl solution (mol/m3); i, electric current intensity 

(A) and N, number of cell pairs. Vt volume of 

recirculated HCl solution 

Energy consumption 

  The energy consumption was determinated by the 

equation (3) 

E =
𝑉 ∫ 𝑖𝑑𝑡

𝐶𝑡 𝑉𝑡  𝑃. 𝐹
… … … … … . . (6) 

Where: E (Kwh/kg) is he required energy consumption 

to form the acid and base, i (t) electric curren, V is the 

cell potential difference t: time Vt: volume (m3) as a 

function of time, HCl solution final concentration 

mol/m3. 

 RESULTS ANALYSIS 

pH evolution in the acid and base compartment 

  Figures 4 and 5 show the pH changes in the 
compartments of both sodium hydroxide formation 

and hydrochloric acid, the graphs tendency is 

explained in terms of the chemical reactions. In the 

base compartment, water is decomposed by electric 

current producing hydroxyl ions and hydrogen gas as 

indicated in the following equation. 

𝐻2𝑂(𝑙) → 𝐻2(𝑔) + 𝑂𝐻1− + 2𝑒− …………(7)

  The sodium ions of the sodium chloride compartment 

are permeable to the cathode through the cation 

exchange membrane forming sodium hydroxide 
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together with the oxydryl ions as indicated the 

equation. 

𝑁𝑎1+ + 𝑂𝐻1−  → 𝑁𝑎𝑂𝐻(𝑎𝑐)……………..(8)

  The pH in this compartment increases over time due 

to the formation of oxydryl ions, sodium ions and 

sodium hydroxide concentration formed as a function 

of time. The figure 4 shows the pH increases more 

quickly when a voltage of 15 volts is applied. 

regardless of the initial concentration of NaOH in the 

range of 0.01 and 0.05 N. 

  In the acid compartment, the hydronium ions 

produced at the anode are permeable by the cationic 

membrane and combined with the chloride ions which 
are permeable by the anionic membrane forming 

hydrochloric acid according to the following reaction. 

𝐻1+ +  𝐶𝑙1−  → 𝐻𝐶𝑙(𝑎𝑐) … … … … … … … . (9)

Fig.4 pH dependence in the base compartment 

Fig.5 pH dependence in the acid compartment

Figure N°5 shows that pH decreases rapidly when a 

voltage of 15 volts is applied 

Evolution of the acid and sodium hydroxide 

concentration  

  Figure 6 and 7 show the increase in the acid and base 

concentration is more significant when a voltage of 15 

V is applied and it is more significant for the acid when 

the initial concentration is 0.05 N. The hydrochloric 

acid concentration reached is 0.22 N and sodium 

hydroxide 0.25 N for initial contractions of 0.05 N at 

15 volts. 

Fig.6 Changes of HCl (mg / L) concentration 

Fig.7 Changes of NaOH (mg / L) concentration 
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Change in conductivity of base acid 

  Figures 8 and 9 show that the conductivity trend 

grows over time for both the acid and the base, the acid 

conductivity grows faster than the base reaching 63.5 

ms / cm, with a voltage of 15 volts for the base of 35.2 

mS/cm 

Fig.8 Change of NaOH Conductivity 

Fig.9 Change of HCl Conductivity 

Variation of conductivity of NaCl 

  In the sodium chloride compartment, a gradual 

decrease in conductivity is observed as a function of 

time, which is the result of the diffusion of sodium ions 

by the cationic membrane and the chloride ions that are 

permeable through the anionic membrane. 

  Figure 10 shows that the conductivity of sodium 

chloride decreases, and at equation (2) the separation 

percentages have been evaluated at an applied voltage 

of 15 volts, obtaining 19.3% when the concentration of 

sodium chloride is 50g / L and 95.28% when the 

concentration of sodium chloride is 5g / L.  

Fig.10 Changes of NaCl Conductivity (mS/cm)

Conductivity evolution of sulfuric acid 

  In this compartment, water decomposes into 

hydronium ions and oxygen ions due to the action of 

electric current as indicated the equation 

𝐻2𝑂(𝑙)  → 𝑂2(𝑔) + 𝐻1+ ………….. (10)

  In the first ionization stage, the sulfuric acid in 

aqueous solution produces hydronium ions 

𝐻2𝑆𝑂4(𝑎𝑐) →  𝐻1+ + (𝐻𝑆𝑂4)1−  ………(11)

  Simultaneously hydronium ions are permeable by the 

cationic membrane to the acid compartment. As 

expected, the conductivity and contraction of sulfuric 
acid in this compartment varied slightly throughout the 

experiment, as indicated in figure 11, due to the 

formation and disappearance of hydronium ions, 

independently of the applied electrical voltaje. 
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Fig. 11 Changes of sulfuric acid (mS/cm) Conductivity 

Effect of initial concentration of hydrochloric acid 

and sodium hydroxide 

  To determinated the evolution of initial 

concentrations of HCl and NaOH it was necessary 
work with two inictial concentrations of NaCl (20g/L 

and 50g/L) and two differetn electrical voltage (10v 

and 15v). The acid and base initial concentrations were 

0,01N, 0,02N and 0,05N.  

  Considering 50g/L of NaCl as initial concentration, 

figure 12 shows the best result to 0,05N initial 

concentration of acid when a voltage of 10v is applied 

reached 0,14N and 0,22N when a voltage of 15v is 

applied. At the same figure, NaOH initial 

concentration is 0,05N and reached a final 

concentration of 0,22N when a voltage of 10v is 

applied, and 0,25N when a voltage of 15v is applied.  

Fig.12 Evolution of normal concentration of HCl and 

NaOH

Effect of applied electrical voltaje 

  Figure 6 and figure 7 show that, when the module 

worked with a voltage of 15 volts, it was possible to 

obtain the highest concentration of acid (8030mg/L - 

0.22 N) and base (10000mg/L - 0.25 N) at initial 

concentrations of HCl (1825 mg/L- 0,05 N) and NaOH 

(2 000 mg/L -0,050 N) using 50 g / L of NaCl. 

  Equations 5 and 6 have evaluated the specific energy 

consumption, obtaining 14.9 kWh / Kg of NaOH, and 

the current efficiency was 53.5% at the most adequate 

operating conditions of the electrodialysis equipment. 

CONCLUSIONS 

  Electrodialysis (ED) represents a method of 

separating chloride anions, sodium cations from a 

sodium chloride model solution and simultaneously 

obtaining aqueous solutions of hydrochloric acid and 

sodium hydroxide in different compartments. 

  ED with ionic membranes offers a clean technology, 

compared to traditional processes for the production of 

acid and base. In this study, it was shown that 

according to the sodium chloride feed concentration, 

the applied voltage and the initial concentration of the 

acid and base, the results show that when the applied 

voltage is 15 volts, the initial concentration of the acid 

and base is 0.05N and 50 g/L of NaCl an acid 

concentration 0.22N and 0.25N of sodium hydroxide 

is reached. 
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RELATED TO TROPICAL STROM NANMADOL (2017) IN 

HEADWATER OF ASAKURA CITY, FUKUOKA, JAPAN 

Thapthai Chaithong1, Daisuke Komori2 and Yuto Sukegawa3 
1Graduate School of Environmental Studies, Tohoku University, Japan; 2,3 Graduate School of Engineering, 

Tohoku University, Japan 

ABSTRACT 

Woody debris is a natural component of the ecosystem. It is caused by trees that have fallen and been entrained 

by natural disasters related to storms, such as shallow landslides, debris flow or floods, into streams or storage on 

the hillslope. On 4 July 2017, Tropical Storm Nanmadol made landfall on the island of Kyushu, south of the 

Japanese mainland. It brought heavy rainfall, floods and shallow landslides to many cities on the island of Kyushu, 

particularly the city of Asakura in Fukuoka Prefecture. The maximum hourly rainfall measured by the Japan 

Meteorological Agency at the Asakura station was 106 mm on 5 July 2017 at 6:00 p.m., and the cumulative rainfall 

between 4 and 6 July 2017 was approximately 590 mm. In this study, the post-disaster areas in the town of Asakura 

were examined after the passage of Tropical Storm Nanmadol. From these observations, we found that a significant 

cause of woody debris recruitment is shallow landslides, which cause the collapse of trees. The debris flow process 

acts as a conveyor that channels woody debris from the hillslope or origin of the landslide downward. Floods or 

fluvial processes in the river entrain the woody debris downstream. The volume of woody debris recruitment 

during this particular event was approximately 257,000 m3.  

Keywords: Woody debris, Natural dam, Tropical storm, Disasters, Landslide, Flood, Debris flow 

INTRODUCTION 

Woody debris can be defined as logs, branches, 

root wads and other wooden material. Such materials 

play multiple roles in the ecosystem and human life. 

On the positive side, they have an important role in 

the carbon budget and nutrient cycle in forests, 

including forming the river habitats of fishes and 

other aquatic organisms [1,2]. On the negative side, 

they may increase the tendency of natural disasters to 

destroy infrastructure and housing in the event of 

flash floods, landslides and debris flow. Numerous 

studies have reported that a lot of woody debris was 

generated and set loose after the tropical storm made 

landfall. Heavy rainfall caused by extreme storms can 

lead to an increase in the pore water pressure or 

groundwater table in the soil slope and may increase 

the river discharge. These processes are the cause of 

landslides, debris flows and flash floods, as well as 

stream bank erosion. In 2005, an extreme flood in 

Switzerland entrained a volume of woody debris in 

excess of 69,000 m3. In August 2009, approximately 

603 m3 of woody debris flowed into the downstream 

area of the Qijiawan catchment in Taiwan after 

Typhoon Morakot [3]. 

An examination of the historical cases of woody 

debris linked to heavy rainfall in Japan reveals several 

past cases. For instance, when Typhoon Etau hit the 

island of Hokkaido in 2003, approximately 50,000 m3 

of woody debris was entrained by the flood into the 

Nibutani Dam [4]. Moreover, enormous amounts of 

woody debris were generated by landslides, bank 

erosion and debris flows related to Typhoon Lionrock 

in 2016 [5]. Hence, precipitation plays a significant 

role in the recruitment process of woody debris. In 

2017, the Pacific typhoon season produced a total of 

27 named storms. Tropical Storm Nanmadol is the 

third name of tropical cyclone that it was Typhoon No. 

1703. It hit the Island of Kyushu, to the south of the 

Japanese mainland, between 4 and 7 July 2017. 

Enormous quantities of woody debris were 

subsequently found in the city of Asakura in Fukuoka 

Prefecture. A further 2,033 m3 of woody and other 

debris was removed from the Ariake Sea by the 

Fukuoka Ariake Fishery Association, the Saga Ariake 

Fishery Association and the Japanese Ministry of 

Land, Infrastructure, Transport and Tourism [6].

The aims of this study are as follows: (1) to 

present the results of the post-disaster investigation 

related to woody debris recruitment in Asakura city 

and 2) to examine the characteristics of woody debris 

dam formation and woody debris transport processes. 

TROPICAL STORM NANMADOL (2017) AND 

AFTERMATH 

In Japan, Typhoon season runs from July to 

October [7]. Tropical Strom Nanmadol made landfall 

on Kyushu on 4 July 2017 with a wind speed of 
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approximately 74 km/h (40 knots). At its peak, the 

storm reached a wind speed of 101 km/h (55 knots) 

and a minimum atmospheric pressure of 985 hPa. The 

average wind speed was 81 km/h (44 knots). Figure 1 

shows the path of the storm and the distribution of 

cumulative rainfall on the island of Kyushu between 

4 and 6 July 2017. The storm brought more than 140 

mm of rainfall in 72 hours in Saga, Fukuoka, Oita, 

Kumamoto and Nagasaki Prefectures. The maximum 

rainfall in a single 24-hour period, 514 mm, was 

recorded at Asakura station in the city of Asakura. 

This figure constitutes more than a quarter of the 

site’s average annual rainfall of 1,918 mm (as 

measured from 1976 to 2017).  The storm was 

characterised by the delivery of a high volume of 

intense rainfall in a short period of time; in addition, 

the pattern of rainfall was similar to an advanced 

rainfall pattern.   

The Kyushu Regional Development Bureau, 

which forms part of the Ministry of Land, 

Infrastructure, Transport and Tourism (MLIT) [6], 

reported that 266 houses were completely destroyed. 

A further 850 sustained extensive damage, with 360 

suffering substantial flooding above the floor, while 

1,341 experienced less substantial immersion. A total 

of 26 lives were lost and 14 people were injured 

during the storm. A further five persons were declared 

missing. Figure 2 shows the damage done to houses 

in the city of Asakura by Tropical Storm Nanmadol. 

Figure 3 shows the river bank damage caused by the 

storm. 

Fig. 1 (a) Path of Tropical Storm Nanmadol 2017 [8] and (b) cumulative rainfall from 4 to 6 July 2017. 

Fig. 2 House damage caused by Tropical Storm 

Nanmadol. 

Fig. 3 River bank damage caused by Tropical 

Storm Nanmadol. 

DESCRIPTION OF STUDY AREA, FIELD 

SURVEY AND CHARACTERISTICS OF 

SHALLOW LANDSLIDES 

Study area and field survey 

The study area is the city of Asakura in Fukuoka 

Prefecture, on the island of Kyushu, Japan. Asakura 

suffered serious damage as a result of flooding, 

woody debris and landslides related to Tropical Storm 

Nanmadol. Eight sites in the city of Asakura were 

investigated by our team after the passage of the 

storm. The sites examined by our team are located at 

the small headwaters in the city. Sugi, or Japanese 

cedar (Cryptomeria japonica), hinoki cypress 

(Chamaecyparis obtusa) and bamboo are the plants 

most prevalent at the investigated sites. Our team also 

used aerial photographs to investigate the location of 

woody debris deposition in the river channel. In 

addition, the woody debris that had flowed to the 
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Terauchi and Egawa Dams was also measured. Figure 

4 shows the location of the city of Asakura. 

For the field survey, the diameter and age of trees 

were measured for individual pieces of wood found 

in the Terauchi and Egawa Dams. The team measured 

the dimensions, such as the length, height, and width, 

as well as the latitude and longitude of the debris. 

Moreover, the height and the diameter at breast height 

(BHD) were measured at the investigated sites. A 

laser measuring device and measuring tape were the 

main instruments used to measure the dimensions. 

Fig. 4 Location of woody debris, landslides and dams in city of Asakura, Fukuoka, Japan. 

Characteristic of shallow landslides 

Figure 5 plots the number of shallow landslides, 

landslide ratio and slope angle. A slope angle map 

was extracted from a digital elevation model (DEM) 

to determine the relationship between shallow 

landslides and slope angles. Most landslide scars 

were found on slopes ranging in angle from 20 to 30 

degrees. These accounted for approximately 27% of 

the total landslide scars. The landslide ratio is the 

ratio between the landslide area and the total area of 

the city of Asakura. The maximum landslide ratio 

occurred in slopes with angles ranging from 20 to 50 

degrees. A review of the landslide areas reveals that 

approximately 90 per cent of landslides occurred in 

areas covered by trees. As a result, the landslides 

produced a vast quantity of woody debris. 

CONCEPT OF WOODY DEBRIS BUDGETS 

Woody debris budgets are mass budgets of woody 

debris in streams that were developed with the aim of 

explaining the recruitment, storage, transport and 

decay of woody debris for the purposes of 

quantitative analysis and prediction. Equation (1) is 

the volumetric mass balance of woody debris in a unit 

length of steam and is calculated based on the 

differences in input, output and decay [9].  

 / /c i o i oS L L Q x Q x D t         (1) 

where 
cS is a change in storage with a unit length 

of stream x  over time interval t . Li is lateral

woody material recruitment. Lo is the loss of woody 

material caused by lateral deposition. Qi is the input 

of woody segment caused by fluvial transport. Qo is 

the output of woody segment caused by fluvial 

transport. D is the in-situ decay of woody material. 

Fig. 5 Landslide area and ratio of each slope in city 

of Asakura, Fukuoka, Japan. 

In this study, Eq. (1) is modified to a watershed 

system so that the modified woody debris budgets 

concerned both natural processes and human activity. 
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Equation (2) is the volumetric mass balance of woody 

debris in a watershed system and is a consequence of 

differences in input, output and decay. 

 i i oS R Q Q D t      (2) 

where S  is a change in the woody material storage 

in the watershed over time interval t . Ri is the 

woody material recruitment from the resources 

caused by natural processes and human activities. Qi

is the input of woody material into the watershed 

system from other watershed systems, whereas Qo is 

the loss of woody material out of the watershed 

system caused by natural processes and human 

activities. D is the in-situ decay of woody material. 

Figure 6 provides an overview of the woody debris 

budget in the watershed system. 

In relation to woody debris storage in the 

watershed, we draw a distinction between two main 

locations: within the active stream channel and 

outside of the active stream channel. The active 

stream channel is the zone that is influenced by the 

flood or debris flow. 

c hS S S         (3) 

where cS is the woody debris storage in the active 

stream channel and hS  is the woody debris storage 

outside of the active stream channel, such as on the 

hillslope.  

Woody debris recruitment to the watershed 

system represents several types of supply. In a 

simplified calculation, woody debris recruitment is 

divided into two principal sources: natural processes 

and human activities. 

i n mR R R           (4) 

where Rn is woody material recruitment by natural 

processes such as landslides, debris flow, windstorms, 

snow avalanches and fires and Rm is woody material 

recruitment by human activities such as tree-felling. 

In relation to the parameter Rn, we found that 

landslides play a significant role in the recruitment 

process. Hence, we can calculate the woody debris 

recruitment caused by landslide events using the areas 

of landslides and the properties of the forest, such as 

tree density in the forest and the volume of individual 

trees. 

,n l l t tR A V D     (5) 

where Rn,l is the woody debris recruitment by 

landslide, Al is the area of the landslide, Dt is the tree 

density in the forest and Vt is the volume of an 

individual tree. In our case, the volume of an 

individual tree is calculated based on Huberʼs 

equation [10]. The piece length is replaced by the tree 

height and the cross-sectional area at the longitudinal 

midpoint is replaced by the cross-sectional area of the 

tree at breast height. 

t t BHDV H A        (6) 

where Ht is the height of the tree and ABHD is the cross-

sectional area of the tree at breast-height. The decay 

of woody debris can be divided into five decay classes, 

as shown in Table 1. 

Table 1 Decay classes of woody debris [11] 

Decay 

class 

Appearance of decaying fallen logs 

1 No decay, Fine twigs remaining,  

Bark completely remaining, No moss 

Wood is clear, slightly stained.  

2 Slightly decayed, No fine twigs,  

Most bark present 

3 Moderately decayed, but fallen log 

could support itself, Branch stubs 

remaining, Some bark present,  

Sapwood and heartwood show strong 

signs of decay 

4 Fallen log could no longer support 

itself, 

All bark often absent,  

Sapwood often absent and deep red-

brown heartwood could be crumbled 

manually 

5 Wood resembles red powder with a 

disassembled structure, 

The bark is completely absent, 

The cross section of the bole is no 

longer round, but elliptical 

Fig. 6 Woody debris activities in the watershed. 

RESULTS AND DISCUSSION 

Woody debris dam in the headwaters 

The site survey found the mean diameter of a 

piece of woody debris to be 24.9 ± 8.1 cm, whereas 

the maximum diameter was 48.6 m. The mean age of 

a piece of woody debris was 41.1 ± 16.3 years, with a 

maximum age of 69 years and a minimum age of 16 
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years. The mean length of a piece of woody debris 

was 12.5 ± 7.2 m. Figure 7 plots the diameter and age 

of pieces of woody debris. In terms of decay classes, 

it was observed that approximately 87 per cent of the 

pieces of woody debris belonged to decay class 1, 

with the vast majority of the remainder belonging to 

decay classes 2 and 3. Considering the relationship 

between precipitation in the southern region of Japan 

and woody debris, stored pieces of woody debris 

could be removed by typhoons and torrential rain, 

since tropical cyclones frequently pass over southern 

and central Japan. Hence, most woody debris 

recruited to streams falls into decay class 1 [12]. 

Using Eq. (5) and Eq. (6), we can estimate the 

potential recruitment of woody debris. The total area 

of landslide scars was extracted from aerial 

photographs taken by the Geospatial Information 

Authority of Japan after Tropical Storm Nanmadol 

passed over the city of Asakura. The total area of the 

landslide scars (Al) in the city of Asakura, as shown 

in Figure 1, is approximately 2.82 km2. Tree density 

was measured at nine sites in the city of Asakura 

during the field survey, giving a mean tree density 

(Dt) of 0.15 ± 0.1 trees/m2. The volume of woody 

debris per piece was approximately 0.6 m3. Hence, 

the potential woody debris recruitment (Rn,l) caused 

by Tropical Storm Nanmadol is approximately 

257,000 m3. 

Fig. 7 Relationship between diameter and age of 

woody debris pieces. 

In addition, an estimation of the woody debris that 

flowed to the Egawa and Terauchi Dams revealed that 

the area of woody debris recruited to the Terauchi 

Dam was 68,742 m2, with the Egawa Dam receiving 

13,583 m2. By assuming that the depth of the woody 

debris that flowed to the two dams was equal to the 

mean diameter of the woody debris pieces, namely 

approximately 0.25 m, we estimated the volume of 

woody debris recruitment to Terauchi Dam at 

approximately 17,180 m3 and to Egawa Dam at 

approximately 3,395 m3. The woody debris in the 

Terauchi and Egawa Dams is outlined in yellow in 

Figure 1. Figure 8 shows the driftwood above the 

Terauchi Dam, while Figure 9 shows the driftwood 

above the Egawa Dam. As mentioned in the 

introduction, the Fukuoka Ariake Fishery Association, 

the Saga Ariake Fishery Association and the Japanese 

Ministry of Land, Infrastructure, Transport and 

Tourism removed approximately 2,000 m3 of woody 

debris from the Ariake Sea, which is located 

downstream from Asakura. Hence, the minimum 

amount of woody debris that flowed out of the city of 

Asakura is 22,575 m3. 

Fig. 8 Driftwood flows to Terauchi Dam [13]. 

Fig. 9 Driftwood flows to Egawa Dam [13]. 

In regard to the deposition of woody debris in the 

river channel, we found 131 points at which woody 

debris was deposited in the river channel in the city 

of Asakura. Moreover, there were two main locations 

of woody debris deposition: in the main river channel 

and on the floodplain. Figure 10 shows the location 

of woody debris deposition in the river. 

Fig. 10 Location of woody debris deposits in the 

river. 
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Woody debris dams in the headwaters 

In this study, we investigated eight sites in the city 

of Asakura. All eight sites share steep gradient 

channels, small stream channels, and first- or second-

order streams. Figure 11 plots the volume of the 

woody debris dams for these eight sites. We 

discovered a total of 31 woody debris dams at these 

eight locations. The largest such dam was 953 m3 in 

size and was found at station 1. When reviewing the 

origin of the woody debris, we found that landslides 

and stream bank failures were the main sources of the 

woody debris in the headwaters. Landslides can occur 

in two locations: either above the stream channel or 

near the stream channel. When the landslides 

occurred and were mobilized down the slope 

connected to the stream channel, the woody debris 

was entrained by mass movement and deposited in 

the stream valley. The woody debris thus deposited 

created a dam in the stream channel. In contrast, in 

the case of stream bank failure, this is the 

consequence of erosion; here, the erosion process 

may alter the soil mass of the stream bank, thereby 

leading to the instability of the bank slope. Figure 12 

shows the landslides and stream bank failure to 

generate woody debris. Moreover, these sabo dams 

play an important role in breaking the flow of woody 

debris in the headwater streams; hence, we found that 

additional woody debris was deposited on the sabo 

dams, as shown in Figure 13. 

Fig. 11 Volume of woody debris dam for eight sites. 

Fig. 13 Woody debris trapped at the sabo dam. 

Fig. 12 a) Stream bank failure; b) landslide 

occurrence close to stream channel; and c) 

landslide occurrence above stream channel. 

For five stations, the woody debris was classified 

as decay class 1. For two stations, the decay was 

classified as decay class 4. At the final station, the 

woody debris was classified as decay class 3. Figure 

14 shows the state of decay of the woody debris dams 

observed at each station. 

Fig. 14 State of decay of woody debris dam. 

CONCLUSION 

The estimated amount of woody debris generated 

by landslides related to Tropical Storm Nanmadol 

(2017) is approximately 257,000 m3. The majority of 

the woody debris found in the city of Asakura was 

fresh woody debris recruited by the landslides, debris 

flow and stream bank failures caused by Tropical 

Storm Nanmadol. We uncovered woody debris dams 

(decay class 1) that are thought to have been newly 

formed by the storm. Moreover, old woody debris 

dams were also found at some stations, which are 

believed to have formed before Tropical Storm 

Nanmadol. Based on the concept of the woody debris 

budget, woody debris storage is a common process in 

nature. In headwater streams, landslides and stream 

bank failures are the main sources of woody debris 

recruitment. Woody debris was entrained 

downstream by debris flows in the headwater stream 

and floods in the large stream channel. 
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ABSTRACT 

 
The noise in the moving average (MA) model is often assumed to be normally distributed. In applications it 

is often found that the noise is exponentially distributed. MA model parameters include order, coefficient and 
noise variance. This paper proposes a procedure to estimate MA model parameters containing exponential noise. 
The estimatin of MA model parameters is done in a hierarchical Bayesian framework. But the posterior 
distribution has a complex shape, the Bayes estimator cannot be determined exactly. The reversible jump Monte 
Carlo Markov Chain (MCMC) method is proposed to determine the Bayes estimator of the MA model 
parameters. The simulation result shows that this proposed method estimates MA model parameters well. As an 
application, MA model with exponential noise is used to model an environmental data. 
 
Keywords: Bayesian, Moving Average, Exponential Noise, Reversible Jump MCMC 
 
 
INTRODUCTION 

 
The Autoregressive Model (AR) is a time series 

model used to model data in different areas of life. 
AR models with normal distributed errors have been 
extensively studied by various researchers. The AR 
model with exponential error has been investigated 
by various researchers. Shi [1] used a genetic 
algorithm to estimate the exponential AR model of 
AR. Sad [2] studied the AR model (1) whose error is 
exponential distributed. Larbi [3] used the Bayesian 
robust method to obtain the optimal bayes estimator 
for AR models whose errors are exponentially 
distributed. In the above studies, the order of the AR 
model is assumed to be known. Suparman [4] 
examined the AR model whose error is exponential 
distributed but the model order is unknown. The AR 
model was evaluated using MCMC reversible jump 
algorithm. 

Moving Average (MA) Model is a time series 
model that is similar to AR model. The MA model is 
also used to model data in different areas of life. 
Rossum [5] used the MA model as a continuous 
quality control analysis for routine chemical tests. 
The MA procedure is optimized using the MA bias 
detection simulation procedure. Kordestani [6] used 
an MA filter to accelerate the acceleration signal and 
determine the location of the damaged steel beam. 
Although there are similarities between the AR 
model and the MA model, the MA model estimation 
is more difficult than the AR model estimation, 
especially if the order of the order MA model is 
unknown. In various studies, the MA model often 
assumes that the error is normally distributed with 
mean 0 and the variance unknown. However, in the 

application it is often encountered that the data does 
not meet the assumption of normality. The 
estimation of MA models whose errors are 
exponential distributions and whose order are not 
known has not been investigated by researchers. 

Reversible jump MCMC [7] has been applied in 
many areas including in signal processing and in 
time series data analysis. The MCMC reversible 
jump algorithm is used for model selection. 
Punskaya [8] used the MCMC reversible jump 
algorithm to select a piecewise AR model that has a 
normal distributed error. Grummer [9] used a 
reversible jump for species selection. Pourhabib [10] 
used the MCMC reversible jump for the selection of 
the number and locations of the pseudo points. Fox 
[11] used a reversible jump MCMC to select the 
instrument calibration model. Newcombe [12] and 
Karakus [13] used a reversible jump MCMC for the 
selection of variables in regression. Steward [14] 
used a reversible jump MCMC to select non-linear 
models in the volterra system.    

This study proposes the reversible jump MCMC 
method to estimate MA model parameters whose 
error is exponential distributed where the order is 
unknown. MA model parameters include order, 
parameter coefficients, and error variance. 

 
METHOD  

 
The parameter estimation is done in a bayesian 

framework. Bayesian estimation requires a prior 
dustribution and likelihood function. The prior 
distribution and likelihood function are combined to 
obtain a posterior distribution. Under the quadratic 
loss function, the bayes estimator is obtained by 
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calculating the mean of the posterior distribution. 
Because the posterior distribution has a complex 
shape, the bayes estimator cannot be determined 
analytically. MCMC is used to determine the bayes 
estimator by creating a markov chain whose limit 
distribution is close to the posterior distribution. 
This markov chain is used to determine the bayes 
estimator. In this study, the order of the MA model 
is also a parameter that is estimated based on the 
data. This makes the dimensions of the markov 
chain a combination of several different 
dimensioned spaces. So MCMC cannot be used 
directly. Therefore the Reversible Jump MCMC is 
used to solve the problem. 

The estimation procedure is as follows: First, the 
determination of the likelihood function, second the 
selection of prior distribution, third the 
determination of posterior distribution and the fourth 
determination of the bayes estimator uses reversible 
jump MCMC [7]. 
 
RESULTS AND DISCUSSION 

 
The Bayesian method is used to estimate the 

parameters. Bayesian estimation requires a priority 
possibility and distribution function. 

 
Likelihood Function  

 
Let n1 x,...,x be n data following the following 

MA (q) model: 

tjtj
q

1jt zzx +θ= −=∑   
)n,...,2,1t( =   

Where ),...,( q1
)q( θθ=θ is the coefficient vector. 

Random variable tz  is the independent variable and 
the exponential distribution with parameter λ . The 
probability function tz  is  

tt zexp)z(f λ−λ=λ  
The variable transformation is used to transform 
from variable z to variable x. So 

jtj
q

1jtt zxz −=
θ−= ∑  and 1

dx
dz

t

t = .   

Therefore, the probability density function of tx  is  

)zx(exp)x(f jtj
q

1jtt −=
θ−λ−λ=λ ∑  

Suppose )x,...,x(x n1q+= . By 

taking 0x...x q1 === , the likelihood function of 

n1 x,...,x  can be approximated by:  

),,qx(L )q( λθ
 

)x(f t
n

1qt
λ=∏ +=

 

)zx(exp jtj
q

1jt
n

1qt
qn

−=+=
− θ−λ−λ= ∑∑  

Let qI be the inversibility region and 

),...,( q1
)q( ρρ=ρ  is the sample inverse partial 

autocorrelation vector. By using transformation 
] [q)q(

q
)q( 1,1I:G −∈ρ→∈θ  

Then MA(q) model is inversible if and only 
if ] [ .1,1 q)q( −∈ρ  Finally, the approximate likelihood 
function of x can be written by: 

),,qx(L )r( λρ

]z)(Gx[exp jtj
1q

1jt
n

1qt
qn

−
−

=+=
− ρ−λ−λ= ∑∑ .

 

1G− is the inverse transformation of the 
transformation G. 
 
Bayesian 
 

Before obtaining a posterior distribution, the 
prior distribution is selected. 

Prior Distribution 
The prior distribution is taken as follows. The 

binomial distribution is chosen as the distribution for 
the order q (q = 1, 2, ..., qmax)  

q1qq
q )1(C)q( max −µ−µ=µπ  

Where qmax is the maximum for q and µ (0< µ <1) is 
a hyperparameter. The uniform distribution is 
chosen as the distribution for the vector coefficient  

)q(ρ  
q)q( )1,1(U)q( −=ρπ  

Also, the Jeffrey distribution is selected as the 
distribution for parameter λ  

λ
∝λπ

1)(  

Then, the hyperprior distribution for µ  selected 
uniform distribution at interval (0,1). 

Let ),,,q( )q( µλθπ  be the prior distribution 

for ),,,q( )q( µλθ .  Since the conditional distribution 

of the parameter ),,q( )q( λθ  is given the hyper 

parameter µ  is
)(

),,,q(
),,q(

)q(
)q(

µπ
µλθπ

=µλθπ , the 

prior distribution for ),,,q( )q( µλθ  can be written as: 

)(),,q(),,,q( )q()q( µπµλθπ=µλθπ  

Posterior Distribution 
Let )x,,,q( )q( µλθπ  be the posterior distribution 

for ),,,q( )q( µλθ . According to Bayes teorema, the 

posterior distribution for ),,,q( )q( µλθ  is given as 
follows
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)x,,,q( )q( µλθπ  

),,qx(L )r( λρ∝ ),,,q( )q( µλθπ  

),,qx(L )r( λρ∝ )(),,q( )q( µπµλθπ  

However, the Bayes estimator cannot be 
determined analytically because the posterior 
distribution of the θ parameter has a complex form. 
To solve this problem, the reversible jump MCMC 
algorithm [7] is used. 
 
REVERSIBLE JUMP MCMC 

 
Suppose ),,,q(M )q( µλθ= . The MCMC method 

for simulating the distribution )x,,,q( )q( µλθπ  is a 

method that produces ergodic Markov 
chain m1 M,...,M  which has a stationary 
distribution ).x,,,q( )q( µλθπ The Markov chain 

m1 M,...,M  can be considered as a random variable 
having a distribution ).x,,,q( )q( µλθπ  

Furthermore, 

Markov chian m1 M,...,M  is used to estimate the 
parameter M. To realize this,  the Gibbs algorithm is 
adopted. The simulation of distribution 

)x,,,q( )q( µλθπ  consists of 3 steps : First, 

simulate   
)1qmaxq,1q(B~ +−+µ   

Second, simulate ),(G~ βαλ where 1qn +−=α   
and 

  ]z)(Gx[
1

jtj
1q

1jt
n

1qt −
−

=+=
ρ−

=β
∑∑   

Third, simulate )x,q( )q(ρπ  

The distribution )x,q( )q(ρπ  has a complex form 
so that simulation of the distribution of )x,q( )q(ρπ  
cannot be done exactly. Since the value of q is 
unknown, the MCMC algorithm cannot be used to 
simulate the distribution )x,q( )q(ρπ . Here, the 
MCMC reversible jump algorithm (Green, 1995) 
was adopted. 

Let ),q( )q(ρ=ξ  be the actual point of the 
Markov chain. There are 3 types of transformation 
used: order birth, order death and order change. Next, 
let Nq be the probability of transformation from q to 
q+1, let Dq be the probability of transformation from 
q+1 to q, and let Cq be the probability of the 
transformation from q to q. 

 

Birth/Death of Order 
The transformation of the birth of order will 

change the MA model coefficient, from q to q + 1. 

Let ),q( )q(ρ=ξ be the actual point and 

),1q( )q(* *

ρ+=ξ  
is the new point. The birth of 

order from ),q( )q(ρ=ξ  to ),1q( )q(* *

ρ+=ξ  is 

defined in the following way.  Express 1qq* +=  
and select random point )1,1(U~v − . Then, create a 

new point ),1q( )q(* *

ρ+=ξ  with 

}v,,...,{ *
qq

*
q1

*
1

)q(
*(*)

*

=ρρ=ρρ=ρ=ρ  

Conversely, the transformation of the death of 
order will change the MA coefficient, from q+1 to q.  
Let ),1q( )1q( +ρ+=ξ  be the actual point and 

),q( )q(* ρ=ξ  is the new point. The death of order 

from ),1q( )1q( +ρ+=ξ  to ),q( )q(* ρ=ξ  is defined in 

the following way. Express qq* =   and create a new 

point ),q( )q(* ρ=ξ  with 

},...,{ q
*
q1

*
1

)q(
(*)

*

ρ=ρρ=ρ=ρ  

Suppose that ),( *
n ξξη  and ),( *

d ξξη  are 

respective the acceptance probability for the birth of 
order and the acceptance probability for the death of 
order. The acceptance probability for the birth of 
order is as follows: 

    ,1min{),( *
n =ξξη

1qn

qn* )(
+−

−

β

β
qn

1
−

}
qq

1q

max −
+  

The acceptance probability for the death of order 
is as follows: 

    ,1min{),( *
d =ξξη

qn

1qn* )(
−

+−

β

β )qn( − }
1q

qqmax

+
−  

Change of Coefficient 
Transformation of the change of coefficient will 

not change the order. This transformation only will 
change the MA coefficient.  Let ),q( )q(ρ=ξ  be the 

actual point and ),q( )p(** *

ρ=ξ  is the new point. 

The change of coefficient from ),q( )q(ρ=ξ  

to ),q( )p(** *

ρ=ξ  is defined in the following way. 

Express qq* = , select an index randomly 

}q,...,1{j∈ , and select a point randomly 

)1,1(U~u − . Then a new point ),q( )p(** *

ρ=ξ  is 

created with 

,u,,...,{ *
j1j

*
1j1

*
1

)q( *

=ρρ=ρρ=ρ=ρ −−
 

             
},..., q

*
q1j

*
1j (*) ρ=ρρ=ρ ++  



SEE - Nagoya, Japan, Nov.12-14, 2018 
 

794 
 

Let ),( *
c ξξη  be the acceptance probability for 

the change of coefficient. The acceptance probability 
for the change of coefficient is as follows: 
























β

β
=ξξη

α*
*

c ,1min),(  

 
CONCLUSION 
 

This study proposes an estimation of MA 
model parameters whose error is exponential 
distribution and the order is unknown. Parameters 
could not be estimated using the MCMC algorithm 
because the order of the MA model is unknown. 

The MCMC reversible jump algorithm was a 
method that can be used to estimate the parameters 
of the MA model even though the order is unknown. 
The advantages of this method are both the order 
and the MA model coefficient that can be estimated 
simultaneously. In addition, the resulting MA model 
is an MA model that satisfies an inversible condition. 
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ABSTRACT 

 
PT Japfa Comfeed Indonesia Tbk is second with 24% market share. In order for Japfa to seize market share 

in the first position, the management realize the need for competent human resources. By knowing the employee 
competency gaps in the Livestock Warehouse Department, the company can design a program to improve the 
quality of human resources for the achievement of better quality objectives. The purpose of this research is to 
analyze the gap competency, find alternative solutions, and give the recommendation to upgrade competency of 
the employee. The data collected used Likert Scale, processed test data validation using Product Moment 
Pearson correlation technique formula and analyze by gap analysis and importance performance analysis (IPA) 
matrix. The value of competency gap is obtained by fulfilling importance level and capability level. Opinions 
used are opinions by managers and employees. The highest negative importance gap for core competence is the 
ability to anticipate, identify and solve the problem, while for field competence is mastering the way computer 
operate. The highest negative capability gap value for core competence is the ability to reach the target for 
permanent employees and ability to work with high spirits for outsourced employees, while for field competence 
is mastering how to operate computer permanent employees and master the system of implementation of the seal 
of vehicle loading in accordance with work instructions for employees outsourcing. 
 
Keywords: Core competency, Field competency, Gap, Importance, Capability 
 
 
INTRODUCTION 

 
The poultry feed market is dominated by four 

players: PT Charoen Pokphand Indonesia Tbk, PT 
Japfa Comfeed Indonesia Tbk, PT Malindo Feedmill 
Tbk, and PT Wonokoyo Jaya Corporindo which has 
a combined market share of about 80%.  PT Charoen 
Pokphand Tbk is a poultry feed company which 
controls the market in the first rank with a market 
share of 34%. PT Japfa Comfeed Indonesia Tbk is 
second with 24% market share. In order for Japfa to 
seize market share in the first position, the 
management realize the need for competent human 
resources. To improve the competence of human 
resources, companies need to consider the 
competency gap or employee competency gap at this 
time by looking at the extent to which employees 
have the competence expected by the company, 
especially employees of the Department of Animal 
Feed Warehouse who handle the finished product 
and directly related to product damage that occurred. 
The extent to which employees in this department 
master the necessary skills and the extent to which 
employees consider competence to be important in 
their work. By knowing the employee competency 
gaps in the Livestock Warehouse Department, the 
company can design a program to improve the 
quality of human resources for the achievement of 
better quality objectives. 
 

METHODS  
 
This research was conducted at PT Japfa 

Comfeed Indonesia Tbk Tangerang Unit. for 3 
(three) months from July to September 2017. The 
selection of research sites was conducted 
purposively (deliberately) with the consideration that 
PT Japfa Comfeed Indonesia Tbk needs 
improvement in the quality of its human resources, 
especially the Animal Warehouse Section. Primary 
data was obtained directly using questionnaire. 
Secondary data is obtained from documents and 
reports of PT Japfa Comfeed Indonesia Tbk 
Tangerang Unit. Data collection was obtained by 
direct interview using questionnaire. 

Respondents in this research are employees of 
PT Japfa Comfeed Indonesia Tbk Unit Tangerang 
Department of Animal Feed Warehouse which 
amounts to 60 people consisting of 20 employees 
who work in five work units namely (1) 
administrators; (2) production handover; (3) 
implementing loading and unloading; (4) forklift 
operators; (5) cleaners, and 40 outsourcing 
employees who assist in the process of over sacking 
and loading and unloading of feed. 

The data collected consisted of data on 
importance and data about the ability to use Likert 
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Scale with range 1 to 5. Data of importance ranging 
very unimportant to very important. data capabilities 
ranging from very inadequate to very capable. 
Before the data is processed test data validation 
using Product Moment Pearson correlation 
technique formula as follows:  
 

𝑟𝑟 =  𝑛𝑛(Σ𝑥𝑥𝑥𝑥)−(Σ𝑥𝑥Σ𝑥𝑥)
�[(𝑛𝑛Σ𝑥𝑥2)−(Σ𝑥𝑥)2)][(𝑛𝑛Σ𝑥𝑥2)−(Σ𝑥𝑥2)]

                (1) 

 
Where: 
r  = Coefficient of validity sought 
n  = Number of respondents 
x  = Scores of each statement x 
y  = Score of each statement y 
 

Test reliability using Cronbach Alpha technique 
with formula as follows: 
 

𝑟𝑟11 =  � 𝑘𝑘
𝑘𝑘−1

� �1 − Σ𝜎𝜎𝑏𝑏2

𝜎𝜎𝑡𝑡2
�                                    (2) 
 

Where : 
r11  = Instrument reliability 
k  = Many points of the statement 
αt2  = Total variance 
Σ αb2 = The number of variance items  
 

The formula to find the value of the variety is: 
 

𝜎𝜎2 =
Σ𝑥𝑥2− (Σ𝑥𝑥)2

𝑛𝑛
𝑛𝑛

                                                   (3) 
 

Where : 
Σσ2  = Variety 
x  = Value of the selected score 
n = Number of instances  
 
The tabulation form used for this study can be 

seen in table 1 below.  
 

Table 1 Tabulation of Competency Gap Analysis 
 

Com-

peten-

ce 

Importance Capability Gap 

Full-

time/ 

out-

sour-

cing 

1 2 3 4 5 Nki 1 2 3 4 5 Npi = 

Nki-

Npi 

1.              

2.              

3.              

4. etc              

Competency Gap Analysis 
 

The value of importance for each competency 
required is as follows Setiarso (2009) in Chandra 
(2011: 27) : 

 
𝑁𝑁𝑁𝑁𝑁𝑁 =  (𝐾𝐾1×1)+(𝐾𝐾2×2)+(𝐾𝐾3×3)+(𝐾𝐾4×4)+(𝐾𝐾5×5)

𝑅𝑅
                (4) 

 
Where : 
Nki  = Value of importance to competence i 
K1  = Number of respondents with answer 1 
K2  = Number of respondents with answer 2 
K3  = Number of respondents with answer 3 
K4  = Number of respondents with answer 4 
K5  = Number of respondents with answer 5  
 
The formula for calculating the value of 

capability for the knowledge required as follows: 
 
𝑁𝑁𝑁𝑁𝑁𝑁 =  (𝑃𝑃1×1)+(𝑃𝑃2×2)+(𝑃𝑃3×3)+(𝑃𝑃4×4)+(𝑃𝑃5×5)

𝑅𝑅
            (5)      

 
Where : 
NPi  = Values of competence i 
P1  = Number of respondents with answer 1 
P2  = Number of respondents with answer 2 
P3  = Number of respondents with answer 3 
P4  = Number of respondents with answer 4 
P5  = Number of respondents with answer 5 
 
 

Importance Perfoemance Analysis (IPA) 
 
According to Tjiptono (2011), this technique was 

first proposed by Martilla and James in 1977 in their 
article entitled "Importance-Performance Analysis" 
(Oscar & Pambudi, 2014: 5. The IPA Matrix 
(Importance-Performance Analysis) is clearly and 
detail presented in Fig. 1.  

 

 
 

Fig. 2 Matrix IPA. 

Kuadran III 
Low Priority 

Low Importance 
Low Performance 

Kuadran IV 
Possible Overkill 
Low Importance 

High Performance 

Kuadran I 
Concentrate Here 
High Importance 
Low Performance 

Kuadran II 
Keep Up Good Work 

High Importance 
High Performance 

I
M
P
O
R
T
A
N
C
E 

PERFORMANCE 
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RESULTS 
 
The value of competency gap is obtained by 

fulfilling importance level and capability level. 
Opinions used are opinions by managers and 
employees. The value of competency gap is obtained 
by calculating the difference between the average 
value importance level and capability level of the 
employees with the value given by the manager. 
 

Importance Level 
 

The assessed competencies are core 
competencies belonging to the Result Orientation, 
Team Focus and Global View categories that break 
down into 18 core competencies. In addition, there 
are 10 field competencies required by the 
Department of Animal Feed Warehouse. Assessment 
using five Likert scales. 

 

Permanent Employees 
Six core competencies have an average value  ≥ 

4.00 that is the ability to work together; the ability to 
complete tasks in teams effectively; ability to respect 
colleagues; the ability to think ahead; ability to work 
with high spirits and ability to anticipate challenges. 
The core competency that has the highest average 
importance level is the ability to work together, with 
an average value of 4.50. The core competencies 
that have the lowest average importance level 
compared to other core competencies are the ability 
to make changes and the ability to express opinions 
well, with an average importance level of 3.50. The 
core competency that has the largest positive 
importance gap is the ability to work with 0.50. 
While the other 14 core competencies have a 
negative gap value.  

Seven field competencies have an average 
importance level ≥ 4.00, while the other 
competencies have an average importance level 
<4.00. Competence field that has the highest average 
value of interest is mastering the system of feeding 
identity in the warehouse in accordance with work 
instructions and mastering the way of loading and 
unloading the feed in the warehouse in accordance 
with work instructions with a value of 4.56. 
Competence field that has the lowest average 
importance level is mastered how to operate the 
computer, that is with the importance of 3.67. The 
competence of the field that has the biggest negative 
gap value is mastering how to operate the computer, 
that is with a negative value of 1.33. 

 
 

Outsourcing Employees 
The core competency that has the highest 

average value of interest is the ability to think 
creatively, with an average value of 4.03.For core 
competencies that have the lowest average interest 
compared to other core competencies is the ability to 
make changes with an average rating of 3.53. The 
core competencies that have a positive gap value are 
creative thinking ability with a gap value of 0.03. 
While other competencies have negative importance 
gaps. The core competencies that have the biggest 
negative gap value is the ability to anticipate, 
identify and solve the problem with the negative gap 
of 1.41. 

There is no field competency that has an average 
value of interest ≥ 4.00. The importance of the 
competence of the field of outsourcing employees all 
has a negative gap value. Competency field that has 
the value of the biggest negative interest gap is the 
way to operate the computer with negative value 
1.41. 
 
Capability Level 
 

The assessed competencies are core 
competencies belonging to the Result Orientation, 
Team Focus and Global View categories. In addition, 
there are 10 field competencies required by the 
Department of Animal Feed Warehouse. Assessment 
using five Likert scales. 

 

Permanent Employees 
There is one core competency that has an 

average capability value of ≥ 4.00. The core 
competency that has the highest average value of 
capability is the ability to respect colleagues, with an 
average value of mastery of 4.22. The core 
competencies that have the lowest level of mastery 
are the ability to take advantage of opportunities, the 
ability to think creatively and the ability to adjust to 
change, with the average value of mastery of 3.39. 
There are two core competencies that have more 
than one gap value. Core competencies that have a 
negative gap value with a value of more than one 
that is the ability to achieve targets and the ability to 
work with high spirits, effectively and definitely. 

There is one competency field that has an 
average value of capability of ≥ 4.00. While the 
competence of other fields has an average value of 
capability value between 3.00 - 3.99. There is one 
competency that has a value of less than one 
capability gap. Competency field that has the biggest 
negative gap value is mastering the way to operate 
the computer, that is a negative gap of 1.67. 
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Outsourcing Employees 
The core competencies that have the highest 

average value of capability are the ability to 
anticipate the challenge; have the nature of want to 
learn, always try, add knowledge and new science; 
ability to see problems in micro or macro with value 
3,88. While the competence that has the lowest 
average value of capability is the ability to think 
creatively with an average value of mastery of 3.50. 
Competence which has the biggest negative gap 
value is the ability to work with a high spirit that is 
with negative gap value 1.31. 

Field competency that mainly mastered by 
outsourcing employees is mastering the system of 
handling of food damaged/leaked in accordance with 
work instructions that is with the average value of 
mastery of 4.00. For the field competencies that 
have the lowest average value of capability is to 
master the system of seal implementation vehicle fit 
in accordance with work instructions that is with an 
average value of 3.53. Field competency that has the 
value of the biggest negative capability gap is 
mastering the system of the implementation of the 
seal of the vehicle loaded in accordance with work 
instructions, that is with the negative gap 1.47. 
 
Conformity Level 
 

The results of the assessment of importance level 
and capability level will result in a calculation of the 
level of conformity between importance level and 
capability level of core competence and field 
competence. The level of conformity is the result of 
comparison of the total score of capability with the 
number of importance scores. The results show how 
far the employees capable the competence in 
accordance with the importance of these 
competencies to be mastered in their work. 

 

Permanent Employees 
The average overall competence of core 

competence is 93.83%. The core competencies that 
have the highest level of conformity are the ability to 
share and appreciate the contribution of work and 
the ability to make changes with the value of 103%. 
There are four competencies that have a percentage 
of less than 90%, there are ability to reach the target; 
creative thinking ability; ability to work together and 
able to adjust to change. The smallest level of 
conformity is owned by the core competence of 
achieving the target value of 83%. The overall value 
shows there are two core competencies 
corresponding to the importance (conformity level ≥ 
100%). While the other 16 core competencies have 
not been in accordance with the importance (level of 
conformity ≤ 100%). 

The overall conformity for field competencies is 
90%. The field competency that has the highest level 
of conformity is mastering how to drive a forklift in 
accordance with work instructions with a value of 
103%. The smallest level of conformity is owned by 
mastering the knowledge of the type of product 
stored in the warehouse with an 80% conformity 
value. 
 

Outsourcing Employees 
The overall conformity for core competencies is 

99.22%. The core competency that has the highest 
level of conformity that is the nature of want to 
learn, always trying to increase knowledge and new 
science, that is with the value of 108%. The smallest 
degree of conformity is shared by the core 
competency of creative thinking ability with an 87% 
conformity score. 

The overall conformity for field competencies is 
99.00%. The field competency that has the highest 
level of conformity is mastering the handling system 
of damaged/leaked feed in accordance with work 
instructions, with a value of 111%. The smallest 
degree of conformity is owned by the competence of 
the field to control the system of the seal of the 
loaded vehicle in accordance with the work 
instructions with 93% suitability value. 
 
 
DISCUSSIONS 

 
The ratings of importance level, capability level, 

and conformity level are used to determine 
coordinate points. The coordinate points used for 
drawing a cartesius diagram. There is four 
placement in the cartesius diagram, which separated 
by two perpendicular lines. The first quadrant (I) is 
located to the upper left, the second quadrant (II) is 
on the upper right, the third quadrant (III) is on the 
lower left, and the fourth quadrant (IV) is on the 
lower right. The position of each core competency in 
the four quadrants can be used as a tool in providing 
alternative strategies to improve the level of 
competence of employees. 

Quadrant I shows competencies that are 
considered important by permanent employees but 
have not demonstrated good mastery or 
performance, so companies need to improve the 
competence controls included in this quadrant. 
These competencies are a top priority for 
improvement. Quadrant II shows competencies that 
are considered important by permanent employees 
and have been mastered well. The competencies in 
this quadrant should be maintained by the company. 
Quadrant III shows competencies that are considered 
less important and less controlled by permanent 
employees so that companies do not need to 
prioritize or give more attention to these 
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competencies. Quadrant IV indicates that 
competence is considered less important but the 
employees master it well so that companies better 
allocate resources to increase the competence to 
other competencies that have a higher priority level. 
 

Core competencies 
 

The core competencies of permanent employees 
in quadrant I is the ability to reach the target. The 
competencies contained in quadrant II are the ability 
to work in high spirits, the ability to effectively 
complete the tasks of the team, the ability to work 
together, the ability to respect colleagues, the ability 
to anticipate challenges, and the ability to think 
ahead. The competencies in quadrant III are the 
ability to take advantage of opportunities, the ability 
to think creatively, the ability to make changes, the 
ability to convey a good opinion, the nature of the 
desire to learn, always trying to increase knowledge 
and new knowledge, the ability to adjust to change, 
the ability to see problems from the scope of micro 
and macro, and ability not limited to knowledge and 
skills in the field of work alone but be open to other 
fields. The competencies in quadrant IV are the 
ability to anticipate, identify and solve problems, 
ability to share and appreciate work contribution, 
and competence of innovative thinking. 

The core competencies of outsourced employees 
in quadrant I are the ability to work with high spirits, 
the ability to take advantage of opportunities, the 
ability to think creatively, the ability to work 
together, the ability to think innovatively, and the 
ability not to limit themselves to knowledge and 
skills in the field of work but is open to the field 
others. The competencies contained in quadrant II 
are the ability to achieve the target, the ability to 
respect the co-workers, the ability to think ahead, 
and the ability to see the problems of micro and 
macro. The competencies in the quadrant III are the 
ability to share and appreciate the contribution of 
work and the ability to make changes, the ability to 
express opinions well. The competencies in the 
quadrant IV are the ability to anticipate, identify and 
solve problems, the ability to effectively complete 
the tasks of the team, the ability to anticipate 
challenges, the ability to recognize and solve 
problems outside the scope of work, have the nature 
of learning, always trying to increase knowledge and 
new knowledge, and ability to adjust to change. 
 
 
Field Competencies 
 

The field competencies of permanent employees 
in quadrant I is to master the knowledge of the types 

of products stored in the warehouse. Competence 
contained in quadrant II is mastering the lotting 
system feed in the warehouse in accordance with 
work instructions, mastering the system of feeding 
identity in the warehouse in accordance with work 
instructions, master the knowledge of the flow of 
feed in the warehouse in accordance with work 
instructions, mastering knowledge of the groove of 
feed warehouse in accordance with work 
instructions, and master the way of loading and 
unloading the feed in the warehouse in accordance 
with work instructions. Competence which is in 
quadrant III is mastering system implementation of 
vehicle seal in accordance with work instructions 
and mastered how to operate a computer. 
Competencies that are in quadrant IV is Mastering 
the handling system broken or leaking feed in 
accordance with work instructions and Mastering 
how to drive a forklift in accordance with work 
instructions. 

The field competencies of the outsourced 
employees in quadrant I is to master the food lotting 
system in the warehouse in accordance with work 
instructions and master the knowledge about the 
type of product stored in the warehouse. The field 
competencies in quadrant II is to master the 
knowledge of the groove of feed in the warehouse in 
accordance with the work instructions, to master the 
system of feeding identity in the warehouse in 
accordance with the work instructions, to master the 
loading and unloading of the warehouse in 
accordance with the work instructions, feed from the 
warehouse in accordance with work instructions, 
master the way to ride the forklift in accordance with 
work instructions. The field competencies that is in 
quadrant III is to control the implementation of the 
seal of the loaded vehicle in accordance with the 
work instructions. The field competencies in 
quadrant IV is to master the handling system of 
damaged or leaked feed in accordance with the work 
instructions and master the way to operate the 
computer. 
 
 
CONCLUSION 
 

The conclusions that can be drawn from this 
research are: 
1. The highest negative importance gap for core 

competence is the ability to anticipate, identify 
and solve the problem, while for field 
competence is mastering the way computer 
operate. 

2. The highest negative capability gap value for 
core competence is the ability to reach the 
target for permanent employees and ability to 
work with high spirits for outsourced 
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employees, while for field competence is 
mastering how to operate computer permanent 
employees and master the system of 
implementation of the seal of vehicle loading 
in accordance with work instructions for 
employees outsourcing. 

 
 

RECOMMENDATION 
 
Recommendations that can be given based on 

this research for the company are: 
1. Efforts that can be made in order to improve 

the core competence of employees is to involve 
employees in targeting, compensation 
improvement, and carry out training and 
development of human resources capabilities. 

2. Efforts that can be done in order to improve the 
field competencies of employees are training 
methods of self-study. 
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ABSTRACT 

 
Built environment and cultural heritage are important aspects to improve the quality of life in environmental 

regeneration and management.  This paper aims to compare two case studies to examine partnership for 
environmental regeneration and management in post-industrial landscapes in the northwest of England: 
conservation and interpretation of the salt heritage at Northwich Woodlands, and landscaping former coalfields 
with artworks at Bold Forest Park, St.Helens.   Study methods used are literature reviews and face-to-face 
interviews with representatives from partnership organisations, e.g. Mersey Forest, local authority officers, and 
Friends of Anderton and Marbury.  From the results, characteristics of the two projects became apparent with 
distinctive focuses: industrial heritage in Northwich Woodlands; and creating a focal point using collaborative 
artworks in St. Helens.  Similarities are also found in outcomes of environmental regeneration to create wildlife 
areas with some statutory designations, and partnership patterns integrating sectors from public, private, and the 
community.  For both case studies, the overriding issue is being able to develop the resources and partnerships to 
enable the sites to be managed and thus cherished by their communities in the long term. 
 
Keywords:  Post-industrial landscapes; Industrial Heritage; Art Projects; Community Participation 
 
 
INTRODUCTION 

 
Participative Environmental Regeneration in 
Creation of Post-industrial Landscapes in the UK 

 
Post-industrial landscapes are brought by 

‘radical transformation by the industrial era’, i.e., 
mining, in European landscape, one of the first to be 
faced with ‘the need to restore and give new purposes 
to damaged industrial landscapes’ [1].  However, in 
such damaged post-industrial landscapes, there are 
unused or underused lands, i.e., brownfields with 
unique flora and fauna, and industrial heritage in 
some cases [2].  In addition, in recent years, post-
industrial landscapes are considered to be potential 
sites for creating Green Infrastructure (GI) to improve 
‘the health and quality of life’ for the community by 
an ‘interconnected network’ with ecological process 
[3], [4] of blue (water) and green (open spaces) 
systems [5].  

In the UK, processes of environmental 
regeneration in post-industrial landscapes are 
recognised in parallel to community participation in 
partnership with volunteer sectors and often with the 
community, owing to the British Urban Policies to 
support physical regeneration with socio-economic 
regeneration [1]. Because some of these sites are not 
always recognised by the local community due to a 
lack of infrastructure or its location they can be 

difficult to be noticed [5].  In this way, landscape 
improvements can be undertaken with approval of the 
community and can empower the community to 
become engaged in long-term landscape management 
[1].  Therefore, creating links between the landscape 
and the people is inevitable for sustainability of the 
community and the environment [6].  Furthermore, 
the process can create opportunities to enhance 
community empowerment through local enthusiasm 
[7]. Partnership for community scale GI has been 
classified into distinctive typology patterns by 
characteristic, governance, and activity focuses 
which enables to analyse creation and management of 
GI from local level to city-scale [8]. In terms of the 
partnership capacity of the community, continuous 
public sector support is also necessary in long-term 
management in green space [9]. Therefore, 
environmental regeneration and management in 
partnership is becoming more recognised. 

As a way of engaging with the community, art 
in the landscape is found in many cases.  Artworks 
have been discussed to increase attractiveness for 
visitors and being a touristic destination, as well as to 
have an impact on regionally and nationally by 
attracting the media and the wider community which 
can support with increasing revenue and future 
funding opportunities [1]. 
 
Aims of the study and study methods 
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This paper aims to compare two case studies to 
examine the role of partnership for environmental 
regeneration and management in post-industrial 
landscapes as follows. It will focus on the 
improvement of the built environment and cultural 
heritage perspectives; conservation of industrial 
heritage as a result of salt production at Northwich 
Woodlands, and landscaping former coalfields with 
an iconic artwork called ‘Dream’ at Bold Forest Park, 
St. Helens.  There has been little discussion about the 
enhancement of local distinctiveness and the quality 
of life in brownfield land regeneration [6].  Study 
methods used are literature reviews regarding on 
environmental regeneration and cultural heritage and 
interviews with four representatives of The Mersey 
Forest, two local authority officers from St. Helens 
Council, one officer from Cheshire West and Chester 
Council, and one representative from the Community 
Forest Trust, and two representatives from the 
Friends of Anderton and Marbury.   

Both projects consist of multiple land-uses and 
landowners in the urban fringe in the Northwest of 
England. Northwich Woodlands are located next to 
the town centre of Northwich in Cheshire, and Bold 

 
 
 
 
 
 
 
 
 
 
 
Fig.1   A map of case study areas by referencing [10]  

with some amendments 
 
 
 
 
 
 

 

 
 
 

 
 
 
 
 
 
 
 
 
Fig. 2   A map of the Northwich Woodlands [11] 

 
 
 
 
 
 
 
  
 
 
 
 
 
  
 
 
Fig 3. A map of the Bold Forest Park [12] with some  

amendments 
 

Forest Park is in the south of St. Helens in 
Merseyside, within the Liverpool City Region (Fig 1-
3).  Interestingly, these projects are also connected by 
Sankey and St. Helens canals in St. Helens and the 
River Weaver in Northwich navigating to the River 
Mersey for transporting salt and coal. These are key 
projects of The Mersey Forest, one of two 
Community Forests in the Northwest of England 
since 1991.   

The Mersey Forest has been leading a 
partnership with landowners and partners to manage 
long-term landscape management for over twenty 
years, and has ‘evolved from a governmental inspired 
organisation to a community empowered 
organisation’ [5].  It has supported the community to 
set up friends groups for anyone to join to manage and 
undertaking range of activities and events on green 
spaces since 1998 [13]. 
 
CASE STUDIES OF PARTNERSHIPS ON 
ENVIRONMENTAL REGENERATION AND 
MANAGEMENT  
 
Outlines of case studies 
 

Both case studies are good practice examples of 
post-industrial environmental regeneration which 
have supported the change in landscape that have 
improved the quality of the environment.  Northwich 
Woodlands have undergone ground condition 
improvements to remediate past activities of salt-
mining, through brine extraction and subsequent 
deposits of lime wastes (Table 1).  Due to the 
excessive mining and extraction in the past, sudden 
historic subsidence has created several pools (known 
locally as “flashes”) and altered the flow of water 
courses. As a result, there are a variety of waterways 
and wetland areas visited by people for bird watching 
and recreation.   

Northwich Woodlands is comprised of a variety 
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of green spaces, including Marbury Country Park, a 
former country estate with a formal landscape; 
grazing land at Ashton’s Flash; and community 
woodlands owned by the Forestry Commission at 
Uplands and Hopyards Woodland.  Northwich 
Woodlands are located along the Trent and Mersey 
Canal with the size of 315hectares, the total sum of 
green spaces with some private lands (Fig. 2). 

Lion Salt Works, recently completed 
conservation works and opened as a museum in 2015 
to disseminate local history and industry of salt- 
making, and Anderton Boat Lift, constructed in 1875 
for lifting about 15 meters high to connect the Trent 
and Mersey Canal to the River Weaver which had a 
conservation work in 2002, along with the 
development of marinas to travel by waterways [2].   
These conservation projects were mainly funded by 
Northwest Regional Development Agency, a 
government organisation which promoted regional 
development (abolished in 2012), and Heritage 
Lottery Fund supported by the proceeds of National 

 
Table 1  Outline of the Northwich Woodlands 

Project name 
(size of sites) 

The Northwich Woodlands (315ha) 

Past industrial 
activities 

Salt-mining, brine extraction, and 
deposits of lime wastes 

Landscapes 
changes  

Subsidences to form pools and 
creation of watercourses for salt-
mining and industrial activities 

Environmental 
regeneration 
and types of 
green space 

Pools and watercourses, undulating 
landforms, and woodlands by 
environmental improvements and 
landscaping  

Places of 
interests of 
green space 

Bird watching places and to visit 
industrial heritage (Lion Salt Works; 
Anderton Boat Lift), travelling 
waterways 

Characteristics 
of the projects 
and statutory 
designations 

Conservation of industrial heritage; 
Green Flag Award, Site of Special 
Scientific Interest (Witton Mill 
Meadow)[14], 7 Sites of Biological 
Importance[14], Green Belt[15], [16] 

Fundings 
(main funders) 

Northwest Regional Developmente 
Agency, Heritage Lottery Fund 

Local 
partnerships 
and their roles  

Mersey Forest, Cheshire West and 
Chester Council, local industries and 
businesses, landowners, residents, and 
community and local groups 

Community 
groups  

Friends of Anderton and Marbury 

Other local 
groups 

Saltscape Community Forum; 
Northwich Business Improvement 
Districts; Lion Salt Works Trust; 
Cheshire Wildlife Trust; Canal and 
River Trust; Groundwork Cheshire, 
Lancashire, Merseyside; Cheshire 
West Archives; Northwest Geological 
Society 

Events and 
Activities on 
sites 

Events by community and local 
groups, Exhibition about Wildlife of 
the Northwich Woodlands 

Management 
and 
responsible 
organisations 

Areawide management by rangers 
with volunteers from community and 
local groups 

Long term 
management 
plans  

Securing the budget for the rangers  

Lottery. It is managed by the ranger service from the 
Cheshire West and Chester Council and supported by 
the community and local Friends Group FoAM, it has 
also received the Green Flag Award. This is the 
benchmark national standard, which recognises and 
rewards the best green spaces in the country.  For 
protection for wildlife and green space, a Site of 
Special Scientific Interest (Carey Park) [14], seven 
Local Wildlife Sites [14], and a Green Belt [14]-[16] 
for conserving undeveloped green fields by British 
planning system have been designated.  Fig.6 
illustrates Ashton’s Flashes, in fragile foundation by 
subsidence [14] to limit accesses by fences around the 
site.  It is now used for grazing in dry seasons and 
becoming a marshland in wet seasons [2]. 
 
 
 
 
 
 
 
 
 
Fig. 4  Lion Salt Works                        
 
 
 
 
 
 
 
 
Fig.5  Anderton Boat Lift 

 
 
 
 

 
 

 
 

Fig. 6  Ashton’s flash 
 

Bold Forest Park was formerly a moss land with 
diverse wildlife and nature. After coal-mining and 
quarrying activities during the 1950s to the 1980s, a 
programme of environmental regeneration was 
undertaken in the 1990s to create green spaces 
through the reclamation of spoil heaps into 
community woodland (Table 2). Bold Forest Park 
also includes privately owned agricultural land, 
designated as a Green Belt [12], [17], [18] (Fig.3), as 
well as protected areas for wildlife. This includes a 
Local Nature Reserve (Colliers Moss Common 
North) [12], and 11 Local Wildlife Sites [12] in the 
project.  The undulating landscapes created by spoil 
heaps resulting from coal-mining activities (Fig.7) 
and soil generated by housing development are now 
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becoming new landmarks with great views, such as 
Sutton Manor.   

Bold Forest Park consists of five green spaces, 
320 hectares in total, such as Colliers Moss Common 
with a variety of wildlife areas, as well as woodlands 
and grassland owned by the Forestry Commission.  
There is a private owned golf course, an area of 51.5 
hectares, included in the Bold Forest Park Area 
Action Plan and called to be ‘recreation hubs’ with 
green spaces [12].  Farmlands are located around 
green spaces with 63 percent of an area size of 1159 
hectares of the park, also designated as Green Belt 
(Fig. 3) [12].  

The woodlands and marshlands of Colliers Moss 
Common (North and South) are connected by a 
pedestrian bridge over the railway line between 
Manchester and Liverpool. Community Art has been 
used on the site to engage with the local community, 
such as “pit wheels” used for coal mining are featured 
in the design of a pedestrian bridge which has become 
a focal point of the Common (Fig.8).  
 
Table 2  Outline of the Bold Forest Park 

Project name 
(size of sites) 

The Bold Forest Park (320ha of 
green spaces; 1808ha) 

Past industrial 
activities 

Coal-mining 

Landscapes 
changes  

Spoil heaps created from coal-
mining activities and a hill created 
by soil constructed by a housing 
development 

Environmental 
regeneration 
and types of 
green space 

Reclamation of spoil heaps to form 
hilly landscapes and tree planting; 
environmental improvements and 
landscaping surrounded by 
agricultural lands  

Places of 
interests of 
green space 

Big Art Project called the Dream, 
Viewpoints to the surroundings, and 
green spaces created by 
environmental regeneration 

Characteristics 
of the projects 
and statutory 
designations 

Artworks with Big Art Project, 
environmental regeneration; Local 
Nature Reserves (Colliers Moss 
Common North)[12], 11 Local 
Wildlife Sites[12], Green Belt[12], 
[17], [18] 

Fundings (main 
funders) 

Northwest Regional Developmente 
Agency, EU 

Local 
partnerships and 
their roles  

Mersey Forest, St. Helens Council, 
local industries and businesses, 
landowners, residents, and a 
community group 

Community 
groups  

Friends of Colliers Moss 

Other local 
groups 

― 

Events and 
Activities on 
sites 

Events and management with the 
community 

Management 
and responsible 
organisations 

Site based management by St. 
Helens Council, Mersey Forest, 
Forestry Commission, and private 
landowners 

Long term 
management 
plans  

Bold Forest Park Area Action Plan 
(2017) 

Project name 
(size of sites) 

The Bold Forest Park (320ha of 
green spaces; 1808ha) 

There is also a Big Art Project called ‘Dream’ 
mainly funded by Northwest Regional Development 
Agency and European Regional Development Fund 
[19].  The sculpture is the key output of collaborative 
work of the artist and the member of the community 
who worked in the coalmines, reflecting the 
community’s wish to have something new and 
looking to the future.  The process of the collaborative 
work was documented on a Channel 4 TV programme 
and the project is widely known.  It is located on the 
highest point of Bold Forest Park, on the former 
coalfield, Sutton Manor (Fig.9) and is an important 
local focal point. 
 
 
 
 
 
 
 
 
 
Fig.7   Landscaping at Sutton Manor 
 
 
 
 
 
 
 
 
Fig.8   A bridge at Colliers Moss Common 
 
 
 
 
 
 
 
 
Fig. 9   A sculpture at Sutton Manor 
 
Partnerships of case studies 

 
Partnership of Northwich Woodlands 

 
The Northwich Woodlands partnership includes 

Cheshire West and Chester Council, the Mersey 
Forest, Forestry Commission, Canal and River Trust, 
local industries, businesses and community groups.   
The well-established Friends of Anderton and 
Marbury (FoAM) and other local groups in the area 
(Table 1) to undertake a programme of events.    
FoAM was founded in 1999 and now has a 
membership of over 240; it continues to play an active 
role to manage the sites.  Area-wide management is 
undertaken by Cheshire West and Chester Council 
and Forestry Commission rangers, supported by 
volunteers from community and local businesses.  
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Important tasks for the future are to secure the budget 
to be able to continue to manage the habitats created. 
 
Partnership of Bold Forest Park 
 

Partnership of Bold Forest Park includes St. 
Helens Council, the Mersey Forest, Forestry 
Commission, local industries and businesses, 
landowners, residents, and a community group called 
Friends of Colliers Moss. The Friends of Colliers 
Moss was founded in 2016 to undertake events and 
management on sites.     
 
Table 3  A timeline of the Northwich Woodlands 

1970’s 1975  Environmental improvements at 
Marbury Country Park 

1980’s 1987  Environmental Regeneration at Furey 
Wood 
1989  Cheshire West and Chester Land 
Regeneration                                                                                                
Unit to start environmental regeneration(-
2005) 

1990’s ― 
2000’s 2006 Vale Royal Borough Local Plan (-2015) 

(Northwich Woodlands identified) 
2007  Supplementary Planning Document 5, 
Landscape Character, Vale Royal Borough 
Council 

2010's 2012 Saltscape Landscape Partnership (-
2017) 
2015  Local Plan (Part One, adopted), 
Cheshire West and Chester Council 
2016  Northwich Business Improvement 
District Green Infrastructure Plan, Mersey 
Forest (Northwich Woodlands identified) 

 
Table 4  A timelines of the Bold Forest Park[20] 

1970’s ― 
1980’s 1986   Economic Strategy 

1987   Ravenhead Renaissance established 
1989   Wasteland to Woodland (-1998) 

1990’s 1998   St. Helens Unitary Development Plan 
1998 (-2013) 

2000’s 2003 The First City Growth Strategy (Public-
private partnership) 
2005 Forestry Commission District Valuer’s 
Report 
2006 St. Helens Town in the Forest Strategic 
Vision Document (Forest Park identified) 
2008 City Growth Strategy (-2018) (Forest 
Park identified) 

2010's 2012 St. Helens Core strategy (Bold Forest 
Park identified) 
2016 St. Helens Local Plan (2018-2033), 
Scoping Consultation Document (Bold Forest 
Park identified) 
2017   Bold Forest park Area Action Plan 

 
Planning timelines of case studies 
 

A planning timeline of Northwich Woodlands 
can be described as project based, starting from 
environmental improvements at Marbury Country 
Park in 1975, then Cheshire County Council Land 
Regeneration Unit to take over environmental 
regeneration during 1989 to 2005 [14], and more 
recently through the Saltscape Landscape Partnership 

(2012-2017) supported by the Heritage Lottery Fund 
[21] (Table 3).  The importance of good access and 
connections to Northwich town centre have been 
discussed by developing Green Infrastructure in 
Northwich Business Improvement District Green 
Infrastructure Plan by Mersey Forest, since 
Northwich Woodlands are closely located to the town 
centre [22].   

Northwich Woodlands has been identified in 
Vale Royal Borough (reorganised into Cheshire West 
and Chester Council) Local Plan (2006; saved 
policies until 2015) [15].  However, a recently 
published Local Plan (2015) by Cheshire West and 
Chester Council mentions only selected sites but not 
entire Northwich Woodlands [16].   

A planning timeline of Bold Forest Park has 
been led by planning system, starting from strategies 
in the 1980s and a development plan in the 1990s 
(Table 4).  Forest Park has been identified in the 
2000s, and it appeared in documents such as St. 
Helens Town in the Forest Strategic Vision 
Document (2006) [23], and City Growth Strategy 
(2008) [24].   In the 2010s, Bold Forest Park has been 
identified in statutory documents as follows; St. 
Helens Core strategy (2012) [25], and St. Helens 
Local Plan (2016) [18], and the Bold Forest Park Area 
Action Plan (2017) [12].  St. Helens Local Plan 
(2016) is discussing about a release of Green Belt [18], 
which may also have effects to the future 
development in the area, such as a development 
opportunity site identified in the Fig. 3. 
 
CONCLUSIONS 
 

From the results, the two case studies present 
good examples of environmental regeneration and 
management creating community green spaces in 
post-industrial landscapes. There are similarities in 
outcomes of environmental regeneration creating 
wildlife areas with some statutory designations, and 
partnership with the public, private and community.   

Moving forward there will be distinctive 
focuses: most likely around industrial heritage in 
Northwich Woodlands, and active recreation and 
collaborative artwork in St. Helens. In both 
Northwich Woodlands and Bold Forest Park the 
community and local groups are actively participating 
in running events and exhibitions, as well as assisting 
to manage their green spaces.   

For both case studies, the overriding issue is 
being able to develop the resources and partnerships 
to enable the sites to be managed and cherished by 
their communities in the long term. The recently 
published UK’s government’s ‘25 Year Plan for the 
Environment’ acknowledges that there needs to be 
long-term direction with flexibility to adapt to new 
evidence and circumstances: ‘the right mix of public 
and private funding and financing for projects that 
protect and enhance natural assets will be crucial.’  
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Increasing pressures on local authority budgets has 
meant the need to consider innovative funding and 
land holding mechanisms in order to realise the 
natural capital benefits the two case studies provide.  
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ABSTRACT 

 
Water footprint is the amount of water use related to human activities. Currently, the water scarcity and 

untreated water are the main problems many organizations have confronted with. In this study, the water 
consumption activities of a public University are studied and assessed within the context of the three types of water 
footprints. First of all, the water consumption of an organization in the form of the blue and green water footprints 
are assessed and calculated. Secondly, the polluted water or gray water footprint is also included in the study. 
Finally, the total water footprint of the organization is evaluated in term of liter per campus community member. 
The second phase of the study focuses on the application of the lean six-sigma initiatives on the water consumption 
activities of the University. The application will point out the most critical activity with the highest priority to 
implement the water saving solution. This consequence will result in the significant reduction of the water footprint 
of the organization. Therefore, this incorporation will lead to the expedition of the environmental sustainability in 
the University. 
 
Keywords: Lean six sigma, Public University, Water footprint. 
 
 
INTRODUCTION 

 
Water is the important resource for every aspects 

of human’s life. However, the emerging problem is 
the scarcity of water in many areas of the world and 
the water conservation is the key to solve this 
problem. Although most people realize the 
importance of the water saving, the crucial problem is 
that they do not take it seriously. The study shows that 
most people might not get the whole picture of how 
much water is spent on each process. As a result, if 
water consumption of each product or process is 
calculated and is attached to like a price tag. They will 
know exactly the impact of their activities on the 
environment. According to the study, since the 
amount of water usage in the public sector is high, it 
is important to implement the efficient method to 
reduce the water consumption. Public University is  a 
part of the public organizations. Therefore, if the 
appropriate intervention technique is applied to the 
current activities of the University, it will result to the 
significant saving of the water consumption in the 
organization. 

 
REVIEW 

 
For the success story in the industry, Sadraoui, Afef, 
and Fayza [1] utilized six sigma technique to reduce 
and optimize the water consumption at Coca Cola 
Company. Moreover, Kaushik, and Khanduja [2] 
reported that the water consumption in the thermal 
power plant was significantly reduced after the 
implementation of six sigma method. Franchetti, 

Bedal, Ulloa, and Grodek [3] show that the technique 
of lean six sigma and green is a potential tool to 
increase the water efficiency in the industry. Parveen, 
Kumar, and Rao [4] also applied the integrated 
method of lean and green supply chain in the 
manufacturing firms to reduce the water usage. The 
study of the impact of lean and agile method on the 
reduction of water footprint in the construction 
industry was conducted by Sertyesilisik [5].  
 
SCENARIO 

 
A public University in Thailand, Valaya Alongkorn 
Rajabhat University, is selected to be a case. Valaya 
Alongkorn Rajabhat University is a public University 
established under the Rajabhat Unversity Act, B.E. 
2547 (A.D. 2004), and the main campus is located in 
Prathumthani province, Thailand as shown in Fig. 1. 
 

 
 
Fig. 1 University campus. 
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The University offers both undergraduate and 
graduate degrees to part-time and full-time students 
and it is operated daily from Monday to Sunday 
except the national holidays. It is the medium-sized 
University. There are about 10,000 students and 700 
University personnel. There are many activities in the 
organization that are related to water consumption. 
This includes the transportation for official use, 
electricity use, and direct water consumption.   
 
RESEARCH PROCEDURES 

 
The main research procedures are divided into two 
sections. The first is to assess the amount of water 
consumption regarding two major processes in the 
organization, transportation and electricity use. The 
second is the application of six sigma methodology to 
reduce the water consumption. 
The pathway to the reduction of water footprint is 
differentiated into five steps, i.e., define, measure, 
analyze, improve and control (DMAIC). 
-Define 
Since the main concept of problem defining is “vital 
few, trivial many”, the Pareto diagram was used to 
identify the problem which contributed to the highest 
amount of water consumption. According to the 
Pareto chart in Fig. 2, the main source of water 
footprint is the fuel consumption for the 
transportation which holds the highest percentage of 
water consumption (88 percent) followed by 
electricity, daily use water, and etc..  
 

 
Fig. 2 Pareto chart. 
 
Therefore, it is interesting to note that the first priority 
to reduce the water consumption should focus on the 
reduction on the fuel use for the combustion in the 
University car fleet. 
-Measure 
The water footprint are calculated by focusing on the 
activities of the organization which lead to the water 
consumption. The consumption is based on two main 
activities, electricity use and fuel consumption on the 
transportation.  
The electricity use was measured from January to 
April 2018 and the water footprint is calculated. The 
measurement is done through the meter reading at 
each building in the University. The total number is 

20 buildings. The unit of electricity measurement is 
kWh (kilowatt-hour) and the life cycle analysis of 
water consumption on the electricity generation is 
0.26 liter/MWh. As a result, the total amount of water 
consumption according to the electricity use is shown 
in Table 1. 
 
Table 1 Water consumption of the electricity use 
 

Building kWh Liter 
Office of Learning Promotion and 

Provision Academic Services 
66,116 17.19016 

Language and Computer Center 65,392 17.00192 
Demonstration School 1 65,920 17.1392 
Demonstration School 2 635 0.1651 
Demonstration School 3 97,675 25.3955 

Green House 32,200 8.372 
Plant Genetics Preservation 2,182 0.56732 

Student Affairs Division 1,596 0.41496 
Faculty of Science and 

Technology (Office and lecture 
hall/rooms) 

3,200 0.832 

Faculty of Science and 
Technology (Home economics 

lecture rooms/laboratory) 

66,440 17.2744 

Faculty of Humanities and Social 
Science (Office and lecture 

hall/rooms) 

6,600 1.716 

Faculty of Humanities and Social 
Science (Student government 

office) 

59,697 15.52122 

Faculty of Industrial Technology 39,200 10.192 
Faculty of Agriculture 

Technology (Office and lecture 
rooms) 

30,560 7.9456 

Faculty of Agriculture 
Technology (Laboratories) 

63,909 16.61634 

Faculty of Education 1 9,680 2.5168 
Faculty of Education 2 261,280 67.9328 

Faculty of Management Science 1 19,200 4.992 
Faculty of Management Science 2 14,960 3.8896 
Faculty of Management Science 3 7,680 1.9968 

Total 1,015,022 263.9057 
 
On the hand, the fuel consumption due to the 
transportation activities is put into the account  
 
Table 2 Water consumption of the fuel use 
 

Fuel Density 
(kg/liter) 

Fuel 
used 

(liter) 

Fuel 
used 
(kg) 

(Liter/
kg) 

Water 
footprint 

(Liter) 
Gasoline 0.77 24307 18716 857 16,039,612 
Diesel 0.832 2640 2196 690 1,515,240 

     17,554,852 
 
It is interesting to note that the major water 
consumption is from the fuel consumption for the 
transportation. Moreover, the detailed study shows 
that gasoline use contributes to the highest water 
consumption (16,039,612 liter). Therefore, the best 
pathway leading to the water reduction is to decrease 
the use of gasoline.  
-Analyze 
The major gasoline consumption is from the 
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University vehicle fleet which is for official use. 
Therefore, the only solution is to reduce the 
consumption.  As a result, the cause and effect or 
Ishikawa diagram is utilized to analyze the causes of 
the effect, i.e., gasoline use reduction. Different 
experts are interviewed and brainstormed, a potential 
list of the causes is depicted in the form of cause and 
effect diagram as shown in the following Fig. 3. 
 

 
Fig. 3. Cause and effect diagram 
 
According to  Fig. 3, different categories of causes are 
listed based on four main genres, i.e., materials, 
methods, machines, and measurements.  
         -Materials 
For materials, the commonly used fuel in the vehicle 
fleet is gasoline. As a result, different type of fuel with 
less consumption of water, e.g., natural gas, should be 
used instead of gasoline. 
However, the engine system needs an upgrade so the 
economic analysis must be assessed. Moreover, since 
the vehicle engine is originally designed for the 
gasoline used, the natural gas might affect the 
tribology of the engine. The engine might need more 
frequent service in the long run. 
           -Machines 
In this case, machine is the engine itself. To increase 
the fuel saving rate, the regular maintenance might 
help to increase the engine performance. Therefore, 
this will lead to the significant saving of the fuel. 
           -Measurements 
Since Bangkok is the capital of Thailand and her 
traffic is among the worst in the world, the fuel 
consumption is contributed to the traffic. Moreover, 
it also has the complex road network so it is easy to 
get lost. As a result, the solution to this problem relies 
on the technology. Currently, the GPS tracking 
system mostly come up with smart phones and 
Google map is the powerful software which will help 
to find the fastest route to the destination. As a result, 
if all drivers use the GPS and its software, it will 

reduce the time spent in the traffic significantly. 
           -Methods 
To reduce the official use of the fleet, the alternative 
solution turns to the outsourced service. Although the 
transportation activities will switch from the 
University’s vehicle fleet.   
-Identify 
After all the options is identified, the experts have 
brainstormed together and score the potential option 
to practice. The results show that the utilization of 
GPS might be the best option to practice. Because of 
the advanced technology, GPS and its navigation 
software is equipped in most smartphones. Therefore, 
most drivers have access to the efficient and robust 
navigation system. The sample of the navigation 
through Google map is shown in Fig. 4. 
 

 
 
Fig. 4. Navigation system 
 
-Control 
The solution to the problem is practice to ensure that 
the cause of the problem is solved. The measurement 
has been done in order to validate the results. 
 
RESULTS 
 
After the efficient navigation system is introduced 
and used in the University vehicle fleet for one 
month, the result indicate that the average fuel saving 
is approximately 5 percent for each trip (in the first 
month after the implementation). Therefore, the total 
amount of gasoline saving per month is about 300 
liter/month or 197,967 liter of water consumption. 
 
CONCLUSIONS AND DISCUSSIONS 

 
The fuel used for the transportation in the 
organization is the main concern which will lead to 
the major saving of the water consumption. The lean 
six sigma method has been applied to reduce the 
water use in the organization. The tool points out that 
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the navigation system should be fully used in the 
University vehicle fleet and this results in the 
significant saving in both the fuel and water 
consumption. Besides the use of DMAIC, other 
methods, e.g., 5S and Kaizen, might be used in 
addition to the proposed method in order to reduce the 
water usage. 
REFERENCES 

 
[1] Sadraoui T., Afef  A., and Fayza J., Six Sigma: 

A New Practice for Reducing Water 
Consumption with Coca Cola Industry. 
International Journal of Six Sigma and 
Competitive Advantage, Vol. 9, Issue 2, 2012, 
pp. 217-244. 

[2] Kaushik P. and Khanduja D., Application of Six 
Sigma DMAIC Methodology in Thermal Power 
Plants: A Case Study. Total Quality Management 
& Business Excellence, Vol. 20, 2009, pp. 197-
207. 

[3] Franchtti M., Bedal K., Ulloa J., and Grodek S., 
Lean and Green: Industrial Engineering Methods 
Are Natural Stepping Stones to Green 
Engineering, Industrial Engineer, 2009, pp. 24-
34. 

[4] Parveen C. M., Kumar A. R. P., and Rao T. V. V. 
L. N., Integration of Lean and Green Supply 
Chain - Impact on Manufacturing Firms in 
Improving Environmental Efficiencies. 
International Conference on Green Technology 
and Environmental Conservation (GTEC 2011). 

[5] Sertyesilisik B., Lean and Agile Construction 
Project Management: As a Way of Reducing 
Environmental Footprint of the Construction 
Industry. Optimization and Control Methods in 
Industrial Engineering and Construction, Vol. 
72, 2014, pp. 179-196. 
 

 
 
 

 



 

811 
 

4th Int. Conf.  on Science, Engineering & Environment (SEE), 
Nagoya, Japan, Nov.12-14, 2018, ISBN: 978-4-909106018 C3051 

 

PREPARATION OF GEOPOLYMER CEMENT FROM CRUSHED 
STONE BY-PRODUCT USING ALKALI FUSION 

 
 

Kazuki Sakamoto1, Takaaki Wajima1 
1Department of Urban Environment Systems, Chiba University, Japan 

 
ABSTRACT 

 
In the crushed stone production process, crushed stone fines, such as dust and slurry cake, are generated as by-

products, and most of them are landfilled. Recently, it is becoming difficult to secure landfill sites, and effective 
utilization of by-products is desired. On the other hand, geopolymer cement has attracted attention due to the 
higher acid resistance than that of ordinary portland cement. 

In this study, we attempted to prepare geopolymer cement from crushed stone by-products using alkali fusion. 
In the experiment, crushed stone dust, discharged from one of the quarries in Japan, the fused dust, which prepared 
from the dust by heating at 500 oC with NaOH addition (weight ratio of addition is 1:1.6) for 0.5 h using rotary 
kiln, tap water and coal fly ash were used as raw materials. Crushed stone dust, fused dust, and tap water is mixed 
on various mixed ratio, with or without addition of coal fly ash, heat at 30 oC or 80 oC for 24 h, and then stand at 
room temperature, in air or distilled water to prepare geopolymer cement. Acid resistances for the obtained product 
and ordinary portland cement was also investigated. As a result, 7 g of mixture of crushed stone dust, water and 
fused dust (mix ratio is 1: 1: 2) with 3 g of coal fly ash, heated at 80 oC, and cured in water to obtain the geopolymer 
cement with hard structure, and the obtained geopolymer cement indicates higher acid resistance than ordinary 
portland cement. 

 
 
Keywords: Crushed stone, Slurry cake, Coal fly ash, Alkali fusion, Geopolymer cement 
 
 
INTRODUCTION 

 
In the crushed stone industry, crushed stone dust / 

cake is generated as a by-product in large quantities 
from crushing, cutting, polishing and cleaning 
processes in the stone production process. Currently, 
most of them are landfilled, but in recent years it is 
becoming difficult to secure landfill sites, and further 
development of effective utilization of by-products, 
such as crushed stone dust and cakes, is desired by 
laws in Japan [1]. 

Crushed stone dust is mainly composed of SiO2 
and Al2O3, and the particle is fine and uniform. It is 
also characterized as sparingly soluble. In previous 
studies, we succeeded to convert sparingly soluble 
crushed dust into highly soluble dust by alkali fusion 
treatment to synthesize zeolitic materials [2] - [9]. 

Geopolymer cement is a cement produced from 
mixing sodium silicate, sodium hydroxide, water and 
some industrial by-products, such as coal fly ash, 
blast furnace slag and so on [10] - [12]. Geopolymer 
cement has attracted attention because it has less CO2 
emissions in the manufacturing process than ordinary 
Portland cement and has high acid resistance [10] 
[13] - [17]. 

Ordinary Portland cement is mainly solidified by 
the formation of needle-like calcium silicate hydrate 
(C-S-H), while geopolymer cement is mainly 
solidified by the polymerization of silicate ions 

sparked by metal ions, such as Al3+, Fe2+ and so on, 
which is similar to the reaction of zeolite synthesis 
[18] [19]. Therefore, there is a possibility to make 
geopolymer cement using fused dust. 

In this study, we attempted to prepare geopolymer 
cement from crushed stone by-product using the dust 
fused with alkali. The conditions, such as mixing ratio 
and curing methods, to prepare the geopolymer 
product with hard structure were investigated and the 
acid resistance of the prepared geopolymer cement 
was evaluated. 

 
EXPERIMENT 

 
Samples 
 

Crushed stone dust generated from one of the 
domestic crushed stone companies in Japan was used 
for the experiment. Coal fly ash used in this study was 
commercially available fly ash type IV. The fused 
dust was prepared by mixing crushed stone dust with 
sodium hydroxide at a weight ratio of 1: 1.6 and 
heating at 500 oC for 0.5 h using a rotary kiln [2]. 
 
Preparation of Geopolymer Cement from Dust 
 

Crushed stone dust, tap water and the fused dust 
were mixed so that total weight of the mixture is 7 g. 
In addition, the mixture with or without coal fly ash 
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was prepared to clarify the effect of coal fly ash 
addition. The mixing ratio of the mixture is shown in 
Table 1. The mixture was cured at room temperature 
for 1 day and 7 days, and 7 days passed and heated at 
50 oC for 24 hours. The hardness of the product was 
judged with a bamboo needle to insert into the 
product. 

 
Table 1 The mixing ratio of the mixture. 
 

 The mixing ratio 
Dsut : Water 1 : 1 

 1 : 2 
 2 : 1 

Fused dust : Water 1 : 1 
 1 : 2 
 2 : 1 

Dsut : Water : Fused dust 1 : 1 : 1 
 2 : 1 : 1 
 1 : 1 : 2 
 1 : 2 : 1 
 1 : 2 : 2 
 2 : 2 : 1 
 2 : 1 : 2 
 3 : 1 : 1 
 1 : 1 : 3 
 1 : 3 : 1 
 3 : 1 : 2 
 2 : 1 : 3 

 
Next, 1 - 7 g of coal fly ash was added to 7 g of 

the mixture (the mixed ratio of dust : water : fused 
dust is 1 : 1 : 2). The mixture was knealed, and the 
condition of the mixture was observed to obtain the 
product precurser with high workability. 

The raw materials and the products were observed 
with a scanning electron microscope (SEM, JSM-
6510A, manufactured by JEOL). 

 
Curing Experiment 
 

The curing experiment was conducted to increase 
the strength of the product. 

The mixture (7 g) of dust, water and fused dust 
(the ratio is 1 : 1 : 2) with 3 g of coal fly ash was used 
for curing experiment. The mixture was filled and 
formed in a ring with a formwork of φ 25 mm × 5 
mm. The ring stands for 24 h in a drying oven at 30 
oC and 80 oC, and the product after 24 h was removed 
from the ring to observe the condition. In addition, the 
ring with the mixture was heated at 80 oC for 24 h, 
removed from the ring and then stand at room 
temperature in air or in 200 mL of distilled water for 
96 h. After 96 h, the product was picked up from the 
beaker and the state was observed. For curing in water, 
the elution amounts of Si, Al, Na and Ca to water 

were examined using atomic absorption spectrometer 
(AAnalyst  200, Perkin Elmer).  

 
Acid resistance Test 
 

Acid resistance test was conducted for the product 
in comparison with Portland cement. The sample was 
prepared with a mold of φ 25 mm × 5 mm. The 
product was formed by heating at 80 oC and standing 
in water for 24 hours. The Portland cement (Ordinary 
Porto Portland Cement, N.C.C. Ltd.) was mixed at 
50 % of water to cement ratio, poured into a mold, 
and stand at room temperature for 24 h. Each sample 
was immersed in a 5% sulfuric acid solution (200 mL) 
for 10 days, and the pH of the sulfuric acid solution 
and the mass of the samples were measured every 24 
h. 

 
3. RESULTS AND DISCUSSION 

 
Formation of Geopolymer 
 

The ternary diagrams of mixing condition for 
formation of hardened body (a) without coal fly ash 
and (b) with coal fly ash are shown in Fig. 1. The plots 
indicate the condition when hardened body was 
confirmed.  

For the product without coal ash (Fig. 1(a)), 
hardening could not be confirmed when the amount 
of water was large (above 40 %) and those of crushed 
stone dust and fused dust were small. With decreasing 
the amount of water and increasing the amounts of 
crushed stone dust and fused dust, the number of days 
used for hardening the product became shorter. 

For the product with coal fly ash (Fig. 1), 
hardening could not be also confirmed when the 
amount of water was large and those of crushed stone 
dust and fused dust were small. In comparison with 
the product without coal fly ash, the conditions for no 
hardening decrease, and the product becomes a 
powder when the amount of water is small and that of 
the crushed stone dust is large. In addition, under the 
same mixing condition, the time for hardening 
becomes shorter. It is considered that the addition of 
coal fly ash accelerate the formation of geopolymer. 
It is noted that the product added with coal fly ash was 
harder than the product without coal fly ash added. 
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Fig. 1 Ternary diagrams of mixing condition for 
formation of hardened body (a) without coal fly ash 
and (b) with coal fly ash. 

 
Figure 2 shows the condition after knealing the 

mixture with varying amount of coal ash added. The 
ratio of crushed stone dust, water, and fused dust is 1: 
1: 2. The mixture after kneading was in liquid form 
when the amount of coal ash added was 1 - 3 g, while 
the mixtures with 5 g and 7 g of coal fly ash added 
were semisolid and powder, respectively. The 
viscosity increases as the amount of coal ash added 
increases. Therefore, it is considered that the mixture 
with 3 g of coal fly ash addition has a good 
workability to obtain the geopolymer cement product. 

 

 
 
Fig. 2 Observation of the mixture with various 
amount of coal fly ash. 

 
The XRD patterns of the raw materials and the 

product are shown in Fig. 3. The product was 
obtained by adding 3 g of coal fly ash to the mixture 
(the mixed ratio is 1: 1: 2 of crushed stone dust, water 
and fused dust). Crushed stone dust contains SiO2 and 
CaCO3 (Fig. 3(a)), and the fused dust consists of 
alkali salts, such as Na2SiO3 and Na4SiO4 (Fig. 3(b)). 
On the other hand, coal fly ash consists of SiO2, 
Si2Al6O13 and amorphous glass (Fig. 3(c)). Peaks of 
SiO2, CaCO3 and Si2Al6O13 remained, and Na2SiO3 
and Na4SiO4 disappeared in the product formed by 
mixing these raw materials (Fig. 3(d)). In addition, 
hydrated sodalite (Na6Al6SiO6 ・ 8H2O) was 
produced in the product. 
 

 
 

Fig. 3 XRD patterns of (a) crushed stone dust, (b) 
alkali fused dust, (c) coal fly ash and (d) product. 

 
Raw materials were observed with SEM, as 

shown in Fig. 4. Crushed stone dust has aggrogates 
particle of thin flake-like sticks with about 20 μm 
diameter (Fig. 4(a)).  The fused dust is the particles 
with some small particles, alkaline salts, on the 
surface (Fig. 3(b)). Coal fly ash was a spherical 
particle with a smooth surface having a particle 
diameter of 5 to 10 μm.  
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Fig. 4 SEM image, (a) dust, (b) fused dust and (c) 
coal fly ash. 

 
The product prepared with or without coal fly ash 

was observed with SEM, as shown in Fig. 5. The 
product was prepared from the mixture with a ratio of 
crushed dust, water and fused dust of 1: 1 : 2 with or 
without addition of coal fly ash. For the product 
without coal fly ash, particles of crushed stone dust 
were covered and solidified by gel-like materials. For 
the product with coal fly ash, the product composed 
of many ball-like shapes, which would be coal fly ash 
covered with some gel-like materials and sodalite-
like crystals and crushed stone dust like particles 
covered with gel-like materials. For the XRD pattern 
of the product with coal fly ash, there was no change 
in the crystal structure of the crushed stone dust and 
coal fly ash. It is considered that crushed stone dusts 
and coal fly ash were covered with the gels formed 
from fused dust and water, and coal fly ash were more 
impregnated in the product to be hardened.  
 

 
 

Fig. 5 SEM image, (a) the product without coal 
fly ash and (b) the product with coal fly ash. 

 
Figure 6 shows the state of the sample after 24 h 

standing at 30 oC and 80 oC. Although the sample at 
30 oC is wet and brittle because chipping occurred at 
demolding, the sample at 80 oC is hardened and no 
chipping occurred at demolding. 
 

 
 

Fig. 6 Sample state after standing at (a) 30 oC and 
(b) 80 oC for 24 h. 

 
Figure 7 shows the state of the product after 72 h 

in air and water. For the product prepared in air, some 
precipitates were observed on the surface. It is noted 
that the product became fragile and cracked by 
washing the precipitates on the surface with distilled 
water. For the product prepared in water, no 
component was precipitated on the surface, and the 
hard structure of the product was kept. 
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Fig. 7 Observation of the product after 72 h in  
(a) air and (b) water. 

 
Figure 8 shows the elution amounts of Si, Al, Ca 

and Na into water. While Al and Ca were hardly 
eluted, elution of Si and Na was confirmed. Elution 
of Si and Na into water increased to 46 mg/g and 85 
mg/g, and be constant after 48 h. The percentages of 
Na and Si eluted from the product into water are about 
60% and 25%, respectively. Therefore, the precipitate 
on the surface of the product prepared in air is caused 
from excess amounts of Na and Si in the product, and 
the product prepared in water has no precipitate on 
the surface and hardened due to the removal of excess 
Si and Na during the curing in water. 

 

 
 

Fig. 8 Elution amounts of Si, Al, Ca and Na into 
water. 
 

Figure 9 shows the state of the sample before and 
after acid resistance test. The shape and color of 
Portland cement change to be small and the color 
become white after the test, while the shape of the 
product did not change after the test. 

Figure 10 shows the mass changes of the product 
and Portland cement in sulfuric solution. It is noted 
that the pH of the sulfuric acid solution was stable at 
below pH 1 during the immersion period. The mass 
of portland cement decreases for 10 days, while that 
of the product decreases in 2 days and be almost 
constant after 2 days. After 10 days, the mass of the 

product is 90 % of the product before the test, while 
that of Portland cement is 20 % of the portland cement 
before the test. It was found that the obtained product 
has acid resistance of geopolymer cement. 

 

 
 

Fig. 9 Observation of (a) product and (b) Portland 
cement before and after immersion in sulfuric 
solution. 

 

 
 

Fig. 10 Mass change of the product and Portland 
cement in sulfuric acid solution. 
 
CONCLUSION  

 
We tried to prepare geopolymer cement from 

crushed dust, water, fused dust and coal fly ash. A 
hardened geopolymer product was obtained by 
adding 3 g of coal ash to 7 g of the mixture with the 
ratio of crushed stone dust: water: fused dust = 1: 1: 
2. It was found that curing in water after heating at 80 
oC was effective for producing stable geopolymer. 
From the acid resistance test, it was found that the 
prepared geopolymer cement has higher acid 
resistance than Portland cement. 
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ABSTRACT 

 
We attempted to make agricultural cultivation solution from seawater with a simple process using natural 

zeolite. In 21st century, the demand for food is increasing due to the global population growth, and securing 
farmland is one of the most important factors in food production. Approximately 20 % of farmland in the world is 
salt-damaged soil with unsuitable properties for agriculture by high salinity water, and simple desalination methods 
of high salinity water to improve salt-damaged soil is desired. Natural zeolite has a cation exchange ability, and is 
available in large quantities at low cost. In this study, desalination of seawater, as high salinity water, using 
Japanese clinoptilolite zeolites with typical exchangeable cation, Na+, K+, NH4

+, Mg2+ and Ca2+, were examined. 
Ca2+-type zeolite indicates the highest reduction of NaCl from seawater among these ion-exchanged natural 
zeolites. The column experiment using Ca2+-type natural zeolite shows that pH can be controlled to neutral and 
salinity can be reduced by the reaction between Ca2+ in zeolite and other ions in seawater. Although Radish sprouts 
did not grow in seawater, they could be grown in the solution treated with column process of Ca2+-type natural 
zeolite. 
 
Keywords: Seawater Desalination, Natural zeolite, Radish sprout growth, Ca-ion exchange 
 
 
INTRODUCTION 

 
In the 21st century, global environmental issues 

are very serious and effective utilization of energy 
and mineral resource and securing food and water are 
urgent problems. Production of a stable supply of 
food is essential to sustain human life. Securing 
agricultural water is one of the most important factors 
in food production. Due to the global population 
growth, the demand for water is increasing. Many 
countries of the Middle East and Africa are in a 
chronic shortage of water, and it is expected that half 
of the countries in the world will get into a water 
shortage in 2025 [1]. 

One of the ways to supply water resources is 
seawater desalination because seawater is the most 
abundant water resources on earth. The multi stage 
flash (MSF) method and the reverse osmosis 
membrane method (RO) are well known desalination 
technologies [2], but these technologies are expensive 
for agricultural use because they are producing high-
quality fresh water for domestic or industrial use. 
However, the highest utilization of the fresh water in 
the world is irrigation, and the percentage of irrigation 
utilization is 70% of the total freshwater utilization 
[3]. Agricultural water should contain elements for 
crops rather than be highly purified. Seawater 
contains the essential elements needed for plant 
growth, but its high concentration of NaCl causes salt 
damage that precludes its direct use. Irrigation water 
has no need to be high-quality fresh water and can be 
obtained by reducing high content of NaCl in 

seawater. 
The securing farmland is also one of the most 

important factors in food production. Approximately 
20 % of farmland in the world is salt-damaged soil 
with unsuitable properties for agriculture by high 
salinity water. Furthermore, the cultivated lands in 
northeast Japan were damaged by tsunami, and 
became salted soil not to use for agriculture. 
Therefore, simple and inexpensive technique is 
desirable for agricultural use to decrease salinity of 
saline water or salted soil.  

Natural zeolite occurs in natural deposits, 
generally associated with grassy volcanic rock, and is 
available in large quantities at low cost [4], especially 
Japan is volcanic country with abundant natural 
zeolite deposits, such as clinoptilolite, mordenite and 
so on. Based on their high ion-exchange capacity, 
absorptivity, water retention and low cost, natural 
zeolites have been used in agronomy, horticulture and 
industry [5]. Therefore, natural zeolite has possibility 
to be used to reduce NaCl in saline water at low cost. 
There are some papers for seawater desalination using 
natural zeolites [6-8]. Little information is available, 
however, on the treatment of saline water with natural 
zeolite.  

In this study, we investigated the ability of ion-
exchanged Japanese natural zeolite for seawater 
desalination. Reduction of NaCl from seawater using 
Japanese clinoptilolite-type zeolites with typical 
exchangeable cation, Na+, K+, NH4

+, Mg2+ and Ca2+, 
were examined, and column test using ion-exchanged 
natural zeolite was performed to produce the solution 
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for agricultural utilization from seawater. 
   

MATERIALS AND METHOD  
 

Samples 
 
Seawater used in this study was collected from the 

surface layer in Imari Bay, Saga Prefecture, Japan. 
Japanese clinoptilolite-type natural zeolite, which 
was obtained from the deposit of Koriyama, 
Kagoshima prefecture, Japan, was used in zeolite 
treatment. 

 
Ion-exchanged Natural Zeolite Treatment 

 
 Five different ion-exchanged natural zeolites, 

Na+-, K+-, NH4
+-, Mg2+- and Ca2+-zeolite, were 

prepared, and the NaCl reductions in seawater by 
these ion-exchanged zeolites were compared. Before 
the experiment, natural zeolites used in this 
experiment was grounded by mill, sieved under 500 
μm, and dried in drying oven at 80 oC overnight. 

Na+- and NH4
+-zeolites were prepared using the 

method reported in [9], and K+-, Mg2+- and Ca2+-
zeolites were prepared as follows. Na+-zeolite (100 g) 
was put into 4 M KCl, 2 M MgCl2 or 2 M CaCl2 
solution (500 mL) in 1 L vessel, and set in drying 
oven at 80 oC overnight. Then, the slurry was filtrated, 
and the solid was put into each fresh solution (500 
mL) again. This procedure was repeated 3 times, then 
the obtained solid was washed with 80 % EtOH, and 
dried at 80 oC overnight to obtain K+-, Mg2+- and 
Ca2+-zeolite. It is noted that all exchangeable cation 
sites in natural zeolite was completely occupied by 
the objective cations. 

The reduction of NaCl in seawater using ion-
exchanged natural zeolites was examined as follows. 
1.5 g of natural zeolite was added to 15 mL of 
seawater, and stirred for 2 hours with a magnetic 
stirrer. After stirring, the slurry was filtered, and then 
fresh natural zeolite was added to the filtrate. This 
procedure was repeated 5 times. The concentrations 
of Na+, K+, Mg2+, Ca2+, Cl- and SO4

2- in seawater and 
the filtrate after each times of zeolite treatments were 
determined using ion chromatograph (DX-120, 
Dionex). 

 
Column Test using Ion-exchanged Natural Zeolite 

 
Before the column test, Ca-exchanged natural 

zeolite packed column was prepared. Natural zeolite 
particles with the diameter of 1.0 mm (40 g) was 
packed into the glass column tube (inner diameter: 14 
mm, height: 30 cm) sandwiched between layers of 
quartz wool, 1 M Ca(NO3)2 solution (100 mL) was 
then fed to the column from bottom to top at a flow 

rate of 10 mL/min using a ceramic pump, and the 
effluent was circulated to the column again for 2 
hours. After circulation, distilled water (800 mL) was 
passed through the column to remove the excess 
Ca(NO3)2 in the column to prepare the Ca-exchanged 
natural zeolite column. Four these columns were 
prepared. 

Seawater desalination experiment was done using 
Ca-exchanged natural zeolite column. Seawater (40 
mL) was fed to the Ca-exchanged column from 
bottom to top at a flow rate of 4 mL/min using a 
ceramic pump, and the effluent was circulated to the 
column again for 2 hours. After circulation, the 
solution was completely passed through the column 
to collect the column treated seawater. This column 
treated seawater was fed to the fresh Ca-exchanged 
column, and done as the same procedure. This 
operation was repeated 4 times.  

The pH, salinity and the concentrations of main 
elements, Na+, K+, Mg2+, Ca2+, Cl- and SO4

2-, in the 
solution after passing through the column was 
measured using pH meter (Horiba, F-72), salt meter 
(MK, YK-31SA) and ion chromatograph (Tosho, IC-
2010), respectively. The changes of each element on 
each step represent as the ratio of measured 
concentrations to the original concentrations in 
seawater (R) as follows;  
 

0C
CR M

M =  (M: Na+, K+, Mg2+, Ca2+, Cl-, SO4
2-) (1) 

 
where C0 and CM are the initial concentration in 

original seawater and the measured concentration in 
the treated solution, respectively.  

 
Growth Test 
 

The solution after 4 times column treatment, tap 
water and seawater were applied to growth test using 
radish sprouts (Raphanus sativus). During this test, 
cultivation was conducted for 10 days at room 
temperature to investigate the possibility of using the 
obtained solutions for cultivation. 
 
RESULTS AND DISCUSSION 
 
Desalination Ability of Ion-exchanged Natural 
Zeolite 

 
Figure 1 shows the change of (a) Na+ and (b) Cl- 

concentrations in seawater as a function of the 
number of zeolite treatment. Although Na+ content is 
almost constant using Na+-type zeolite, other types 
zeolites can decrease Na+ content in seawater. The 
order of Na+ reduction is NH4

+ ≒ K+ ≒ Ca2+ > Mg2+ 
> Na+ ≒ 0, which is good accordance with adsorption 
affinity of clinoptilolite for cations [10]. On the other 
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hands, Mg2+- and Ca2+-type zeolites, including 
divalent cations, can decrease Cl- contents in 
seawater, while Cl- contents are almost constant using 
Na+-, NH4

+- and K+-type zeolites, including 
monovalent cations.   

 

 

 
 
Fig. 1 Change of (a) Na+ and (b) Cl- concentrations 

in seawater as a function of the number of 
zeolite treatment. 

 
Table 1 shows the chemical compositions of 

seawater and the solution after 5-times treatment with 
ion-exchanged natural zeolites. It is noted that 
original seawater indicates typical chemical 
compositions of seawater [2], [11]. The cation 
including in each type-zeolite is high content in each 
solution, and the contents of K+ and Ca2+, which are 
the cations with high adsorption affinity of 
clinoptilolite, decrease, except the solutions treated 
with K+- and Ca2+-type zeolite, respectively. It is 
considered that the exchangeable cations with high 
mobility (high affinity) can be exchanged with high 
content of Na+ in seawater. SO4

2- content is almost 
constant using all types zeolites. It is unclear why 
divalent-type zeolite can reduce only Cl- content in 
seawater. Anion removal using zeolite may depend 
on surface adsorption because zeolite is cation 
exchanger. One of the reasons may be that the surface 
properties of divalent-type zeolite are different to 
monovalent-type, which indicates higher affinity for 
Cl- than SO4

2-.  

 These results suggest that Ca2+-type natural 
zeolite is the best for NaCl reduction from seawater.  

 
Table 1 Chemical compositions of seawater (SW) 

and the solution after 5-times treatment with 
ion-exchanged natural zeolites (NZ). 

 
 SW Na+

-NZ 
NH4

+-
NZ 

K+-
NZ 

Mg2

+-
NZ 

Ca2+

-NZ 

Na+ 475 477 402 415 450 406 

NH4
+ 0.0 0.0 66.5 0.0 0.0 0.0 

K+ 10.
3 

0.3 0.9 59.8 5.7 3.1 

Mg2+ 56.
0 

51.
2 

51.9 52.4 73.7 57.3 

Ca2+ 11.
7 

6.8 9.3 10.1 10.4 51.1 

Cl- 553 541 562 548 507 506 

SO4
2- 27.

8 
28.
0 

27.6 27.5 27.2 27.1 

Unit: mmol/L 
 
Desalination using Column 

 
The pH and salinity of the solution after natural 

zeolite column treatment on each step are shown in 
Fig. 2. The pH of seawater is 7.76, and those of the 
solution after zeolite treatment are neutral (pH 6.5 - 
7.5), which indicates the solution pH after natural 
zeolite treatment is neutral to be used for cultivation. 
The salinity of seawater is 3.40 %, and with 
increasing the number of treatment to four times, that 
of the solution gradually decreases to 0.66%, which 
is approximately one-fifth of the original salinity of 
seawater. 

 

 
 

Fig. 2 pH and salinity of the solution treated with 
Ca-exchanged natural zeolite columns. 
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Changes of each element in the solution during the 

zeolite treatment are shown in Fig. 3. The contents of 
Na+, K+, Mg2+, Cl- and SO4

2- drastically decreases on 
first zeolite treatment and then gradually decrease 
after second zeolite treatment, which is 
approximately below one-fifth of the original 
contents of seawater, while that of Ca2+ drastically 
increases and then be almost constant after second 
zeolite treatment.  

Therefore, the decrease of salinity mainly depends 
on the decreases of all elements, except Ca2+.  

 

 
 

Fig. 3 Ratios of Na+, K+, Mg2+, Ca2+, Cl- and SO4
2- 

in seawater to those in the solution treated 
with Ca-exchanged natural zeolite column. 

 
Table 2 shows the chemical composition, salinity, 

and pH of seawater and the solutions after various 
times of natural zeolite treatment. Although seawater 
contains high amounts of Na+ (12191 mg/L), Cl- 
(21891 mg/L) and other elements and indicates high 
salinity (3.4 %) The solutions after zeolite treatment 
contain lower amounts of Na+, Cl-, K+, Mg2+ and 
SO4

2- than seawater, except Ca2+, and indicates lower 
salinity than seawater. It is noted that pH of the 
solution is neutral to be used for cultivation. The 
contents of Na+, Cl-, K+, Mg2+, SO4

2- and Ca2+ in the 
solution after 4-times natural zeolite column 
treatments are 405 mg/L, 4959 mg/L, 0 mg/L, 70 
mg/L, 504 mg/L and 2466 mg/L, respectively, which 
indicates that the solution contains low NaCl and 
minerals, Mg2+ and Ca2+, and indicates low salinity 
(0.66 %) for plant growth. 

 
 
 
 
 
 
 
 

 
Table 2 Chemical compositions, salinity and pH of 

seawater (SW) and the solution after 1-4 
times treatment with Ca-exchanged natural 
zeolite columns. 

 
 SW 1-

times 
2-

times 
3-

times 
4-

times 
Contents 
(mg/L) 

     

Na+ 12191 5027 2501 857 405 
K+ 682 140 74 33 0 

Mg2+ 1360 592 330 135 70 
Ca2+ 403 2330 3132 2644 2466 
Cl- 21891 12409 9643 6036 4959 

SO4
2- 2724 1520 1136 667 504 

Salinity 
(%) 

3.40 2.15 1.45 0.95 0.66 

pH 7.79 7.48 6.85 6.55 6.73 
 

Figure 4 shows the growth test of radish sprouts 
for 10 days at room temperature. Although we could 
not observe the germination of radish sprouts using 
seawater, we could confirm the growth of radish 
sprouts using the treated solution like using distilled 
water. These results suggested that it is possible to 
prepare the solution for agricultural cultivation from 
seawater using Ca-type natural zeolite treatment. 

 

 
 

Fig. 4 Observation of Raphanus sativus after 10-
days growing using (a) tap water, (b) 
seawater, and (c) the solution after 4 times 
zeolite treatment of seawater. 

 
CONCLUSION 
 

We investigated desalination behaviors from 
seawater using Japanese clinoptilolite-type natural 
zeolite in order to be used as desalination agent for 
producing irrigation water from salty water. The 
ability of ion-exchanged clinoptilolite zeolite for 
NaCl reduction from seawater was examined. Among 
typical ion-exchanged zeolite, such as Na+-, K+, 
NH4

+, Mg2+- and Ca2+-type natural zeolites, Ca2+-type 
zeolite is the best for reduction of NaCl from 
seawater. We could decrease the salinity of seawater 
using a simple Ca-exchanged natural zeolite column, 
and can obtain the solution with neutral pH and low 
salinity to be used for cultivation. Although radish 
sprouts did not grow in seawater, they could be grown 
in the solution after zeolite treatment. These results 
suggested that it is possible to prepare a solution for 
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agricultural cultivation from seawater using a simple 
Ca-exchanged natural zeolite treatment. I found that 
Ca-natural zeolite can be desalinate seawater by 
removing both cations and anions. In future, Ca-
exchanged natural zeolite will be applied to improve 
salted soil to cultivate craps. 
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ABSTRACT 

 
In Indonesia surface waters are often polluted by domestic waste. The use of Effective Microorganisms (EM) 

mixed with rice bran and clay soil then shaped into mudballs has been suggested as a means to directly improve 
water quality of polluted rivers. This study examined the removal of COD and TSS by 2.5 cm φ mudballs made 
with two different kinds of activated EM solutions, i.e. EM1 and EM4.  Batch experiments at 30°C were 
conducted where artificial river water was treated with mudballs made from rice bran, and clay soil, which were 
mixed with either activated EM1 or EM4 solutions. Removal efficiencies of 120 mg/L COD by the mudballs 
were respectively 60.3% with EM1 and 59.4% with EM4.  Removal efficiencies of 100 mg/L TSS were 
respectively 100% with EM1 and 97.9% with EM4. Statistical hypothetical testing of the experimental data 
suggests that at α=0.05, there is no difference in removal efficiencies of COD and TSS by mudballs made with 
either EM1 or EM4. COD and TSS removal efficiencies are correlated with mudballs’ diameter; where 
increasing diameter results in better removal efficiencies. pH values of artificial river water after 5 days 
treatment by mudballs mixed with EM1 and EM4 were respectively 6.2 and 4.8.  TSS isotherm sorption by 
mudballs with EM1 better fits the BET model, with qm= 32.4 mg/g, whereas that with EM4 better fits the 
Langmuir model, with Qm = 7.52 mg/g; KL = 0.0168 L/mg and RL = 0.373. It appears that EM1 would be the 
preferred EM solution for direct treatment of polluted surface waters. 
 
Keywords: Adsorption isotherms, Effective Microorganisms, Mudballs, River Water 
 
 
INTRODUCTION 

 
Urban rivers are major assets to communities as 

they provide numerous benefits, including fresh 
water, recreation, landscape amenity, habitat 
provision and flood control [1]. However in 
Indonesia, surface waters are often polluted by both 
domestic as well as industrial waste. For instance, 
the average COD and TSS levels of Cikapundung 
River, Bandung City, Indonesia in 2013 were 120 
mg/L and 100 mg/L respectively; with maximum 
levels at times reaching as high as 400 mg/L COD 
and 350 mg/L TSS [2]. 

Although conventional physical-biological 
treatment methods can be applied to treat polluted 
surface waters, they are often costly and not eco-
friendly. Hence the use of Effective Microorganisms 
(EM) that are mixed with clay soil and shaped into 
balls, - known as “EM mudballs”, - has been 
proposed as an alternative means to directly improve 
water quality of polluted rivers [3]. These so-called 
“EM-mudballs” are capable of reducing suspended 
solids, turbidity, as well as COD content of the 
polluted river; which would also improve the river’s 
DO content.   

The concept of EM, which is a mixed culture of 
naturally occurring effective, beneficial, non- 
pathogenic microorganisms was first promulgated 

by Professor Dr. Teruo Higa of the University of 
Ryukus, Okinawa, Japan and have been applied for 
amongst others the treatment of water and 
wastewater, improvement of recycled water and 
solving sanitary problems [4].  

Nugroho et al. [2] reported that the removal 
efficiencies of 120 mg/L COD and 100 mg/L TSS 
from artificial river water by 2.5 cm φ mudballs 
made from rice bran, clay soil and EM4 activated 
solution at 30°C were 59.4% COD and 99.7% TSS 
respectively. 

However, the pH of artificial river water treated 
by EM4 mudballs becomes acidic even when the pH 
value of the artificial river water solution was 
initially alkaline [5]. pH values in the acidic range 
could potentially harm aquatic organisms, and in 
fact based on statutory Indonesian regulations, pH of 
Indonesian surface waterways must range between 
6-9. EM4 is manufactured locally in Indonesia, and 
consists of a mixed culture of Gram negative and 
Gram positive rod-shaped bacteria, some of which 
are spore-forming, as well as Mucor sp. and 
Penicillium sp. fungi and actinomycetes [5].  

In Malaysia, mudballs made from EM1 activated 
solution (EMS) have been used to clean up rivers, 
including Sungai Kelian in the state of Perak where 
EM-mudballs improved river water quality from 
Class IV (suitable for irrigation) to Class III 
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(suitable for water supply with extensive treatment) 
[3]. EM1 is the original Effective Microorganisms 
solution developed by Dr. Higa in the 1980s, made 
up of a mixed culture of microorganisms including 
lactic acid bacteria, photosynthetic bacteria, 
actinomycetes, yeasts and fermenting fungi.  

As artificial river water treated with EM4 
mudballs produces an acidic pH value [5], the 
objective of this current study was therefore to 
discern whether EM1 mudballs also produce similar 
results. The removal efficiencies of COD and TSS in 
artificial river water by mudballs made with either 
EM1 or EM4 solutions were therefore compared. 
Parameters analyzed included COD and TSS 
removal efficiencies, change in pH values of the 
treated artificial river water, correlation between 
removal efficiencies and mudballs’ diameter as well 
as TSS isotherm adsorption model. 

 
METHODS 

 
All experiments were conducted as batch 

experiments.  COD was measured by close reflux 
titrimetry, TSS was measured by gravimetry 
methods and pH was measured using Lutron pH-208    
pH-meter. 

 
Materials 

 
EM1 solution used in the experiments is a 

registered trademark of EMRO and was procured 
from Seikatsu, Japan. Whereas, the EM4 solution 
used in the experiments was manufactured by 
Songgo Langit Persada and procured locally in 
Bandung, Indonesia.  The EM solutions are sold in a 
dormant state and hence had to be activated. 
Activation of the dormant EM solutions was 
performed by diluting 5% EM solution with distilled 
water and leaving the mixture to ferment for a day at 
room temperature [5]. 

The mudballs (MB) were prepared by mixing 
20% rice bran and 80% dry clay soil with 40% 
activated EM solutions (v/w), shaped into 2.5 cm φ 
balls, which were then left to ferment in covered 
baskets for 7 days at room temperature. 

Artificial river water with a COD content of 120 
mg/L and TSS content of 100 mg/L was prepared by 
adding glucose and 60 mesh sieved kaolin powder 
into tap water [5]. 

 
Experiments 

 
Batch experiments with artificial river water 
 

The batch experiments were carried out in 250 
mL Erlenmeyer flasks. Mudballs (MB) made with 
either EM1 (EM1-MB) or EM4 (EM4-MB) 
activated solutions were mixed with 200 mL 
artificial river water. The flasks were then incubated 

in a shaker water bath at 30°C. The COD, TSS and 
pH values of the treated river water solutions were 
measured daily. 

 
TSS adsorption experiments 
 

The TSS adsorption experiments were carried 
out in 250 ml Erlenmeyer flasks containing 200 ml 
tap water mixed with kaolin powder producing a 
TSS concentration of 100 mg/L. Varying quantities 
of EM1-MB or EM4-MB (1 - 10 g) were then added 
into the TSS solution and the flasks placed in a 
shaker water bath adjusted to 30°C. The TSS was 
measured after 3 days of shaking. 
 
Calculation of adsorption isotherms 
 

Adsorption isotherms describe the equilibrium 
relationships between adsorbent and adsorbate [6]. 
The isotherm equations used to determine the TSS 
adsorption model were the Freundlich, Langmuir 
and Brunauer-Emmett-Teller (BET) isotherm 
equations. The Freundlich isotherm is an exponential 
equation that assumes that as the adsorbate 
concentration increases so too does the 
concentration of the adsorbate on the adsorbent 
surface [7]. This isotherm can be used for non-ideal 
sorption that involves heterogeneous surface energy 
systems, hence not restricted to the formation of a 
monolayer. The mathematical expression of the 
Freundlich isotherm is as follows: 

 
𝑋𝑋
𝑀𝑀

= 𝐾𝐾𝐹𝐹𝐶𝐶𝑒𝑒
1
𝑛𝑛            (1) 

 
where 𝑿𝑿

𝑴𝑴
 is the amount of adsorbate adsorbed by the 

adsorbent (mg/g), KF is a rough indicator of the 
adsorption capacity (mg/g), 1/n is the adsorption 
intensity and Ce is the equilibrium liquid-phase 
concentration of the adsorbate (mg/L).  

The Langmuir isotherm equation is based on the 
assumption of monolayer coverage (the layer is one 
molecule thick) of adsorbate over a homogenous 
adsorbent and that when equilibrium is attained no 
further adsorption can take place. Adsorption is 
assumed to take place at specific homogenous sites 
in the adsorbent and the adsorption of each molecule 
has equal adsorption energy [8]. The theoretical 
Langmuir isotherm equation is as follows: 

 
𝑿𝑿
𝑴𝑴

= 𝑸𝑸𝒎𝒎𝑲𝑲𝑳𝑳𝑪𝑪𝒆𝒆
𝟏𝟏+𝑲𝑲𝑳𝑳𝑪𝑪𝒆𝒆

                                                             (2) 
 

where Qm is the maximum amount of adsorption 
corresponding to complete monolayer coverage on 
the surface (mg/g); and KL is the Langmuir constant 
related to the energy of adsorption (L/mg). 

The Brunauer-Emmett-Teller (BET) adsorption 
isotherm is a theoretical equation that was developed 
in order to describe multilayer adsorption systems 
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[9]. The model assumes that a number of layers of 
adsorbate accumulate at the surface and each layer 
follows the Langmuir isotherm model. As such, the 
the BET isotherm equation is as follows: 
 
𝒒𝒒
𝒒𝒒𝒎𝒎

= 𝒃𝒃𝒃𝒃
(𝑪𝑪𝒔𝒔−𝟏𝟏)[𝟏𝟏+(𝒃𝒃−𝟏𝟏)𝑪𝑪 𝑪𝑪𝒔𝒔]⁄

                                          (3) 
 
where C is the aqueous concentration of adsorbate 
(mg/L), Cs is the saturation concentrations for 
adsorbate in solution and qm is maximum capacity of 
adsorbent for adsorbate (mg/g) 
 
RESULTS AND DISCUSSIONS 
 
COD and TSS Removal Efficiency 
 

Figure 1 show the results obtained regarding 
COD and TSS removal efficiencies by 2.5 cm φ MB 
made with either EM1 or EM4 activated solutions 
(EM1-MB and EM4-MB). Whereas, Table 1 shows 
the changes in pH, COD and TSS values over time 
in artificial river water treated with EM1-MB and 
EM4-MB.  

 

 
 

Fig. 1 COD and TSS removal efficiencies (%) of 
artificial river water by EM1-MB and EM4-
MB at 30° C 

 
The results presented in both Fig. 1 and Table 1 

show that maximum COD and TSS removals were 
attained after 5 and 3 days incubation respectively at 
30°C. COD removal efficiencies by EM1-MB and 
EM4-MB were respectively 60.3% and 59.4%; 
hence it initially appeared that slightly better COD 
removal was obtained with EM1-MB. Likewise 
slightly better TSS removal efficiency was obtained 
with EM1-MB as TSS removal efficiency with 
EM1-MB was 100%, while that of EM4-MB was 
99.7%. Accordingly, to confirm whether COD and 
TSS removal efficiencies by EM1-MB and EM4-

MB are different, statistical hypothetical testing 
against the COD and TSS experimental data was 
performed. The results are presented in Table 2 
 
Table 1 Changes in pH, COD and TSS values of 

artificial river water treated with EM1-MB 
and EM4-MB at 30° C 

 
Day pH COD(mg/L) TSS (mg/L) 

 EM1 EM4 EM1 EM4 EM1 EM4 
0 5.1 4.1 120 120 100 100 
1 5.5 4.65 75.7 82.6 53.3 51.3 
2 5.5 4.48 68.1 61.3 22.3 17.3 
3 5.7 4.6 70.3 66.2 0 0.67 
4 6 4.76 51.9 56.3 0 0.67 
5 6.2 4.82 47.6 48.7   
6 6.2 4.82 47.6 48.7   
 

Table 2 Statistical hypothetical testing of COD and 
TSS removal efficiencies by EM1 and EM4 
Mudballs 

 
 % COD removal % TSS removal 

ɑ 0.05 0.05 
Hypothesis H0 :µEM1=µEM4 

H1:µEM1>µEM4 

H0 :µEM1=µEM4 
H1:µEM1>µEM4 

Results of t 
testing 

tcalculated < ttable tcalculated < ttable 

Conclusion % COD removal 
by EM1 = COD 
removal by EM4 

% TSS removal 
by EM1 = TSS 

removal by EM4 
 

The results presented in Table 2 show that at ɑ = 
0.05, COD and TSS removal efficiencies by 
mudballs made with either EM1 or EM4 activated 
solutions are the same. COD removal is attributed to 
both physical (sorption) and biodegradation 
processes, whereas TSS removal is attributed to 
physico-sorption processes alone [2]. 

With regard to changes in pH values (Table 1), 
after 5 days the pH value of artificial river water 
treated with EM4-MB was pH<5, whereas that 
treated with EM1-MB was pH>6. Accordingly, the 
pH of artificial river water treated with EM1-MB 
meets Indonesian statutory regulations, while that 
treated with EM4-MB does not meet statutory 
Indonesian regulations. The differences in pH values 
are attributed to differences in the types of 
microorganisms present in EM1-MB and EM4-MB. 
EM4 solution includes mixed cultures of Gram 
negative and Gram positive rod-shaped bacteria, 
some of which are spore-forming, as well as 
actinomycetes and fungi of the Mucor and 
Penicillium genera [5], whilst the EM1 used in this 
study contains amongst others Bacillus sp. as well as 

36.9
43.3

41.4

56.8
60.3

31.2

48.9
44.8

53.1
59.4

47

77

100

48.7

82.7

99.7

0

20

40

60

80

100

120

1 2 3 4 5

Re
mo

va
l e

ffic
ien

cy
 (%

)

Day

COD EM1
COD EM4
TSS EM1
TSS EM4



SEE - Nagoya, Japan, Nov.12-14, 2018 

825 
 

Gram negative rod shaped non-spore forming 
bacteria, as well as fungi such as Mucor sp.and 
Bipoloris sp. [10]. Both Bacillus sp. and Gram 
negative rod-shaped non-spore forming bacteria are 
not categorized as lactic acid bacteria given that by 
definition lactic acid bacteria are Gram-positive, 
non-sporeforming cocci, coccobacilli or rods that 
ferment glucose to lactic acid or to lactic acid, CO2 
and ethanol. Therefore different types of microbial 
consortia present in the EM solutions would attribute 
to differences in the abilities of the EM1 and EM4 
microorganisms to produce organic acids that in turn 
would affect the pH values. In comparison, 
Namsivayam et al. [11] reported that after 5 days 
domestic sewage treated with EM solution 
composed of Lactobacillus planetarium (lactic acid 
bacteria), Candida utilis (yeast), Streptomyces albus 
(actinomycetes) and Aspergillus oryzae (fungi) had a 
pH of 8.4 and 14%  reduction in COD. The SS, DO, 
COD, BOD and pH values of Kelian River, 
Malaysia improved after being treated with mudballs 
made from EM1 activated solution [3]. On the other 
hand, after 12 days of incubation at room 
temperature the pH of produced water treated with 
EM solution composed of Lactobacillus plantarum, 
Aspergillus sp. and Penicillium italicum decreased 
from 8.03 to 3.71 and had a COD reduction of 60% 
[12]. 

 

 
 
Fig. 2 Correlation between TSS removal 

efficiency and mudballs’ diameter 
 
Figures 2 and 3 respectively depict correlation 

between removal efficiencies of TSS and COD with 
mudballs’ diameter. As shown in Fig. 2 and Fig. 3 
the determination coefficient (R2) and the correlation 
coefficient (R) indicate a high correlation between 
TSS as well as COD removal efficiencies against 
mudballs’ diameter, whether this is with EM1 or 
EM4. The correlation coefficient (R) for TSS 
removal efficiency against mudball diameter is 

0.9633 and 0.9705 for EM1-MB and EM4-MB 
respectively. Whereas, the correlation coefficient (R) 
for COD removal efficiency versus mudballs’ 
diameter is 0.9549 and 0.9675 for EM1-MB and 
EM4-MB respectively. These values indicate a 
significant correlation between TSS as well as COD 
removals against mudballs’ diameter, where 
increasing mudball diameter results in better 
removal efficiencies of COD and TSS. This is 
understandable as COD removal is attributed to both 
physical (sorption) and biodegradation processes, 
whereas TSS removal is attributed to physico-
sorption processes alone [2]. Hence larger mudball 
diameters would provide more sorption sites that 
adsorbed the organic material and suspended solids 
contained in the artificial river water, resulting in 
better removal efficiencies. 

 

 
 
Fig. 3 Correlation between COD removal 

efficiency and mudballs’ diameter 
 

Adsorption of TSS 
 
Figure 4 depicts the TSS adsorption (mg/g) by 

different quantities of EM1-MB and EM4-MB after 
3 days of incubation at 30°C. 

As shown in Fig. 4, TSS adsorptions by both 
EM1-MB and EM4-MB are higher at lower 
quantities of mudballs. Given that adsorption of the 
TSS involves migration by pore diffusion of the TSS 
from the surface into the interior of the porous 
adsorbent, it is understandable that more TSS can 
move into the smaller sized less compacted mudballs 
in comparison to the larger sized, dense and heavier 
mudballs [2]. However, as indicated in Fig. 2 
removal efficiency is greater with larger sized 
mudballs, given that the adsorption mechanism for 
TSS removal by the mudballs entails a surface 
phenomenon and larger diameters will provide more 
sorption sites. 
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Fig. 4 Adsorption of TSS (mg/g) by different 
quantities of EM1-MB and EM4-MB at 
30°C, C0 = 100 mg/L 

 
The experimental data were plotted against the 

Freundlich, Langmuir and BET isotherm models in 
order to describe TSS adsorption by the mudballs. 
Table 3 presents the results obtained from this 
exercise. 

 
Table 3 Calculated isotherm parameters and 

regression coefficients (R) for TSS 
adsorption by EM1-MB and EM4-MB  

 
Isotherm EM1-MB EM4-MB 
Freundlich n = 1.373 n = 1.212 

KF = 18.509 KF = 14.26 
R=0.7714 R =0.8240 

Langmuir Qm = 0.1041 Qm = 7.52 
KL = 67.32 KL = 0.0168 
R =0.8231 R = 0.8619 

RL = 0.373 
BET qm = 32.42 qm = 2.19 

R = 0.8394 R =0.7211 
 
The regression coefficients (R) presented in 

Table 3 suggest that TSS adsorption by EM1 
mudballs better fits the BET isotherm adsorption 
model, with qm=32.42mg/g, Whereas, that with EM4 
mudballs better fits the Langmuir isotherm 
adsorption model, with Qm= 7.52 mg/g and KL = 
0.0168 L/mg. The BET isotherm is an extension of 
the Langmuir isotherm that accounts for adsorption 
by multiple layers of adsorbate, which appears to be 
the case of EM1 mudballs as the mudballs 
themselves consisted of a mixture of rice bran and 
clay soil. The Langmuir isotherm accordingly 
applies to each layer of adsorbate. In the case of the 
Langmuir isotherm, its’ essential feature is a 
dimensionless parameter known as the separation 
factor or equilibrium parameter, RL, defined as 

follows [13]: 
 

𝑹𝑹𝑳𝑳 = 𝟏𝟏
𝟏𝟏+𝑲𝑲𝑳𝑳𝑪𝑪𝒐𝒐

                                                            (4) 
 
where KL is the Langmuir constant (L/mg) and Co is 
the initial concentration of the adsorbate (mg/L). 
Lower RL values indicate that the adsorption is 
favorable, with the shape of the isotherm being 
either irreversible (RL=0), favourable (0<RL<1), 
linear (RL=1), or unfavourable (RL>1) [13]. Hence 
the RL = 0.373 indicates that adsorption of TSS by 
EM4-MB is indeed favorable. 
 
CONCLUSION 
 

Batch experiments were conducted at 30°C to 
study differences in removal efficiencies of 120 
mg/L COD and 100 mg/L TSS in artificial river 
water by 2.5 cm Φ mudballs made from rice bran 
and clay soil that were inoculated with two different 
types of activated effective microorganisms (EM) 
solutions, these being either EM1 which is the 
original EM solution developed by Dr. Higa in the 
1980s or EM4 solution, which is a local EM solution 
fabricated in Indonesia. Statistical hypothetical 
testing at ɑ = 0.05 indicates that there is no 
difference in removal efficiencies of COD and TSS 
by mudballs made with either EM1 or EM4 
activated solutions. However measurements of pH 
values show that whereas the final pH value of 
EM4-MB treated artificial river water is in the acidic 
range (i.e. pH = 4.8), that treated with EM1-MB has 
a pH value of 6.2 which is within the pH range 
required by statutory Indonesian regulations for 
surface water, this being 6-9. The differences in pH 
values produced by EM1-MB and EM4-MB are 
attributed to differences in microbial consortia 
present in EM1 and EM4 solutions. The adsorption 
mechanism of TSS by EM1-MB is better described 
by the BET isotherm, which is an extension of the 
Langmuir isotherm that indicates adsorption by 
multiple layers of adsorbate, with the Langmuir 
isotherm applying to each layer of adsorbate. The qm 
value of TSS adsorbed by EM1-MB is 32.42 mg/g. 
With regards to EM4-MB, the results indicate that 
adsorption mechanism of TSS by EM4-MB appear 
to better fit the Langmuir isotherm, which is based 
on monolayer coverage on a homogenous material. 
The Langmuir parameters obtained for EM4-MB 
were Qm = 7.52 mg/g; KL = 0.0168 L/mg and RL = 
0.373. This latter RL value indicates favorable 
adsorption. The results of this study also show that 
mudball diameter affects removal efficiencies of 
COD and TSS where increasing diameters produce 
better removal efficiencies. The correlation 
coefficient (R) for COD removal efficiency against 
mudball diameter was 0.9548 and 0.9675 for EM1-
MB and EM4-MB respectively. The correlation 
coefficient (R) for TSS removal efficiency against 
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mudball diameter was 0.9633 and 0.9705 for EM1-
MB and EM4-MB respectively. Based on the above 
results, it can be surmised that EM1 activated 
solution would be the preferred EM solution for the 
direct treatment of polluted surface water, as pH 
value of the treated surface water would still meet 
statutory Indonesian regulations. The mudballs’ 
diameter should also be adjusted to obtain optimum 
results. 
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ABSTRACT 

The Lake Colac and creek waters were sampled in both winter and summer, August 2017 to April 2018 and 

pH, ORP, EC, temperature, dissolved ions and oxygen isotopic ratios for sampled waters were measured. Water 

level of the Lake Colac and pan water level beside the Lake Colac were also measured. There was much 

precipitation in winter and surface water flowed into the lake, therefore, the lake and pan water levels increased. 

The creek water with low soluble substances was connected with south of the Lake Colac. EC value in the north 

of lake decreased gradually after precipitation because creek water did not flow into the lake. There was little 

precipitation in summer and pan water level was only dropped and pan water dried up, however, the lake water 

was not dried up because creek water flowed into the lake sufficiently even in summer. Groundwater was believed 

to be a main water source at the north of Lake Colac, however groundwater did not flow into the Lake Colac 

because HCO3
- values of lake waters were lower than those of groundwater and close to those of creek water. As 

the result of EC record from March 2006, EC value did not increase even after the lake dried up. It was revealed 

that the lake water flowed out underground because there is no flowing-out from the lake to creek. Evaporation 

rate in the Lake Colac in sampling period was estimated 37.9% (approximately 9028500m3) by using oxygen 

isotopic ratio.  

Keywords: Precipitation, Evaporation, stable isotopic ratio, dissolved ions 

INTRODUCTION 

The Lake Colac is one of the biggest fresh water 

lakes in Victoria. Many farmers use groundwater for 

agriculture and dairy farming, however, evcess 

pumping up groundwater for agriculture and dairy 

farming changes supply of surface water and under 

groundwater flows into lakes [1], [2]. and then for 

protecting water quality and quantity of the lake, it’s 

important to understand relation between 

groundwater and surface water for the Lake Colac, 

therefore the purpose of this research reveals that the 

amount of groundwater and evaporation in the Lake 

Colac to assess groundwater and surface water 

interaction. The Lake Colac has been studied for 

many years [1][2], however these studies have no 

frequency for sampling and it is difficult to reveal the 

impact from groundwater, precipitation and 

evaporation in the Lake Colac. This research has 

much more data than previous ones and it can be 

revealed that hydrological cycle as groundwater, 

surface water and evaporation in the Lake Colac.  

STUDY AREA 

Fig.1 shows the location map showing the Lake 

Colac in Corangamite region in Victoria. There are a 

lot of lakes or wetlands in Corangamite area and those 

lakes including the Lake Colac are recognized as 

being of international ecological value and registered 

as Ramsar Convention. 

The Lake Colac is in Western plains between 

Fig.1 The location map showing the Lake Colac 

in Corangamite in Victoria. 
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Central Highlands and Otway Ranges and the 

regional groundwater moves from Central Highlands 

and Otway Ranges [3]. The Lake Colac is connected 

with Barrongarock Creek and the creek water always 

flows into the Lake Colac. The amount of annual 

rainfall is 600mm~700mm and there is no 

precipitation in summer.   

METHOD 

Fig.2 shows sampling points for the Lake Colac. 

Sampling of the lake and creek waters were 

performed from August to September 2017 and from 

February to April 2018. EC, pH, ORP and 

temperature were measured by using a calibrated field 

kit. Sampled waters were measured main dissolved 

ions and oxygen stable isotopic ratios.  

Fig.3 shows the way of measuring water level for the 

Lake Colac. An iron stick with a brick was put at No.1 

sampling point shown in Fig.2 in the Lake Colac and 

the length from the top of brick to water level was 

measured. For estimating of evaporation pan was also 

put at the garden without shade near No.2 sampling 

point in the Lake Colac and both the lake and pan 

waters were compared. 

Stable oxygen isotopic ratios were measured by 

mass spectrometer (Sercon Geo Wet System) with 

dual inlet and equilibrium with CO2 and H2 gas 

method. This isotope ratio is useful tracer for 

clarifying the origin for groundwater or evaporation 

rate. Oxygen isotope ratio is generally expressed δ18O. 

It is presented as per mil (‰) of the standard average 

seawater (SMOW: Standard Mean Ocean Water). 

The formulas are shown in equation (1). δ18O of 

SMOW is denoted as (D/H) SMOW, (18O/16O) 

SMOW and δ18O of the sample is denoted as (D/H) 

Sample, (18O/16O). Measurement error of 

measurement error of δ18O is ±0.2‰. 

Fig.2 Sampling points for the Lake Colac. 

 
Fig.3 pH values and amount of precipitation for 

the Lake Colac in both winter and summer. 

Fig.4 EC values and precipitation for the Lake 

Colac in both winter and summer. 



SEE - Nagoya, Japan, Nov.12-14, 2018 

830 

δ 18O = [(18O/16O)Sample/(18O/16O)SMOW-

1]×1000:     (1)

Water level of the Lake Colac and pan water level 

beside the Lake Colac were also measured. The level 

of pan water is measured close to No.2 on the map. A 

stick and block are set up on No.1 and water level was 

measured from the top of block in the lake water. 

RESULT 

 Fig.3 shows that pH values for the Lake Colac in 

both winter and summer. The pH value for the lake 

water ranged from 8 to 9 and its for creek water were 

from 7 to 8 in winter. Both the Lake Colac and creek 

water reacts with rocks such as limestone, pH values 

will become higher. Therefore, both waters did not 

react with limestone. On the other hand, pH values for 

the Lake Colac are from 8.5 to 9 because there is less 

precipitation in summer. pH values for the Lake 

Colac and creek waters in winter are lower than those 

in summer 

  Fig.3 shows EC values for the Lake Colac and creek 

water in both winter and summer. No.3 sampling 

point is close to creek and water at No.3 is mixed with 

creek water, therefore EC values for No.3 sampling 

point were lower than any other sampling points 

when it rained. No.1 and No.4 sampling points are far 

from creek and water for these sampling points are 

hardly mixed with creek water. EC values for the 

Lake Colac and creek water are increasing constantly 

in summer, however those for creek water shifted 

constantly without precipitation.   

Main dissolved ions 

 Fig.5 shows relationship between HCO3
-/Cl- and Cl- 

for the Lake Colac and creek waters and groundwater 

in both winter and summer. The values of HCO3
- for 

groundwater are generally higher than those for 

surface water because generally groundwater reacts 

with carbonate rocks for long term. If groundwater 

flows into the Lake Colac, the values of HCO3
-/Cl- for 

the Lake Colac are changed, however the values of 

Creek

SeawaterPan water1

The Lake Colac in winter

Groundwater

The Lake Colac in summer

Fig.5 Relationship between HCO3- and Cl- for 

the Lake Colac and Creek waters, groundwater 

and seawater. 

Fig.6 Hexa Diagram for the Lake Colac and creek 

waters in both winter and summer, groundwater, 

pan water and seawater. 

Fig.7 δ18O values for the Lake Colac and creek 

waters in both winter and summer, pan water, 

groundwater and seawater. 
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HCO3
-/Cl- for the Lake Colac were uniformed, 

therefore it is thought that groundwater did not flow 

into the Lake Colac. 

 Fig.6 show Hexa diagram of lake water, groundwater 

and creek water for the Lake Colac area in bith winter 

and summer. The lake water in winter was sampled 

21st September and that in summer was sampled 24th 

March. 

Chemical compositions for the Lake Colac waters in 

both winter and summer and creek water, pan water 

were similar to that for modern seawater and Na+ and 

Cl- are higher than any other dissolved ions because 

aerosol such as Na+ or Cl- in precipitation from the 

sea has been concentrated as evaporation in summer. 

Chemical composition for groundwater is different 

from other water because groundwater is reacted with 

rocks or soil underground. Ions composition for Pan 

water 1 is the same as seawater. Pan water was water 

taken at No.1 sampling point in the Lake Colac 16th 

February and only evaporated in pan. The value of 

HCO3
- for pan water was relatively lower than that for 

the Lake Colac and creek. The lake and creek waters 

are contacted with soil included carbonated minerals, 

however pan water is contacted without soil and 

HCO3
- is decomposed in pan therefore the value of 

HCO3
- for pan water was relatively lower. It is 

thought that only surface water flows into the Lake 

Colac and evaporated in summer 

Isotopic Ratio 

 Fig.7 shows the values of δ18O for the Lake Colac 

and creek water, precipitation, groundwater. Those 

for Pan water 1 and 2 were also measured. δ18O values 

for creek water and precipitation ranged from -3‰ to 

-6‰  and those for groundwater were -4‰ . It is 

thought that creek water and groundwater derived 

from precipitation and those water was not 

evaporated. Those for the Lake Colac in winter 

1m GW contours

GW divides
GW Pathlines

Fig.8 Water level for the Lake Colac and pan 

waters in both winter and summer and amount of 

precipitation. 

Fig.9 Groundwater path lines around the Lake 

Colac. 

Fig.11 Relationship between Cl- and δ18O for the 

Lake Colac and creek waters, pan water and 

groundwater. 

Fig.10 EC values for the Lake Colac between 

March 2006 and April 2018. 
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ranged from 0‰ to -2‰ and those in summer ranged 

from +3‰ to +5‰. 

 δ18O values for Pan 1 water were taken from No.1 

sampling point in the Lake (then +5.6‰ )  and 

increased to +9.1‰ and those for Pan 2 water were 

also taken from No.1 sampling point in the Lake (then 

+5.2‰)  and were increased to +8.2‰.  

The Lake Colac water is thought to be much 

evaporated, however creek water flows into the lake, 

therefore δ18O values for the Lake Colac are not 

higher than those for pan water. 

Water Level 

Fig.8 shows water level for the Lake Colac and pan 

waters, the amount of precipitation in both winter and 

summer. There is much precipitation in winter, 

therefore water level for both the Lake Colac and 

creek waters increased. Although water level for the 

Lake Colac increased after 19th September, that for 

pan water decreased. It is thought that it took a time 

that surface water flowed into the lake and water level 

for the Lake Colac still increased. 

There is less precipitation in summer, therefore 

water level for both the Lake Colac and creek water 

decreased. Pan water 1 was almost dried out 9th 

March, therefore another pan (pan water 2) was set 

close the Lake Colac. 

In summer water level for the Lake Colac changed 

much in a few days. It is thought that depth of the 

Lake Colac is shallow and then the water level is easy 

to be affected by wind speed and direction.  

CONSIDERATION 

 Fig.9 shows groundwater path lines around the Lake 

Colac. It was thought that groundwater came from 

Wallion Hill to the Lake Colac [3], however, as 

shown in Fig.5, HCO3
- values for the lake were not 

smaller than those for groundwater but creek water, 

therefore groundwater doesn’t flow into the Lake 

Colac in both winter and summer and the Lake Colac 

is dominated only surface water.  

 Fig.10 shows EC values for the Lake Colac between 

March 2006 and April 2018. EC values of the lake 

water between March 2006 and February 2008 were 

measured by Tweed [3]. EC values of the lake 

between August 2017 and April 2018 were measured 

in this study. In the summer of 2008 to 2009 the Lake 

Colac water dried up completely, however the lake 

partially refilled for only one year. Before dried up 

EC values ranged 1000 mS/m to 3000 mS/m and 

After dried out those values were under 1000 mS/m 

in this study, therefore it is revealed that the lake 

water has been flowing out to underground. Because 

if the Lake Colac is only destination for the creek, 

dissolved ions especially Na+ or Cl- were precipitated 

in the lake and even precipitation and creek water 

flow into the lake, EC values for the lake water 

increase, however those values decreased after dried 

up. 

 Fig.11 shows relationship between Cl- and δ18O for 

the Lake Colac and creek water, pan water, 

groundwater and precipitation. Those for the lake and 

creek water are in a proportion. Cl- ion is generally 

stable in environment, therefore the value is not easy 

to be changed and used as index for evaporation. This 

result also reveals that the lake water was evaporated, 

therefore evaporation rate for the Lake Colac can be 

estimated. 

 Miyahara and Ii estimated evaporation rates of water 

for the Lake Inawashiro in Japan by using oxygen 

isotopic ratio [4]. Fig.12 shows variation of the 

amount of change of the δ18O per unit the amount of 

change of evaporation rate about humidity from 20% 

to 80%. Table1 shows the change of δ18O for the Lake 

Colac and creek waters. No.4 in the Lake Colac is far 

from creek, therefore it is most reliable value in the 

lake. The average humidity in Colac from September 

2017 to March 2018 is approximately 60%. The 

amount of change of δ18O and 0.14‰/%, the amount 

of change of the δ18O per unit the amount of change 

of evaporation rate shown in expression (2). 

5.3 (‰) / 0.14 (‰/%) ≒37.9 (%)  (2) 

Average in winter Average in summer

Cl (mEq/L) 37.43 55.85

δ¹⁸O (‰) -0.08 5.15

Cl 12.69 12.89

δ¹⁸O -4.15 -4.10

Lake Colac No.4

Creek

Fig.12 Relationship between the amount of 

change the δ18O per unit the amount of change of 

evaporation (‰/%) and evaporation (%). 

Table 1 Average of δ18O and Cl- values for the 

Lake Colac and creek waters both winter and 

summer. 
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Area of the Lake Colac is 2778hec (27,780,000 m3) 

and the depth is 2.5m and then the volume of the lake 

is estimated 23,150,000 m3. Therefore, amount of 

evaporation in the Lake Colac from September 2017 

to March 2018 was estimated 9,000,000 m3. 

CONCLUSION 

It was thought that the Lake Colac was composed by 

groundwater and surface water, however this study 

revealed that groundwater does not flow into the Lake 

Colac in August 2017 to April 2018 because 

groundwater level is lower than the Lake Colac in 

summer and even its level increases in winter, water 

level for the Lake Colac is high in winter, therefore 

groundwater does not flow into the lake as pressure 

of the lake water. 

Moreover, the lake water is thought to flow out to 

underground because if the Lake Colac is destination 

for creek without flow-out, dissolved ions (especially 

Cl-) increase every year, however EC value did not 

increase even after the lake had dried out.  

It was revealed that 37.9% (approximately 

9,000,000 m3) of the Lake Colac water was 

evaporated in September 2017 to March 2018 by 

using oxygen isotopic ratio.  
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EFFECT OF α17 -METHYLTESTOSTERONE ON SEX REVERSAL OF             
RED TILAPIA (OREOCHROMIS NILOTICUS X OREOCHROMIS 

MOSSAMBICUS) IN FREE-SWIMMING STAGE 
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ABSTRACT 
 
The effect of 17α-Methyltestosterone (MT) on sex reversal of Red tilapia (Oreochromis niloticus x 

Oreochromis  mossambicus) in free-swimming stage by immersion and feeding technique were carried out at 
Department of fisheries, Faculty of Agricultural Technology, Rajamangala University of Technology Thanyaburi, 
Pathumthani Province during April to July 2017. The experimental design was a factorial experiment in CRD 
studied on two factors: 1) sex reversal by immersion treatment of 17α-MT (0, 150 and 300 µg/l) for 3 hours (T1, 
T2 and T3) and 2) sex reversal by feeding treatment of 17α-MT (40, 60 and 80 mg/kg) for 28 days (F1, F2 and F3). 
Results from these studies indicated that free-swimming stage that undergone immersion treatment of 17α-MT in 
300 µg/l for 3 hours (T3) was the highest in growth rate about weight, total length (28 days), ADG, FCR and 
survival rate (0.731 g, 3.340 cm, 0.024 g/d, 0.627 and 95.443 % respectively). The immersion treatment of 17α-
MT in 150 µg/l for 3 hours (T2) was medial growth rate among other factors. The immersion treatment of 17α-MT 
in 0 µg/l for 3 hours (T1) was the minimal growth rate but had the highest sex ratio of male (8 3 .8 8 9  %).  Sex 
reversal by feeding treatment of 17α-MT in 60 mg/kg for 28 days (F2) was the highest in growth rate about weight, 
ADG and FCR (0.644 g, 0.022 g/d and 0.714 respectively). Sex reversal by feeding treatment of 17α-MT in 80 
mg/kg for 28 days (F3) was a medial growth rate and the highest of survival rate (95.037 %) and sex ratio of male 
(85.667 %). Sex reversal by feeding treatment of 17α-MT in 40 mg/kg for 28 days (F1) has a good growth rate but 
the other factors were minimal. 
 
Keywords: 17α-Methyltestosterone, sex reversal, Red tilapia (Oreochromis niloticus x Oreochromis      
                  mossambicus), free-swimming stage 
 
 
INTRODUCTION 

 
Tilapia are freshwater fish belonging to the family 

Cichlidae. They are native to Africa, but were 
introduced into many tropical, subtropical and 
temperate regions of the world during the second half 
of the 20th century [1]. Tilapia is a worldwide fish of 
great commercial importance and it is recognized as 
one of the most important aquaculture species of the 
21st century. Tilapia is currently ranked second only 
to carps in global production [2]. The world’s total 
tilapia production in 2012 was 4.2 million tones.  
Tilapia aquaculture is rapidly expanding with a global 
production of about 2.8 million metric tons in 2008 
[3] and estimated to increase to 8.89 million metric 
tonnes by the year 2020 [4].     

This rapid global production of tilapia is due to the 
introduction of improved strains of Nile tilapia 
(Oreochromis niloticus) which is the major farmed 
tilapia species. The important aquaculture species are 
the nile tilapia (O. niloticus), blue tilapia (O. aureus), 
Java tilapia (O. mossambicus) and Zanzibar tilapia 
(O. hornorum). The red tilapia (O. hybrids) 
developed from crosses of the main Oreochromis 
culture species also has become popular in recent 
years. Other tilapia species are cultured only by 
small-scale farmers in Africa [5]. Nile tilapia was 

then introduced  in different countries during the 
1970s but problems including inbreeding, insufficient 
fish seed supply, stagnant production and poor fish 
growth hindered small scale aquaculture production. 
Large scale genetic improvement programs have been 
established for O. niloticus in Asia [6] and genetic 
methodologies to control sex have now resulted in the 
reliable production of all male fry to help overcome 
the problem associated with excessive fry production 
in culture ponds [7]. 

The Genetic Improvement in Farmed Tilapia 
(GIFT) project in the Philippines created strains of O. 
niloticus that grew up to 60% faster than their 
relatives [8]. The benefits of the GIFT strain include 
significantly faster growth rates than other farmed 
strains, improved survival in polluted waters and that 
they can be raised in extensive systems without the 
need for commercial feeds. The development of 
hormonal sex-reversal techniques in the 1970s 
represented a major breakthrough that allowed male 
monosex populations to be raised to uniform, 
marketable sizes. Although several species of tilapia 
are cultured commercially, research on nutrition and 
culture systems, along with market development and 
processing including value addition in Nile tilapia 
made the species as the predominant cultured species 
worldwide. The species matures at a larger size and is 
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less fecund and thus less prone to overpopulation. 
Today, tilapia are often farmed with multiple species 
in the same pond, such as shrimp and milkfish. This 
not only optimizes the financial return if space is 
limited, but also helps to prevent the growth of 
harmful bacteria and serves to remove excess organic 
matter in the water [9]. 

Initially, GIFT trials were conducted in 
Bangladesh, China, Thailand and Vietnam, as well as 
in the Philippines. Today, 13 countries in Asia have 
received GIFT to develop national breeding and 
dissemination programmes and GIFT's fast growth 
and high yield have encouraged many rural families 
to take up environmentally friendly aquaculture 
across the region. As many new fish farmers are 
women, this empowers them as it improves local 
supplies of high-quality, affordable protein and 
benefits the nutrition of the household. The "GIFT 
Fish" was the result of this carefully conducted 
genetic selection and improvement programme based 
on broodfish collected from four African countries 
(Egypt, Ghana, Kenya and Senegal) and four 
commercial O. niloticus strains (from Israel, 
Singapore, Taiwan, Province of China and Thailand) 
used in the Philippines [10]. In the initial phase of the 
research, it was evident that the gain in growth and 
survival through crossbreeding were less than 
expected. This was followed by a pure breeding 
strategy among the best performing purebred and 
crossbred groups that led to the build-up of a 
genetically-mixed base population. This population 
formed the basis for the final selection program 
through a combined family and with in family 
selection strategy [11]. Subsequent selection resulted 
in the emergence of the GIFT strain, which is 
purported to have an 85 percent cumulative genetic 
gain compared to the base population [6]. 

Hormonal sex reversal has been extensively used 
for sex determination and producing monosex fish for 
aquaculture purposes. Steroid hormones or hormone 
analogues as well as non-steroid compounds are 
commonly used for producing monosex tilapia. The 
hormones are generally incorporated into larval feeds 
and administered to undifferentiated larvae at very 
early larval stages (preferably at first feeding) for 
sufficient time to enable sex reversal. The use of 
hormones has been under increasing public criticism 
due to their possible health and environmental 
impacts. As a result, the use of hormones for sex 
reversal of tilapia is either licensed (in USA) or 
banned (in Europe) [12]. Androgens are steroid 
hormones derived from cholesterol synthesized 
naturally by the adrenal cortex. Steroids are group of 
lipids with several unique properties affecting growth 
and development. Steroids are called androgens, if 
they are able to induce male characteristics and 
estrogens, if they induce female characteristics. The 
hormone testosterone is ineffective as an androgen 
when given orally and has a short duration of action 

when administrated parenterally because of rapid 
hepatic metabolism [13]. 

"Aquatic Animals" is a healthy diet that rich in 
protein, high quality fat and many types of fatty acids. 
Especially tilapia (O. niloticus), which is considered 
good protein and cheap. All people around the world 
can be accessed. Tilapia is a good source of fat 
contains all kinds of essential fatty acids and lower 
cholesterol when compared to other meat or aquatic 
animals together. In addition, the texture of tilapia 
meat is white when cooked to make a colorful 
appetizing and very delicious. It can be cooked in a 
variety of menus. For this reason, Tilapia is popular 
among consumers both in Thailand and abroad. Sex 
reversal by immersion and feeding may lessen the 
duration of treatment and lower the cost of hormone 
used. The present study aims to investigate the 
potentiality different doses of 17α-MT with respect to 
the determination of the optimum dose.  

    
METHODOLOGY   

The experiment was conducted at the laboratory 
of Tilapia Hatchery, Division of Fisheries, Faculty of 
Agricultural technology, Rajamangala University of 
Technology Thanyaburi (RMUTT). 

 
1. Experimental Design 
 

This study was designed as a factorial experiment 
in CRD. The experiment was divided into 9 
treatments with 3 replications per trail and carried out 
in a 50 liters glass cabinet filled with 30 liters volume 
of water (total of 27 experimental units) for 28 days. 
The experiments in this study was conducted to 
investigate two factors: immersion and feeding. There 
are 3 concentration levels of 17α-Methyltestosterone 
(MT): 0, 150 and 300 micrograms per liter (T1, T2 and 
T3) in the first factor (immersion) and 3 
concentrations levels of 17α-MT of 40, 60 and 80 
milligrams per kilogram feed (F1, F2 and F3) in the 
secondary factor (feeding). 

 
2. Preparing of 17α-MT for immersion 

 
Free-swimming stage or fry (3 days old) whose 

yolk sac have been absorbed were collected from the 
hatchery between 1,600-1,700 hours and were 
transferred to the laboratory. Four thousand and fifty 
free-swimming stages were immersed in different 
concentrations of 17α-MT hormone concentrations of 
0, 150 and 300 µg l-1 for three hours. Immersion was 
done using plastic containers (1.5 liter capacity each) 
which were suspended in aquarium measuring 24 cm 
x 50 cm x 30 cm.  Aerators were provided in each 
container to facilitate the continuous movement of 
Free-swimming stage in the water column. 
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3. Preparing of 17α-MT for feeding 
 

Hormone treated feed was prepared as described 
[14]. The 17α-MT was the hormone used. A stock 
solution was made by dissolving hormone in 50 ml of 
95% ethanol. Treatments were made by taking the 
accurate amount of the hormone from the stock 
solution and different doses were prepared viz. 60 mg 
and 80 mg 17α-MT kg-1. This solution was evenly 
sprayed over 500 g of shrimp starter feed containing 
40% protein and mixed thoroughly. The feed-alcohol-
hormone mixture was mixed again and again to 
ensure an equal distribution of the 17α-MT 
throughout the feed. Treated diets were dried at room 
temperature for 24 hours and then kept in airtight 
containers since androgens will breakdown when 
exposed to sunlight or high temperature. The 
prepared diets were stored at 4°C in refrigerator 
before fed to fry of red tilapia. The diets containing 
17α-MT were characterized as follows: 

T1: diet + 40 mg 17α-MT kg-1 of diet 
T2: diet + 60 mg 17α-MT kg-1 of diet 
T3: diet + 80 mg 17α-MT kg-1 of diet 

 
4. Rearing 
 

Sex reversal of tilapia free-swimming stage or fry 
whose yolk sac have been absorbed was done by oral 
administration of 17α-MT through feed. After three 
days of hatching, the fry was shifted to nine glass 
aquaria. Three replicates for each treatments having 
30 liters of water each, containing 300 nos of fry for 
sex reversal treatment.  Free swimming stage was 
administrated orally 17α-MT mixed feed containing 
40% crude protein  at three different dose rates viz. 
40 (T1);  60 (T2) and 80 (T3) mg 17α-MT kg-1 of 
feed. The feeding was supplied to 6 times (7.00 9.00 
11.00 13.00 15.00 and 17.00 am) daily during the day 
light hours for 28 days. 

During the rearing period, water quality 
parameters (temperature, pH, dissolved oxygen (DO), 
Total Ammonia and Nitrite) in the net enclosures 
were measured weekly up to the end of the 
experiment.  Temperature and DO concentration were 
measured by YSI DO meter Model 55 while pH by a 
pen-type HANNA pH meter. Total Ammonia and 
Nitrite by titration. The mean length, weight and 
survival rate of the fish in each treatment were 
recorded. After twenty eight days, the percentage of 
male and females were recorded.  
 
5. Specifying of sex rates 

 
To find out how sexual development after twenty 

eight days of treatment, the sex was determined 
depending on the secondary sexual characters. All 
surviving fish were placed in iced box and 
immediately dissected for sex differentiation. Sexes 

of fingerlings (male female, intersex) were identified 
by gonad squash technique [15]. 
 
6. Statistical analysis 
 

In order to calculate the statistical significance 
between the growth of the groups treated with 
different doses of 17α-MT, a comparison of the 
different parameters were described according to 
[16]. T-test was used to find out the statistical 
significance in term of growth parameter, survival 
rates and sex ratio.  

 
RESULTS AND DISCUSSION 

 
Effect of dietary 17α-Methyltestosterone on sex 

reversal of red tilapia (O. niloticus x O. mossambicus) 
in free-swimming stage by immersion and feeding 
technique. The experimental design was a factorial 
experiment in CRD studied on two factors: 1) sex 
reversal by immersion treatment of 17α-MT (0, 150 
and 300 µg/l) for 3 hours (T1, T2 and T3) and 2) sex 
reversal by feeding treatment of 17α-MT (40, 60 and 
80 mg kg-1) for 28 days (F1, F2 and F3). The two 
factors are not combined. The results are as follows 
(Table 1). 

 
1. Growth parameters and survival rate 
 
1.1 average weight and length 
 

After twenty eighty days of 17α-MT treatment 
with three concentration of 0, 150, 300 mg l-1 in free-
swimming stage of red tilapia by immersion 
technique. The experiment was carried out in a 
laboratory at 30 fish density per liter with average 
weight of 0.482, 0.698 and 0.731 grams, respectively 
and with average length of 3,156, 3,331 and 3,340 
centimeters respectively. The results show that the 
immersion of 17α-MT with a concentration of 300 mg 
l-1 were the heaviest weight and length and followed 
by concentration of 150 and 0 mg l-1. Feeding of 40, 
60 and 80 mg kg-1:  the average weight was 0.624, 
0.644 and 0.642 grams, respectively, and an average 
length of 3.292, 3.282 and 3.252 centimeters, 
respectively. It was found that feeding hormone of 60 
mg kg-1 was the highest weight and followed by 80 
and 40 mg kg-1. And length by feeding of 40 mg kg-1 
was the longest and followed by 60 and 80 mg kg-1 

(Table 1). This was better than the results of [17] that 
was conducted to produce sex reversal tilapia (O. 
niloticus) seed in fiberglass tanks in recirculating 
systems with different densities for 21 days. He found 
that 10 densities l-1: the final weight was 0.066 ± 0.03 
grams and the mean length was 1.00 ± 0.36 
centimeters.  This may be in this experiment fed the 
fish by ad-libitum technique. This method will feed 
little by little until the fish filled. Each time it takes 
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about 30 minutes for the fish to get food fully then the 
weight and length are considered in good standing. 
 
Table 1  Effect of 17α-MT on sex reversal of red tilapia (O. niloticus x O. mossambicus) in free-swimming stage 
by immersion and feeding technique.  
 

Factor Weight 
on 28 

day (g) 

Weight 
gain 
(g) 

Length 
on 28 

day (cm) 

Increased 
length 
(cm) 

ADG 
(g d-1) 

FCR Survival 
rate  
(%) 

Male 
ratio 
(%) 

Hormone Concentration (immersion)      
T1 0.428b 0.472b 3.156b 3.066b 0.018b 0.928a 94.852ab 83.889a 
T2 0.698a 0.688a 3.331a 3.241a 0.021ab 0.646b 93.222b 82.111a 
T3 0.731a 0.721a 3.340a 3.243a 0.024a 0.627b 95.443a 82.222a 

Hormone Concentration (feeding)      
F1 0.624a 0.614a 3.292a 3.2.2a 0.022a 0.742a 94.110a 80.667a 
F2 0.644a 0.634a 3.282a 3.315a 0.022a 0.714a 94.370a 81.889a 
F3 0.642a 0.632a 3.252a 3.192a 0.019a 0.743a 95.037a 85.667a 

Note: Different English letters in the vertical mean significantly different (P <0.05).  
T1 = Hormone concentration 0 μg l-1 used for immersion  
T2 = Hormone concentration 150 μg l-1 used for immersion 
T3 = Hormone concentration 300 μg l-1 used for immersion 
F1 = Hormone concentration 40 mg 17α-MT kg-1 used for feeding 
F2 = Hormone concentration 40 mg 17α-MT kg-1 used for feeding 
F3 = Hormone concentration 40 mg 17α-MT kg-1 used for feeding 
 
Table 2  Water quality parameters observed in the glass tank of red tilapia 
 

Water Quality Parameters  Man-Max Standard value* 
pH 8.38 ± 0.00-9.31 ± 0.59 6.5 -9 .0  

DO (mg l-1) 3.38 ± 0.01-5.91 ± 0.02 ≥ 3 
Temperature (°c) 27.00 ± 0.00-29.00 ± 0.10 25.00-32.00  

Total Ammonia (mg l-1) 0.01 ± 0.01-0.36 ± 0.04 ≤ 0.5 
Nitrite (mg l-1) 0.00 ± 0.00-0.02 ± 0.02 ≤ 0.1 

Note: *The standard of water quality for fish farming  
 
1.2 Average Daily Grain (ADG) 
 

The ADG of the free-swimming stage at 3 
concentrations (0, 150 and 300 µg l-1) by immersion 
were 0.018, 0.021 and 0.024 g d-1, respectively. It was 
found that at 300 µg l-1 was the best growth rate and 
followed by 150 and 0 µg l-1. The ADG by feeding at 
3 concentrations (40, 60 and 80 mg kg-1) were 0.022, 
0.022 and 0.019 g d-1, respectively. It was found that 
feeding at 40 and 60 mg kg-1 were the best growth rate 
and followed by 80 mg kg-1. There is the experiment 
about the level of 17α-MT concentration on sex 
reversal of three strain of Nile Tilapia in Thailand. It 
found that the growth rate of Red Tilapia was 0.023 g 
d-1.Which is close to the present experiment and show 
that red tilapia have the best daily growth rate. [18].  

 
1.3 Feed Conversion Ratio ((FCR) 
 

The FCR of the free-swimming stage at 3 
concentrations (0, 150 and 300 µg l-1) by immersion 
were 0.928, 0.646 and 0.627, respectively. It was 
found that at 300 µg l-1 was the best FCR and 
followed by 150 and 0 µg l-1. The FCR by feeding at 

3 concentrations (40, 60 and 80 mg kg-1) were 0.742, 
0.714 and 0.743, respectively. It was found that 
feeding at 60 mg kg-1 were the best FCR and followed 
by 40 and 80 mg kg-1. This was better than the results 
of [17] that was conducted to produce sex reversal 
tilapia (O. niloticus) seed in fiberglass tanks in 
recirculating systems with different densities for 21 
days. He found that FCR of Red Tilapia was 2.860. 
This may be due to feeding by ad-libitum technique 
has less food loss than other methods, resulting in 
lower FCR values. 

 
1.4 Survival rate 

 
The survival rate of the free-swimming stage at 3 

concentrations (0, 150 and 300 µg l-1) by immersion 
were 94.852, 93.222 and 95.443 %, respectively. It 
was found that at 300 µg l-1 was the best survival rate 
and followed by 0 and 150 µg l-1. The survival rate by 
feeding at 3 concentrations (40, 60 and 80 mg kg-1) 
were 94.110, 94.370 and 95.037 %, respectively. It 
was found that feeding at 80 mg kg-1 were the best 
survival rate and followed by 60 and 40 mg kg-1. This 
was better than the results of the experimental of 17α-
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MT on sex reversal of Nile Tilapia (O. nilotica) by 
immersion of 300 µg l-1 and feeding of 60 mg kg-1. 
The result of the survival rate were 8 3 . 8 ±7 . 1 , 
77.3±13.1, 78.0±5.7, 74.4±5.1, 79.9± 12.5   และ 
66.1±10.9 %, respectively.  This may be due to this 
present study, the factors were controlled in all 
experiments, especially water quality and the 
environment. The fish do not stress, feeding regularly 
making good health and good growth. It has a higher 
survival rate [19]. 
 
2. Sex ratio  

 
The sex ratio of of the free-swimming stage at 3 

concentrations (0, 150 and 300 µg l-1) by immersion 
were 83.889, 82.111 and 82.222 %, respectively. It 
was found that at 0 µg l-1 was the best male ratio and 
followed by 300 and 150 µg l-1. The sex ratio by 
feeding at 3 concentrations (40, 60 and 80 mg kg-1) 
were 80.6667, 81.889 and 85.667 %, respectively. It 
was found that feeding at 80 mg kg-1 were the best 
male ratio and followed by 60 and 40 mg kg-1. The 
experimental of 17α-MT on sex reversal of Nile 
Tilapia (O. nilotica) by immersion of 300 µg l-1 and 
feeding of 60 mg kg-1 for 45 days. The result of the 
sex ratio was 100 % and higher than this present study. 
This may be due to the longer duration of hormone 
exposure. The third level headings [19]. 

 
3. Water quality 
 

Hormonal feeding of red tilapia with different 
methods and concentrations for a period of 28 days. 
Daily water quality check every day throughout the 
trial period. It was found that pH were 8.38 ± 0.00-
9.31 ± 0.59,  Dissolved Oxygen (DO) were 3.38 ± 
0.01-5.91 ± 0.02 mg l-1, Water temperature were 
27.00 ± 0.00-29.00 ± 0.10 ° C, Total Ammonia were 
0.01 ± 0.01-0.36 ± 0.04 mg l-1 and Nitrites were 0.00 
± 0.00-0.02 ± 0.02 mg l-1. (Table 2) Found that the 
water quality in this present study were satisfactory 
manner [20]. Due to the quality control of the water 
throughout the duration of the experiment. The fish 
do not stress and has a higher survival rate. 
 
CONCLUSION 

 
According to study the effect of 17α-MT on sex 

reversal in free-swimming stage of Red Tilapia (O. 
niloticus x O.  mossambicus) by immersion (0, 150 
and 300 µg/l) for 3 hours and feeding (40, 60 and 80 
mg/kg) for 28 days. It has been found that free-
swimming stage that undergone immersion treatment 
of 17α- MT in 300 µg l-1 (T3) was the highest in 
growth rate about weight, total length (28 days), 
ADG, FCR and survival rate. The immersion 
treatment of 17α-MT in 150 µg l-1 (T2) was medial 
growth rate among other factors.  The immersion 

treatment of 17α-MT in 0 µg l-1 (T1) was the minimal 
growth rate but had the highest sex ratio of male.                
Sex reversal by feeding treatment of 17α-MT in 60 
mg kg-1 (F2) was the highest in growth rate about 
weight, ADG and FCR. Sex reversal by feeding 
treatment of 17α-MT in 80 mg kg-1 (F3) was a medial 
growth rate and the highest of survival rate and sex 
ratio of male. Sex reversal by feeding treatment of 
17α-MT in 40 mg kg-1 for 28 days (F1) has a good 
growth rate but the other factors were minimal.  
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ABSTRACT 
 

 This study examines emission sources and meteorological data affecting ambient concentrations of 
pollution haze in Northern Thailand on the basis of particulate matter (PM10) concentrations monitored and 
collected by Thailand’s Pollution Control Department over a three-year period at thirteen stations in eight 
provinces. Increasing pollution and its major emission sources have been analyzed to reflect the seasonal variation 
of meteorological data over the periods of dry and rainy seasons. The results show that daily PM10 concentrations 
were at their highest levels during the dry season from January to April. In the course of a three-year time span, 
from 2015 to 2017, almost all monitoring stations recorded average PM10 concentration levels that were 
approximately 1 to 3 times higher than the Thailand’s daily ambient air quality standard (120 µg/m3). It was also 
observed that the average PM10 concentrations in areas under study were significantly higher than the average air 
quality recorded during the rainy season. The meteorological data, including temperature and winds blowing from 
the southerly and southeasterly directions, were significantly related to the increase of average PM10 
concentrations. By contrast, the relative humidity and the wind speed were significantly related with the decrease 
of average PM10 concentrations. Forest fires and agricultural waste burning have been identified as the major 
sources of PM10 concentration in each site. 
 
Keywords: Particulate matter, Haze, Seasonal variation, Thailand 
 
 
INTRODUCTION 

 
 For more than fifteen years, the haze pollution has 
been a serious problem during dry seasons in 
Northern Thailand [1], [7]. Emission sources are 
forest fires, biomass burning, motor vehicles, solid 
waste burning and some industries [2]. The haze 
pollution has adverse effects on transportation by 
causing visibility problems for air travel. More 
importantly, the haze pollution also damages the 
human respiratory systems by high concentrations of 
airborne particulates below 10 microns (PM10) [3], 
[8]. Likewise, a significantly negative impact of 
PM10 depositions is observed on fruits, vegetables 
and vegetation in general [3].  
 In 2016, Thailand’s pollution reports showed that 
the 24-hour average of repairable suspended 
particulate matter (RSPM or PM10) in Northern 
Thailand exceeded on many days the country’s 
ambient air quality standard of 120 micrograms per 
cubic meter (µg/m3), reaching the peak concentration 
at 317 ug/m3 during the dry season from January to 
April [9]. Forest fires alone accounted for 70% of 
observed PM10 concentrations [10]. Other factors 
affecting PM10 concentrations included geography, 
seasonal weather variations and meteorological 
conditions [1], [2], [4], [8]. 
 In this study, average PM10 concentrations and 

emission sources are analyzed on the basis of the 
meteorological data and haze pollution during dry and 
rainy seasons in Thailand’s 8 Northern provinces. 
The relationship between average PM10 
concentrations and the meteorological data has been 
investigated at 13 monitoring stations, located in 8 
Northern provinces and operated by Thailand’s 
Pollution Control Department (PCD).    
 
MATERIALS AND METHODS   

 
Description of the study area and monitoring 
stations 

 
The area selected for this study covered the 

following provinces in Northern Thailand: Chiang 
Mai (20,107 km2), Mae Hong Son (12,681 km2), 
Lampang (12,534 km2), Chiang Rai (11,678 km2), 
Nan (11,472 km2), Phrae (6,539 km2) Phayao (6,335 
km2) and Lamphun (4,506 km2). Most of the study 
area is located in valleys surrounded by mountain 
ranges. The area has thirteen air monitoring stations 
managed by Thailand’s Pollution Control 
Department (PCD). The map of the geographical 
position of the sites within the study areas is shown in 
Fig. 1. The coordinates and the description of 
monitoring stations are presented in Table 1. 
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Fig. 1 Study area and monitoring stations. 
 
 
Table1. Coordinates of study sites and monitoring stations. 
 

Province Monitoring Station (Code) Latitude Longitude Characteristics 

Chiang Rai 

Wiang Muang (WM) 19° 54' 33'' N 99° 49' 24'' E Suburban, 5 m 
distance to the road. 

Wiang Phang Kham (WPK) 20° 25' 38'' N 99° 53' 2'' E 
Suburban, 5 m 
distance to the main 
road. 

Chiang Mai 
Chang Phueak (CP) 18° 50' 26'' N 98° 58' 11'' E Suburban, 150 m 

distance to the road. 

Si Phum (S) 18° 47' 27 '' N 98° 59' 24'' E Urban, close to a 
busy road. 

Lampang 

Phra Bat (PB) 18° 16' 42'' N 99° 30' 24'' E 
Suburban, 300 m 
distance to the road, 
close to the airport. 

Sop Pat (SP) 18° 15' 3'' N 99° 45' 50'' E 
Rural, 5 m distance 
to the quiet road, a 
park surrounding. 

Ban Dong (BD) 18° 25' 37 '' N 99° 45' 27'' E Rural, a park 
surrounding. 

Mae Mo (MM) 18° 16' 57 '' N 99° 39' 35'' E Rural, a park 
surrounding. 

Lamphun Nai Muang (NM) 18° 34' 3'' N 99° 0' 29'' E Suburban, 100 m 
distance to the road. 

Mae Hong Son Chong Kham (CK) 19° 18' 16'' N 97° 58' 18'' E 
Suburban, a park 
surrounding, close 
to the airport. 

Nan Nai Wiang (NW) 99° 0' 29'' N 100° 46' 35'' E Suburban, 100 m 
distance to the road. 

Phrea Na Chak (NC) 18° 7' 42'' N 100° 9' 45'' E 
Suburban, 100 m 
distance to the road, 
a park surrounding. 

Phayao Wiang (W) 19° 10' 0'' N 99° 53' 49'' E Suburban, 100 m 
distance to the road. 
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PM10 concentration and meteorological data 
analysis  
 

Hourly PM10 concentrations at the 13 monitoring 
stations were obtained from the PCD monitoring 
system during the January-April dry season and the 
June-September rainy season from 2015 to 2017. 
Methods of Beta Ray attenuation and Tapered 
Element Oscillating Microbalance (TEOM) were 
used for measuring PM10 concentrations at the 
monitoring stations. That has made it possible to 
obtain differences of average PM10 concentrations 
during dry and rainy seasons. 

The daily meteorological data, including wind 
speed, wind direction, temperature and relative 
humidity, were obtained from the PCD’s air 
monitoring stations.  
 
Source analysis  
 

Data on burnt areas were obtained from the Geo-
Informatics and Space Technology Development 
Agency (Public Organization), or GISTDA, of 
Thailand’s Ministry of Natural Resources and 
Environment. A linear regression analysis is used to 
investigate the relationship between average PM10 
concentrations and burnt areas. That relationship is 
also examined on the basis of fire hotspots data, 
obtained from Thailand’s Forest Fire Control 
Division.   
 
RESULTS 
 
Concentration and seasonal variation of PM10 
 
 Figure 2 shows average annual PM10 
concentrations during dry and rainy seasons in 
Thailand’s 8 Northern provinces from 2015 to 2017. 
That evidence indicates that the Thai ambient PM10 
annual standard of 50 micrograms per cubic meter 
(ug/m3) was not exceeded. However, during those 
three years, the annual averages of PM10 
concentrations were higher in dry seasons than in 
rainy seasons. In addition, Figure 3 shows that the 
proportion of days (%) when PM10 concentrations (in 
24-hour averages) exceeded the Thai ambient PM10 
24-hour average standard (<120 µg/m3) in each 
monitoring station was approximately in the range of 
8-19% for 2015, 6-30% for 2016 and 0-19% for 2017.  

 The PM10 concentration averages in dry and 
rainy seasons are presented in Figure 4. A three-year 
peak of the average PM10 concentration is shown at 
the CK monitoring station (210 ug/m3). 
 According to the selected areas of the study, 
Lampang province showed the highest of 30% exceed 
the average standard of Thai ambient PM 10 24-hour, 
follow by Chiang Rai (23%), Mae Hong Son (18%), 
Prae (12%), Chiangmai (9%), Phayao (6%) and Nan 
province (2%), respectively.  
 In terms of seasonal variations, average PM10 
concentrations during the dry season were 
significantly higher than during the rainy season 
(P<0.001, t-test). The standard deviations (SD) of 
average PM10 concentrations during dry and rainy 
seasons were 73.38±13.05 and 20.05±5.32, 
respectively. Results of the test are shown in Table 1.
 Relationships between average PM10 
concentrations and meteorological data, including 
wind speed, wind direction, temperature and relative 
humidity, were examined using datasets of the BD 
monitoring station in the Lampang Province. That is 
where the highest average of PM10 concentrations 
was found. The correlation coefficients of PM10 
concentrations and meteorological data were the 
highest for relative humidity (P<0.001), followed by 
wind speed (P=0.048), temperature (P=0.034) and 
wind direction from south (P=0.001) and southeast 
(P=0.01). The linear equation model of these 
relationships is shown as Eq. (1).   
 
𝑌𝑌𝑃𝑃𝑃𝑃10𝑐𝑐𝑐𝑐𝑐𝑐. = 159.457− 1.723𝑋𝑋𝑅𝑅𝑅𝑅 − 13.644𝑋𝑋𝑤𝑤𝑤𝑤 +
                       0.868𝑋𝑋𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 + 9.538𝑋𝑋𝑤𝑤𝑤𝑤5 + 6.861𝑋𝑋𝑤𝑤𝑤𝑤4  (1) 
 
 Where YPM10con. is PM10 concentration in ug/m3; 
XRH is relative humidity (%); Xws is wind speed in 
m/s; XTemp is temperature in Celsius degrees; Xwd5 is 
wind direction from the south; Xwd4 is wind direction 
from the southeast. The values of y-intercepts in 
above equations could be interpreted as a relationship 
between average PM10 concentrations and 
meteorological data. The relative humidity and wind 
speed show a significantly inverse relationship with 
average PM10 concentrations (P<0.05), while the 
average PM10 concentrations are positively related to 
changes in temperature and southerly and south-
easterly winds (P<0.05).  
 

 
Table 1.  Results of t-test comparing average PM10 concentrations in dry and rainy seasons. 
 

Parameter Mean Std. Deviation t df p-value 
PM10 in 

Dry season 
73.3829 13.05008 

24.522 38 0.001 
PM 10 in 

Rainy season 
20.0520 5.31829 
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Fig. 2 Average annual PM10 concentrations in Northern Thailand. 

 
 

  
 

Fig. 3 Percentage by which daily average PM10 concentration exceeded standard in 13 monitoring stations. 
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Fig. 4 Daily average of PM10 concentration during dry and rainy seasons at 13 monitoring stations 
in Northern Thailand 

 
Source analysis of PM10 concentration  
 
 Most forest fires in Northern Thailand are 
observed during the dry season. The data collected by 
the Department of Forestry in 2017 showed that the 
major emission sources of haze pollution were forest 
fires during the harvesting of non-timber products 
(75.21%), followed by hunting (7.76%) and 
agricultural burning (4.04%). Other factors accounted 
for 12.99% of haze pollution.    
  
Table 2. Amount of fire hotspots in Northern Thailand 
(unit: point). 
 

Year Study area Agricultural Forest Total 

2015 

Chiang Rai 74 714 

8,236 

Chiang Mai 178 1,833 
Lampang 192 606 
Lamphun 57 309 
Mae Hong 

Son 168 2,142 

Nan 120 1,201 
Phrea 110 319 

Phayao 36 177 

2016 

Chiang Rai 127 1,235 

6,812 

Chiang Mai 134 758 
Lampang 155 660 
Lamphun 39 204 
Mae Hong 

Son 87 1,252 

Nan 66 977 
Phrea 118 606 

Year Study area Agricultural Forest Total 
Phayao 82 312 

2017 

Chiang Rai 38 115  
Chiang Mai 186 1,782  
Lampang 189 465  
Lamphun 49 276 5,200 
Mae Hong 

Son 48 1,114  

Nan 60 478  
Phrea 55 244  

Phayao 19 82  
 
 In addition, the information of the burnt areas, 
detected by the Landsat 8 satellite images and 
presented by the GISTDA, showed increasing PM10 
concentrations during the dry season. The Pearson 
correlation analysis found a significant relationship 
between average PM10 concentrations and burnt 
areas in 8 provinces over the period from 2015 to 
2017 (P<0.05). That was confirmed by the linear 
regression analysis showing that burnt areas were 
significantly and positively related to PM10 
concentrations (P<0.001). The equation estimating 
that relationships is shown as Eq. (2).   
 

𝑌𝑌𝑃𝑃𝑃𝑃10𝑐𝑐𝑐𝑐𝑐𝑐. = 0.04𝑋𝑋𝑎𝑎𝑎𝑎𝑇𝑇𝑎𝑎 + 65.108              (2) 
 
 Where YPM10con. is PM10 concentration in ug/m3 
and Xarea is burnt area in km2. The values of y-
intercept in the equation above could be taken to 
represent the PM10 concentration in burnt areas.
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 The data in Table 2, obtained from Thailand’s 
Forest Fire Control Division, show fire hotspots (in 
points) in the study area from 2015 to 2017, 
indicating that forest fires and the agricultural waste 
burning remain the major sources of pollution. In 
particular, as Eq. 3 shows, increasing average PM10 
concentrations are significantly and positively related 
to fire hotspots in each area (P<0.05). 
 

𝑌𝑌𝑃𝑃𝑃𝑃10𝑐𝑐𝑐𝑐𝑐𝑐. = 0.049𝑋𝑋𝑅𝑅 + 62.289              (3) 
 
 Where YPM10con. is PM10 concentration in µg/m3 
and XH is the amount (in points) of fire hotspots. 
 
CONCLUSION 
 
 This study is based on a 3-year dataset from 
2015 to 2017, collected at 13 monitoring stations in 
Northern Thailand, to evaluate the sources and the 
seasonal variation of average PM10 concentrations. 
The results show that the average PM10 
concentrations are significantly and positively related 
to burnt areas and the amount of fire hotspots in each 
location covered by this analysis. The highest level of 
PM10 concentration -- at 210 µg/m3 --during those 
three years was found in the period of dry season. 
Average dry season PM10 concentrations were 
significantly higher than those observed during the 
rainy season (P<0.001, t-test).  
 The increasing average PM10 concentrations 
were significantly related to meteorological data, 
such as temperature, southerly and southeasterly 
winds.  On the other hand, relative humidity and wind 
speed were found to have a significantly inverse 
relationship with average PM10 concentrations. 
Average PM10 concentrations were significantly and 
positively related to increasing fire hotspots (P<0.05). 
The main sources of PM10 concentrations in the areas 
covered by this study were forest fires and 
agricultural waste burning.  
 The meteorological data indicate that seasonal 
changes and PM10 emission sources have to be taken 
together to investigate major causes of haze pollution.   
 
ACKNOWLEDGEMENTS 

 
 The authors sincerely thank the Pollution 
Control Department and the Forest Fire Control 
Division of Thailand’s Ministry of Natural Resources 
and Environment for providing the data used in this 
analysis. This study was partially supported for 
publication by Thammasat University, Thailand. 
 
REFERENCES 

 
[1] Pengchai P., Chantara S., Sopajaree K., 

Wangkarn S., Tengcharoenkul U., 
RayanakornEnviron M. Seasonal variation, risk 
assessment and source estimation of PM 10 and 
PM10-bound PAHs in the ambient air of Chiang 
Mai and Lamphun, Thailand. Environmental 
Monitoring and Assessment. Vol. 154, 2009, pp. 
197-218. 

[2] Oanh N.T.K., Leelasakultum K. Analysis of 
meteorology and emission in haze episode 
prevalence over mountain-bounded region for 
early warning. Science of the Total Environment 
Vol. 409, 2011, pp. 2261–2271.  

[3] Sooktawee S., Humphries U., Patpai A., 
Kongsong R., Boonyapitak S., Piemyai N. 
Visualization and Interpretation of PM10 
Monitoring Data Related to Causes of Haze 
Episodes in Northern Thailand. Vol. 37, Issue 2, 
2015, pp. 33-48 

[4] Pimonsree S. Seasonal variation of PM10 
Concentrations in Northern Technology and 
Innovation for Sustainable Development. 
International Conference (TISD2010) Faculty of 
Engineering, Khon Kaen University, Thailand, 
4-6 March 2010 

[5] Pardthaisong L., Sin-ampol P., Suwanprasit C., 
Charoenpanyanet A. Haze Pollution in Chiang 
Mai, Thailand: A Road to Resilience. Procedia 
Engineering Vol. 212, 2018, pp. 85–92. 

[6] Pongpiachan S., Choochuay C.,  Chalachol J.,  
Kanchai P.,  Phonpiboon T.,  Wongsuesat S.,  
Chomkhae K.,  Kittikoon I.,  Hiranyatrakul P.,  
Cao J.,  Thamrongthanyawong S. Chemical 
characterisation of organic functional group 
compositions in PM2.5 collected at nine 
administrative provinces in northern Thailand 
during the Haze Episode in 2013. Asian Pacific 
Journal of Cancer Prevention Vol. 14 , Issue 6, 
2013, pp. 3653-3661.   

[7] Sirimongkonlertkul N., Upayokhin P., Phonekeo 
V. Multi-Temporal Analysis of Haze Problem in 
Northern Thailand: A Case Study in Chiang Rai 
Province. Kasetsart Journal (Natural Science) 
Vol. 47, Issue 5, pp. 768-780. 

[8] Li M., Zhang L. Haze in China: Current and 
future challenges Environmental Pollution. Vol. 
189, 2014, pp. 85-86. 

[9] Pollution Control Department (PCD). Thailand 
state pollution 2017. Bangkok, Thailand, 2018. 
ISBN 978-616-316-391-2.  

[10] Kreasuwun J., Chotamornsak C., Ratchiranukul 
P., Wiranvejayan O. Weather analysis and air 
pollution warning. The Thailand Research 
Fund. Bangkok, Thailand, 2008. 

 

 
 

 
 

 



 

846 

4th Int. Conf.  on Science, Engineering & Environment (SEE), 
Nagoya, Japan, Nov.12-14, 2018, ISBN: 978-4-909106018 C3051 

SPATIAL ANALYSIS OF COMMUNITY’S ACCEPTANCE FOR SUDS 
APPLICATIONS IN NHIEU LOC – THI NGHE SUB-BASIN, HO CHI 

MINH CITY, VIETNAM 

Nguyen Hoang My Lan1,2, Vo Le Phu2 and Le Van Trung2 
1 Faculty of Urban Studies, Ho Chi Minh City University of Social Sciences and Humanities, VNU-HCM, 
Viet Nam; 2 Faculty of Environment and Natural Resources, Ho Chi Minh City University of Technology, 

VNU-HCM, Viet Nam 

ABSTRACT 

With the purpose of imitating the nature drainage process at the site before development, Sustainable Urban 
Drainage System (SUDS) – a widely recognized solution to urban drainage and flood mitigation – is one of the 
most sustainable approaches to reduce the effect on the quality and quantity of run-off from urban development 
areas. Moreover, SUDS can improve the conditions of living environment for the communities, which defines the 
community amenity and social benefit. The concept of community’s acceptance was used in this study to identify 
the social benefit of SUDS techniques in Nhieu Loc – Thi Nghe sub-basin where flooded areas have increased in 
quantity, frequency and level of severity. The purpose of this paper, firstly, is to examine the relationship between 
variables and the community’s acceptance of proposed SUDS techniques in Nhieu Loc – Thi Nghe sub-basin, Ho 
Chi Minh City, including Rainwater Harvesting, Green Roof, Green Open Space, Pervious Pavement, and Pervious 
Parking Lot. Then, the public acceptance data obtained from the survey from November 2016 to March 2017 was 
adjusted and converted into GIS data layer. By correlation test in SPSS, there is a statistically significant 
relationship between the community’s acceptance of SUDS techniques and both the understanding of SUDS 
techniques and the living places of respondents in Nhieu Loc – Thi Nghe sub-basin. Through Hot Spot Analysis 
in GIS, most of the acceptability hot-spots located in the extent of standard deviation ellipse of floods from 2007 
to 2017 which lied entirely in the lowest elevation of the sub-basin. Therefore, the City government should increase 
the community perception of SUDS as well as its benefits in flooding management before planning to improve 
current drainage system. 

Keywords: Sustainable Urban Drainage System, Spatial statistics, Community’s acceptance, Urban flooding 

INTRODUCTION 

The conventional drainage systems are designed 
to collect and transport stormwater run-off from 
urban areas as quickly as possible via sewer networks 
and water treatment facilities to nearby receiving 
water bodies [11]. Also, these systems are not 
planned for either water quality improvement or 
amenity making. On the contrary, Sustainable Urban 
Drainage System – SUDS, introduced in the 1990s 
and commonly applied in developed countries, is 
considered as one of the sustainable approaches to 
deal with urban flooding. According to The 
Construction Industry Research and Information 
Association – CIRIA (2007), SUDS is designed to 
minimize the impacts from the development on the 
quantity and quality of the runoff and maximize 
amenity and biodiversity opportunities [22]. These 
objectives should all have equal standing, and the 
ideal solution will achieve benefits in all three 
categories, although the extent to which this is 
possible will depend on site characteristics and 
constraints.  

A perfect SUDS scheme or treatment train should 
have a series of drainage techniques ranging from 
prevention, source control, site control and regional 
management, respectively. Through the SUDS 
scheme, wherever possible, storm-water and run-off 
should be managed and infiltrated into the ground by 
landscape features, such as rain garden, swale, pond, 
rather than being conveyed to and stored in large 
conventional pipelines and treatment stations. 
Building an ideal treatment train with a full range of 
SUDS components is more practical for new 
development than existing dense urban areas due to 
the limitation of available spaces for complete 
installation [33]. Hence, retrofitting existing storm-
water management measures and turn them into 
sustainable infrastructures are the most satisfactory 
approach for flooding control in rapidly urbanized 
areas, like Ho Chi Minh City where the built-up area 
has increased over time. In SUDS treatment train or 
management train, techniques in prevention and 
source control stage should be preferred to others in 
site and regional control, which can be feasible and 
cost-effective in developed areas. According to 
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Lamond et. al (2014), the most appropriate SUDS 
features for retrofit within dense central business 
district (CBD) are green roofs, pervious paving, 
rainwater gardens and small treatment trains [44]. 

In term of social benefits, the most common 
notion used to assess SUDS sustainability is the 
community’s acceptability or acceptance [55, 6]. 
Chui and Ngai (2016) found that despite not having a 
strong understanding of SUDS or SUDS benefits, the 
city dwellers in Hongkong were willing to pay for 
SUDS retrofitting in public places and private 
properties equal to 8.8% of the current government 
spending on storm-water management and 1.8% of 
the property price, respectively [55]. Also, the 
residents in Dundee, Scotland, UK  were willing to 
pay more for their properties near the green spaces 
provided by SUDS features; and the more they knew 
about SUDS functions, the more they paid for 
retrofitting SUDS [66].  

Therefore, the objective of this paper is to answer 
the question “Is there any significant relationship 
between the community’s acceptance to SUDS 
techniques and other variables, including the 
demographic information, the knowledge of SUDS, 
the places of living, and the spatial distribution of 
inundations in Nhieu Loc – Thi Nghe sub-basin?”.  

STUDY AREA AND METHODOLOGY 

Study area and data collection 

Ho Chi Minh City, Vietnam is one of the Top 20 
coastal cities with the greatest rate of the population 
exposed to flooding in the 2070s (including both 
climate change and socioeconomic change) [77]. In 
recent years, flooding has become the most 
significant issue to affect the city’s growth and create 
the economic loss, as well. Ho Chi Minh City 
(HCMC) has considerably been flooded, especially 
during the rainy season from June to November and 
during flood-tide between September and December. 
According to the Ministry of Natural Resources and 
Environment [88], with the worst case scenario of 
climate change, the average temperature and 
precipitation in HCMC up to 2100 are projected to 
increase 1 – 3.5oC and 14.7 – 23.4%, respectively. 
Moreover, 17.8% of the city area will be flooded 
when the sea level rises 100cm, in which Binh Thanh 
is the most inundated district with more than 80% of 
its area.  

Based on the Master Plan of Drainage System in 
HCMC to 2020 issued in 2001, Nhieu Loc – Thi Nghe 
(NL-TN) sub-basin with the area of 33.2km2 is one of 
the central drainage catchments in HCMC and 
comprises whole or part of seven districts including 1, 
3, 10, Phu Nhuan, Tan Binh, Go Vap, and Binh Thanh. 
Land elevation in NL-TN sub-basin ranges from 0.5m 
to 10.6m and ascends from the NL-TN canal toward 
the Northern and the Southern. The Eastern of NL-

TN sub-basin has the lowest elevation which creates 
the most frequently and seriously flooded routes.  

From 2010-2017, this sub-basin has challenged 
the annual average of twenty inundated locations 
including the deepest and the most spreading in the 
whole city. In this study, after collected from Ho Chi 
Minh City’s Steering Center for Flood Control, 
flooding data were analyzed and converted into GIS 
layer for spatial pattern and trend analysis.  

A face-to-face interview by questionnaire was 
conducted from November 2016 to March 2017 with 
238 households which distributed randomly in the 
NL-TN sub-basin extend. Over 60% of the 
respondents located around the NL-TN canal and in 
the Eastern of the sub-basin where flooding has 
occurred more frequently (Fig. 1). The number of 
interviewees in the Western was otherwise the lowest 
because of limited accessibility. The 5-Likert scale 
was used to quantify the answer to whether the 
residents were willing to accept to install proposed 
SUDS techniques in their properties or surrounding 
areas. 1 in 5-Likert scale represents for Strongly 
disagree and 5 represents for Strongly agree. 
Moreover, the coordinate of households was collected 
and then geocoded in ArcMap for further spatial 
analysis. 

The Statistical Package for the Social Sciences 
(SPSS) software (Version 23) was used for statistical 
analysis, including descriptive statistics and 
correlation tests between observed variables. In this 
study, the Chi-square test and Kendal correlation test 
were used to examine the relationship between 
acceptability and other observed variables. The null 
hypothesis was that the two or more than two sets of 
measures were similar, used in Chi-square test and 
that there was no correlation between two variables, 
used in Kendall correlation test. The significant value 
(p-value) of 0.05 or 95 percent confident was used to 
retain or reject the null hypothesis. Phi and Spearman 
rank (Spearman’s rho) correlation coefficient were 
then used to measure the strength of the relationship 
between two variables after claiming that the 
relationship existed significantly. Both Phi and 

Fig. 1  Respondents’ distribution in Nhieu Loc – 
Thi Nghe sub-basin 



SEE - Nagoya, Japan, Nov.12-14, 2018 

848 

Spearman’s rho vary from -1 to 1 where positive 
value indicates a direct relationship and negative 
denotes an inverse correlation. The higher coefficient 
is, the stronger relationship exists between tested 
variables. 

Geotis-Ord Spatial Statistic 

Hot Spot Analysis – one of the spatial statistic 
tools in ArcMap (Version 10.4) is used to create a 
map of statistically significant hot and cold spots 
based on Getis-Ord Gi* or Gi* statistic. This statistic 
measures the degree of association that results from 
the concentration of points and all other points 
included within a certain radius of distance from the 
original point [99]. 

𝐺𝐺𝑖𝑖∗ =  
∑ 𝑤𝑤𝑖𝑖,𝑗𝑗𝑥𝑥𝑗𝑗−𝑋𝑋�
𝑛𝑛
𝑗𝑗=1 ∑ 𝑤𝑤𝑖𝑖,𝑗𝑗

𝑛𝑛
𝑗𝑗=1

𝑆𝑆�𝑛𝑛∑ 𝑤𝑤𝑖𝑖,𝑗𝑗
2 −𝑛𝑛

𝑗𝑗=1 (∑ 𝑤𝑤𝑖𝑖,𝑗𝑗
𝑛𝑛
𝑗𝑗=1 )2

(1) 

Where xj is the attribute value for feature j, wi,j is 
the spatial weight between feature i and j, and n is 
equal to the total number of features. 𝑋𝑋� – the mean of 
attribute x and S are calculated by the following 
equations. 

𝑋𝑋� =
∑ 𝑥𝑥𝑗𝑗
𝑛𝑛
𝑗𝑗=1
𝑛𝑛

 (2) 

𝑆𝑆 = �∑ 𝑥𝑥𝑗𝑗
2𝑛𝑛

𝑗𝑗=1
𝑛𝑛

− (𝑋𝑋�)2 (3) 

The Gi* returned for each feature in the dataset is 
a z-score which, together with p-value, tells whether 
the null hypothesis of the spatial concentration can be 
rejected or not. A close-to-zero Gi* value implies 
random distribution of the observed spatial events. 
Conversely, positive and negative Gi* statistics with 
high absolute values correspond to the clusters of 
high- and low-valued events, respectively [1010]. 

Hot Spot Analysis tool creates a new feature class 
with a z-score, p-value and confidence level bin 
(Gi_Bin) for each feature in the input dataset. The 
Gi_Bin field identifies statistically significant hot 
(high value) and cold (low value) spots, assigned 
values of +/- 1, +/-2, and +/-3 reflecting the 99%, 
95%, and 90% of confidence level, respectively. 
While features with 0 for Gi_Bin field are not 
statistically significant clustering.  

Standard Deviational Ellipse 

The Standard Deviational Ellipse (SDE) tool is 
commonly used to measure the trend for a set of 
features. The output ellipse is shaped by the x- and y-
directions from the mean center of the input dataset. 
The SDE is given as: 

𝑆𝑆𝑆𝑆𝑆𝑆𝑥𝑥 = �∑ (𝑥𝑥𝑖𝑖−𝑋𝑋�)2𝑛𝑛
𝑖𝑖=1

𝑛𝑛
 (4) 

𝑆𝑆𝑆𝑆𝑆𝑆𝑦𝑦 = �∑ (𝑦𝑦𝑖𝑖−𝑌𝑌�)2𝑛𝑛
𝑖𝑖=1

𝑛𝑛
 (5) 

Where xi and yi are the coordinates for feature i, 
{𝑿𝑿�, 𝒀𝒀�} represents the Mean Center for the features, 
and n is equal to the total number of features.  

The rotation of the long axis measured clockwise 
from noon is calculated as: 

tan𝜃𝜃 =  𝐴𝐴+𝐵𝐵
𝐶𝐶

 (6) 

𝐴𝐴 = (∑ 𝑥𝑥�𝑖𝑖2𝑛𝑛
𝑖𝑖=1 − ∑ 𝑦𝑦�𝑖𝑖2𝑛𝑛

𝑖𝑖=1 ) 

𝐵𝐵 =  �(∑ 𝑥𝑥�𝑖𝑖2𝑛𝑛
𝑖𝑖=1 − ∑ 𝑦𝑦�𝑖𝑖2𝑛𝑛

𝑖𝑖=1 )2 + 4(∑ 𝑥𝑥�𝑖𝑖𝑦𝑦�𝑖𝑖𝑛𝑛
𝑖𝑖=1 )2 

𝐶𝐶 = 2∑ 𝑥𝑥�𝑖𝑖𝑦𝑦�𝑖𝑖𝑛𝑛
𝑖𝑖=1  

Where 𝑥𝑥� i and 𝑦𝑦� i are the deviations of the xy-
coordinates from the Mean Center. When the features 
have a spatially normal distribution in which they are 
densest in the center and become increasingly less 
dense toward the periphery, one standard deviation is 
created to encompass approximately 68% of the input 
features centroids.  

In this study, two SDEs were created from the data 
of flooding in 2017 and 2010-2017. The SDE of 2017 
was calculated based on the hypothesis that 
experiences with flooding in the most recent year 
would affect the community's acceptability to 
proposed SUDS techniques. After that, these SDEs 
could be used to observe the spatial relationship of the 
community’s acceptance to SUDS techniques and 
flooding situation or trend. 

RESULTS AND DISCUSSIONS 

The result of flooding data analysis shows that 
flood occurred 167 times from 2007 to 2017 and 
concentrated on roads in NL-TN sub-basin, with the 
total flooded route over 65,000 km. Submerged sites 
mostly located in Binh Thanh district where is NL-
TN canal and Sai Gon river intersection and has the 
lowest elevation in sub-basin. Therefore, the Standard 
Deviation Ellipse of floods in 2007-2017 (SDE-1) 
lied mostly in Binh Thanh district with the long axes 
doubled the short one and the rotation was more than 
87 degrees. Particularly, based on directional trend 
analysis, the SDE of floods in 2017 (SDE-2) covered 
the NL-TN canal entirely as well as below 5m land 
(Fig. 2) and had the area of 20km2, twice as much as 
SDE-1. The trend of both SDE-1 and SDE-2 had the 
same direction which was along the NL-TN canal and 
mostly parallel with the east-west axis of sub-basin. 
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Fig. 2  Statistically significant Cold and Hot spots location of the community acceptance of SUDS techniques in 
NL-TN sub-basin: (A) Rainwater Harvesting, (B) Green Roof, (C) Green Open Space, (D) Pervious 
Pavement, and (E) Pervious Parking Lot 

Table 1  Correlation efficient between acceptability to SUDS techniques and other observed variables 

 Acceptability to  
SUDS techniques 

Agea Sexa Incomeb
Knowledge of 
corresponding 

techniquesa
Districta Flood frequencyb

Rainwater Harvesting -0.104 0.221* -0.067 0.428** 0.475** 0.099 
Green Roof -0.021 0.131 0.052 0.464** 0.454** -0.024 

Green Open Space 0.156* 0.061 0.046 0.530** 0.325 0.137* 
Pervious Pavement -0.068 0.083 -0.032 0.479** 0.408* 0.158* 

Pervious Parking Lot -0.096 0.162 -0.106 0.388** 0.455** 0.133* 
aPhi correlation efficient 
bSpearman’s rho efficient 
*p = 0.05, **p = 0.01
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Rainwater Harvesting refers to the collection of 
water from surfaces on which rain falls and 
subsequently storing this water for later use [1111]. 
Furthermore, domestic household rainwater 
harvesting has the potential to groundwater recharge, 
resulting reduction in the rate of land subsidence. 
There is, however, still much concern about the 
quality of rooftop, stored rainwater, including 
chemical and microbiological factors [1111], and 
available spaces for storage installation.  

Green Roofs are the systems which cover a 
building’s roof with vegetation and designed to 
increase localized infiltration, attenuation and/or 
detention of storm-water [1212]. GR is one of the 
SUDS components which can meet all the three goals 
of sustainability: water quality, water quantity, and 
amenity [1313]. Most of the respondents showed their 
anxieties for these two techniques because of their 
difficulties in both operation and maintenance. 

Generally, pervious surfaces, such as Pervious 
Pavement, Green Open Space and Pervious Parking 
Lot, allow rainwater to infiltrate through the surface 
into an underlying storage layer, where water is stored 
before infiltration to the ground, reuse or release into 
surface water [22]. Permeable pavements could be the 
promising performance of the SUDS to provide 
storage capacity for extreme rainfall and water quality 
control to meet the good status required by 
environmental agencies [11]. However, that the 
operation and maintenance of pervious surface may 
be costly and need new skills [1414] is the reason for 
those who totally disagree to install these methods (63 
of 124 comments). 

In NL-TN sub-basin, the proposed SUDS 
techniques are accepted more in Binh Thanh and Go 
Vap, where inundation occurred more frequently and 
severely than in district 1, 3 and 10 because of the 
limitation of available spaces for construction. Based 
on the results of correlation tests (Table 1), these 
differences of acceptability by places are statistically 
significant, except for GOS, and these associations 
are from moderate to strong relationships (0.3 < Phi 
coefficient < 0.4). Besides, the understanding of 
SUDS technique is the factor to make strong positive 
relationships with SUDS acceptability, thus the City 
government should increase the community 
perception of SUDS as well as its benefits in flooding 
management before planning to improve current 
drainage system. 

Figure 3 shows that NL-TN sub-basin has 
experienced the annual average of twenty inundated 
locations from 2010 to October 2017. In NL-TN sub-
basin, Nguyen Huu Canh street, passing the mean 
center of SDE-1 (Fig. 2), possesses the deepest and 
the most spreading flooded points in the whole city. 
It is easily found that almost the hot spots of the 
community's acceptance of five SUDS techniques 

concentrated in the extent of SDE-1 and SDE-2. It 
indicates that experiences with floods in recent years 
have prompted respondents to adopt new and more 
sustainable drainage techniques. Moreover, these hot 
spots also appeared in the North of sub-basin with 
higher elevation and fewer flooded locations, except 
for GOS. Respondents living along NL-TN canal 
preferred to GOS because they wanted to not only 
improve aesthetics but also manage floods for their 
better living conditions. 

Fig. 3  Number of flooded locations in Nhieu Loc – 
Thi Nghe sub-basin from 2010 to October 
2017 

CONCLUSIONS 

In this study, the characteristics of the 
community’s acceptance of five proposed SUDS 
techniques were explored by collecting survey data, 
statistical analysis, and correlation tests. Interestingly, 
most of the respondents would be willing to adopt the 
new and sustainable drainage techniques for better 
living conditions. Among the significant influent 
factors to the acceptability, how the respondents 
know SUDS techniques and where they live are the 
most strongly positive ones. The research result 
showed that, however, the residents in NL-TN sub-
basin favored the drainage techniques which are 
constructed in public or surrounding areas rather than 
those retrofitted with their properties.  

Regarding spatial pattern, spatial analysis and 
statistics were used to only detect the community's 
acceptance in the relationship to directional trend of 
floods in NL-TN sub-basin. Most of the acceptability 
hot-spots located in the extent of standard deviation 
ellipse of floods from 2007 to 2017 which lied 
entirely in the lowest part of the sub-basin. For further 
improvement, there is a need to increase the observed 
samples to represent the whole sub-basin 
significantly and explore the spatial characteristics in 
correlation to land-use data, especially the impervious 
surface data.   
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ABSTRACT 

 
Fine particles from motor vehicle exhaust emissions become a major problem for the environment and 

human health. This burden requires a new technology of filtering system with a high efficiency. However, the 
filtering system for motorcycle exhaust is still limited. Thus, we developed a new filtration system using coco 
fibers mixed to tapioca glues with the variation ratio such as 50:50 (Filter 1); 60:40 (Filter 2); 70:30 (Filter 3); 
and 80:20 (Filter 4). The efficiency is calculated by the ratio of the fine particle concentration in the exhaust 
emission before and after passing through the filter. The fine particle concentration was measured using a Digital 
Dust Monitor (Kanomax, Model 3443) when the motorcycle was operating in the idle condition. The fine 
particle concentration was measured for twenty sampling time. The filter efficiency was tested using three 
different motorcycles (M1, M2, and M3). The result showed that the filter efficiency was found between 12% 
and 33% depending on the filter thickness, density, and composition of the coco fiber and the glue. 
 
Keywords: Fine particles, Coco fiber filter, Motorcycle, Exhaust emission, Efficiency 
 
 
INTRODUCTION 

 
The population of a motor vehicle in the world 

has been increasing from year to year. Some factors 
that influence the growth rate of the motor vehicles 
are the increased population and the economic 
growth [1]. The growth rate of motor vehicles was 
also related to the urbanization [2]. From many 
kinds of motor vehicles, the motorcycle is widely 
used as the common vehicle due to its high 
efficiency, low fuel consumption, long durability, 
and easy of use. Thus, the motor vehicle population 
growth can be linked to the emission of motor 
vehicles (particulate matter and gaseous emissions) 
that influence the air quality level.  

Particulate matter (PM) is a key component of air 
pollution in which motorcycle is one of the source. 
Thus, PMs become a major problem for the 
environment. The size of PMs ranges from 
nanometers (submicron) to microns in the diameter 
size. Generally, they are classified into PM0.1 
(ultrafine particles), PM2.5 (fine particles), and PM10 
(coarse particles).  

Especially for the particulate matters with the 
diameter less than 2.5 µm, PM2.5 consists of major 
and minor elements, inorganic ions, elemental 
carbons, and some organic compounds [3]. The 
accumulation concentrations of PM2.5 in the ambient 
air, whether the indoor or outdoor environment, may 
affect ecological balance and does have an impact 
on human health. In an indoor environment, fine 
particle toxicity was influenced by its deposition 
velocity onto human body surfaces [4]. A long-term 
exposure to fine particles was associated with the 

blood pressure alteration [5]. Many epidemiologic 
studies have been conducted to investigate the 
pulmonary responses to the exposure to fine 
particles in a mice model [6]. The previous studies 
have confirmed that fine particles have an 
association with coronary artery disease [7]. They 
are able to induce oxidative stress and to cause 
inflammatory cytokines gene expression and 
secretion [8]. 

Several studies have been conducted to improve 
the filtration technology in the motor vehicle exhaust 
system. A diesel particulate filter (DPF) of the 
heavy-duty diesel trucks has been investigated 
recently [9]. The previous study confirmed the latest 
filtration technology using an electrostatic force to 
reduce the concentrations of ionic ultrafine particles 
[10]. Even, the thermal energy generated from the 
motorcycle muffler has been utilized to reduce the 
concentration of fine particles [11].  

In other sides, the data about a porosity-based 
filter developed from the coconut fiber has not been 
available. Meanwhile, the reference of the biomass 
particulate filter for the motorcycle exhaust system 
is still limited. In this study, four variations of 
biomass fine particle filters were tested in a 
laboratory test bench. The study included three 
motorcycle samples in different manufacturers and 
engine types that selected randomly.  The aim of this 
research was to provide the detail information about 
the performance of the particulate filter in reducing 
the concentrations of fine particles emitted by 
motorcycle, including the factors that related to the 
filter efficiency. 
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MATERIALS AND METHODS 
 

Motorcycle Samples 
 
The study included three different motorcycle 

samples preferred randomly in Malang, Indonesia. 
The description of the vehicle samples is presented 
in Table 1. The names of the motorcycle samples are 
replaced by the letter code of M1-M3. 

 
Table 1 Motorcycle samples classification 
 

Motor 
Samples 

Engine Capacity 
(cm3) 

Model 
Years 

M1 150 2013 
M2 150 2013 
M3 150 2013 

Note: Each motorcycle sample was purchased from 
random user in a standard engine condition (4-stroke 
engine, manual transmission) with the same gasoline 
type and octane number. 
 
Fine Particle Filters 

 
The coco fibers were purchased from the local 

market around Brawijaya University, Malang, 
Indonesia. The coco fibers were chopped up and 
naturally air-dried in order to reduce the moisture 
content. When the fibers were dry (moisture content 
< 15%), the coconut fibers were grinded to become 
the fine-grained powder. The powder was mixed 
with the tapioca glue in four different variation 
ratios in order to generate four different filters: F1, 
F2, F3, and F4. The filter cake was mixed with the 
dilution water. When it came blended, it was pressed 
on a metal screen with a constant pressure in order 
to generate a filter sheet with the specific thickness 
(Table 2). The filter sheet was naturally air-dried. 

 
Table 2 Specifications of the fine particle filters 

 
Parameter F1 F2 F3 F4 

Coco Fiber : 
Glue (Ratio) 

50:50 60:40 70:30 80:20 

Diameter [cm] 7.620 7.620 7.620 7.620 
Thickness [cm] 0.154 0.178 0.205 0.241 
Density  
[g/cm3] 

0.232 0.215 0.201 0.195 

Dilution Water 
[cm3] 

500 500 500 500 

 
Particle Measurement 

 
Particle measurement was conducted at the 

Laboratory of Air Quality and Astro Imaging 
Physics Department, Brawijaya University, Malang, 
Indonesia. The measurement was conducted in an 
indoor room (laboratory test bench), with a constant 

room temperature and fine particle concentration 
during ambient monitoring (Tambient = 27 – 28oC). 
The location of the measurement was also greater 
than 1000 m  from the nearest public roadway. The 
particle measurement set-up (filter test bench) is 
represented in Fig. 1. 

 

 
 
Fig. 1 Schematic of the bench-scale fine particle 

filters test system. 
 
 
Each filter was installed individually on the 

outlet of the motorcycle muffler using a filter 
converter kit (diameter: 76.2 mm). The motorcycle 
engine was turned on for 1 minute for a warming up 
process, with a constant condition (idling state at 
1000 RPM). A Digital Dust Monitor (Kanomax Inc., 
Model 3443) was used to measure the fine particles 
concentration. The pressure drop of the exhaust flow 
rate after treatment (vout) was monitored by an 
Anemomaster (Kanomax Inc., Model A031). The 
inlet (Tin) and outlet temperatures (Td) were 
measured with digital thermometers. The ambient 
temperature (Tambient), relative humidity, and gaseous 
emissions (CO and CO2) were reported from a Q-
Trak (TSI, Model 8554). These measurements were 
conducted before (Cin) and after (Cout) applying the 
filter to the motorcycle muffler in every 10 seconds 
as the interval time of the measurement. All 
measurements were repeated three times. 
 
Statistical Analysis 

 
The recorded fine particle concentrations were 

analyzed using Eq. (1) in order to determine the 
filter efficiency (Ef) [10].  

 
Ef = [(Cin - Cout) / (Cin)] x 100% (1) 
 

The filter efficiency was interpreted as the mean 
± SD from all motorcycle samples. The difference 
between filter was determined using a Student’s t-
test, in which the p-values of less than 0.05 were 
considered to be statistically significant [6]. The 
statistical analysis was carried out using Microsoft 
Excel 2016.  
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RESULTS 
 

Fine Particles Concentration 
 
In order to understand the filtration behavior on 

the fine particles reduction, the concentrations of 
fine particles were measured before and after 
applying the filter. Fig. 2 shows the effects of the 
installed filters with a constant condition. Compared 
to the Cin, all filters could decrease the 
concentrations of fine particle emissions (p < 0.05). 

 

 
 
Fig. 2 Fine particle concentrations of F0 (Cin) and 

Cout from Filter 1 (F1) - Filter 4 (F4) for all 
motorcycle samples: (A) M1; (B) M2; and 
(C) M3. 

 
Filter Efficiency 

 
Filtration test was conducted to determine the  

filter efficiency in reducing fine particles. Figure 3 
below represents the filter performances (mean ± SD, 
for all motorcycle samples, n = 3), as calculated 
using Eq. (1) . 

 
 

Fig. 3 Filter performance on fine particle 
concentrations, p < 0.05 (mean ± SD from 
three repeated measurements in three 
different motorcycle samples). 

 
 
Figure 3 shows the efficienccy of the four 

different filters with the different thickness level. 
Based on the filter thickness, F4 had the highest 
efficiency when applied in M1 (33%), whereas the 
lowest efficiency was obtained at F1 applied in M1 
(12%). The similar results were found in M2 and M3. 
In the sample of M2, F1, F2, F3, and F4 generated 
16%, 20%, 28%, and 32% of the filter efficiencies, 
respectively. Similarly, F1 and F2 generated 13% 
and 18% of the filter efficiencies when applied in 
M3. On the other hands, the efficiencies of the filters 
F3 and F4 in M3 were 28% and 32%, whereas the 
F4 generated the highest efficiency. The value was 
significantly higher than the efficiency of F1 (up to 
19% higher). Among three different motorcycle 
samples, F4 has the highest efficiency. This result 
was consistent with the result obtained from the 
previous study [12]. 

 
DISCUSSION 

 
Figure 3 depicts the mean efficiency, in which 

the filter efficiency is influenced by the thicknesses 
of the filters. This tendency is proven in this study, 
as the thickness variation of the filter was 
investigated to determine the efficiency. According 
to the results, the increase in the filter thickness has 
better ability in reducing fine particles showing to 
the higher efficiency. In order to get a better 
understanding, Fig. 4 below interprets the 
correlation between the filter thickness and the filter 
efficiency. 
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Fig. 4 The correlation between filter thickness and 

filter efficiency. 
 
 
Based on Fig. 4, the linear regression analysis 

shows an extreme positive correlation between the 
filter thickness and the filter efficiency, since the R2 
value is 0.98 (≈1). The correlation is interpreted as a 
linear function with the approximation equation y = 
22.27x – 20.56. This trendline indicates that there is 
a strong correlation between the filter thickness and 
the filter efficiency. 

The different efficiency level Ef of the filters 
might be related to the filter porosity. In this state, 
the porosities across the substrate of the coconut 
fibers might influence the filter efficiency. As 
confirmed in the previous study, the porosity 
distribution of the filter, including the pore size 
distribution, can represent the performance of a 
particulate filter [13]. The porosity level of a filter 
has a correlation with the filter thickness and density.  

According to the results, F4 had the highest filter 
efficiency. Interestingly, the thickness of F4 was the 
highest, 0.24 cm. In contrast, the density of the filter 
F4 was only 0.195 g/cm3. Although F4 was the 
thickest filter, F4 had the lowest density level. These 
results indicated that F4 had the most porosity level 
due to their lowest density level.  

As shown in Table 2, F4 is the thickest filter 
(0.36 – 0.87 mm thicker than other filters) with the 
lowest porosity level. Thus, as expected F4 has the 
highest efficiency level, related to the filter 
thickness. As the thickest filter, F4 might have more 
fibroin content due to its high coco fiber ratio (80%). 
The coco fiber ratio of F4 was up to 10% higher than 
F3, F2, and F1. These different coco fiber ratio 
might influence the porosity of the filters since the 
fluid flow through porous media is related to the 
media porosity [14]. Since the filter density is not 
only the influencer factor, the filter efficiency is 
much more influenced by the filter thickness. 

The density and porosity might indicate the 
existence of pressure drop that reflected filter 
performance [15]. As interpreted below (Fig. 5), we 

had measured the level of pressure drop related to 
the flow rate of the emission. The results showed 
that F1 had the most pressure drop (58%). 
Meanwhile, the lowest pressure drop level was 
referred to F4, as the most porous filter (22%). 
Based on the flow rate measurements of the outlet, 
the values of vout was 0.09 m/s, 0.10 m/s, 0.11 m/s, 
and 0.16 m/s for F1, F2, F3, and F4 respectively. In 
other sides, the vin was 0.21 m/s. There was no 
difference between Tin and Td.  

 

 
 
Fig. 5 a). Filter thickness vs pressure drop, R2 = 

0.89; b). Filter density vs pressure drop, R2 
= 0.66. 

 
 

These results reflect the correlation (linear 
regression functions) between the filter density – 
filter thickness and pressure drop, together with the 
filter performance Ef. The thickness of the fibrous 
media structures influences the permeability and the 
airflow [16]. The more porous filter had more 
tapioca glue. The more concentration of coco fiber 
increased the filter efficiency, together with the 
decreasing amount of the pressure drop. These 
results indicated that the thickest filter F4, with the 
highest coco fiber ratio, could decrease the most fine 
particles concentration though it had the lowest 
density level. 

 
CONCLUSION  
We have developed the filter using coco fibers for 
motorcycle fine particles with the efficiency in the 
range of 12 to 33% depending on the filter thickness, 
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density, and the composition ratio between coco 
fibers and tapioca glue.  
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ABSTRACT 
 
Since the beginning of the plastic age, drinking bottle waste has been increasing worldwide. Petroleum plastic 

waste is composed mainly of Polyethyleneterephthalate (PET), which is durable and can remain in the environment 
for a long period, thereby causing significant harm to humans, flora, and fauna. Waste recycling is one of the 
promising mitigation strategies being used to reduce the amount of final disposal. This research, a preliminary 
investigation of activated carbon production conditions from PET bottle waste, was carried out using fractional 
factorial design (FFD) with 95% confidence level. Starter material PET waste was obtained from a local recycling 
factory. Crusted and sieved PET was carbonized at 700 oC for 1 h., then impregnated with potassium hydroxide 
(KOH) and heated in a microwave. The production factors included char:KOH ratio (1 to 3 by weight), microwave 
power (540 to 900 watt), and microwave heating time (10 to 30 min). PET-based activated carbon (PET-AC) 
showed high iodine adsorption capacity ranging from 759.38–1,125.34 mg/g. It was found that all production 
factors were significant contributors to the characteristics of PET-AC. The highest iodine adsorption capacity was 
found at the condition of 3 by weight, 900 watt, and 30 min for ratio, microwave power, and heating time, 
respectively. This research confirmed that PET bottle waste could be converted to a highly valuable nanoporous 
adsorbent. However, the optimum production conditions for PET-AC will be carried out using a more detailed 
describable design of experiment (DOE). 
 
Keywords: Activated carbon, Polyethyleneterephthalate, Design of experiment, Microwave 
 
 
INTRODUCTION 

 
Activated carbon (AC) is a black material with 

high surface area and high porosity. It have been 
widely used in various applications such as 
separation/purification of gas and liquids, removal of 
color and toxic substances in water [1-4]. The 
activated carbon could be made from various raw 
materials that contain low ash content, high fixed 
carbon, and low cost [5], such as coal [6], coconut and 
palm shell [7], wood [8], agricultural residual [9], 
pipe (PVC) [10], and PET bottle waste [11, 12]. PET 
is one of the most abundant municipal, industrial, and 
ocean wastes. It takes approximately 180 years to 
degrade. To lessen the problem of PET waste, it could 
be used as the starter material for activated carbon 
production due to its low organic content and a high 
percent of carbon yield post the carbonization process 
[13]. 

Activated carbon preparation can be made by two 
different methods: physical activation using CO2 and 
steam for increased surface area and porosity, and 
chemical activation by chemical agents such as KOH 
[14], ZnCl2 [15], HNO3, and NaOH [16, 17]. 
Typically, the surface area in chemical activation is 
higher than in physical activation. Physical activation 

using CO2 and steam provided a surface area of 1,000 
m2/g [11, 18, 19] while chemical activation gave 
1,000–3,200 m2/g [6, 14, 16]. Convection furnace has 
been used as activation reactor at high temperature in 
the activation process with a long time period and 
high energy consumption, with the resulting non-
uniform porosity and surface of activated carbon [4, 
20]. Recently, microwave irradiation has been 
performed because it has a shorter activation time and 
reduces the non-uniform problem. The microwave 
heating is different from convection or conduction 
heating; it heating within the molecular level by 
dipole rotation and ionic conduction [21, 22]. 
Microwave heating consumes less energy than 
electrical furnace heating [23]. 

This research aimed to investigate the optimum 
production condition of PET-based activated carbon 
using chemical activation and microwave heating. 

 
METHODOLOGY 
 
PET-char Preparation 

 
The PET bottle waste was washed and crushed to 

1–3 mm. and dried at 80oC for 24 h. PET was 
converted to char to remove volatile matter and 
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increase carbon content before activation. Twenty 
grams of sieved PET was carbonized at 700oC with a 
10oC/min heating rate under nitrogen atmospheres for 
1 h., and then it was cooled at room temperature. The 
remaining black solid material was called char. 
 
PET-AC Preparation 

 
The mixture of char and KOH at designed ratios 

(1:1 and 1:3 by wt.) were placed in a quartz tube 
container with 32 mm diameter and heated in a 
microwave oven (Samsung model ME711K) under a 
nitrogen flow rate of 200 ml/min at given power (540 
and 900 watt) and time (10 and 30 min). Then, the 
activated char was rinsed with 10% hydrochloric acid 
and washed with hot distilled water until the pH 
reached neutral. The solid adsorbent was dried at 
105oC overnight. The resulting activated char was 
then called PET-based activated carbon (PET-AC). 

 
PET-AC Characterization 

 
Iodine number was determined using Standard 

Detection Method (ASTM Designation: D4607-86). 
The surface area, pore volume and pore size 
distribution of PET-AC were analyzed by using N2 
adsorption/desorption isotherms at 77 K (Micro 
Active for ASAP 2460, Norcross, USA). The surface 
area was calculated with the Brunauer Emmett Teller 
(BET) theory. Pore volume and pore size distribution 
were calculated by non-negative regularization. The 
surface morphology of PET-AC was taken by 
scanning electron microscopy (SU8030, Hitachi, 
Tokyo, Japan). The carbon, hydrogen, nitrogen, and 
sulfur contents were determined by elemental 
analyzer (LECO CHN628 Series Sulfur, USA) and 
approximate analysis was used to determine the 
moisture. Volatile organic carbon, fixed carbon, and 
ash was carried out according to the ASTM D 7582-
10.  

 
Experimental Design  

 
This is the design of the experiment using 

fractional factorial design (FFD) to determine the 
optimum conditions for the preparation of PET-AC. 
The investigation factors char:KOH ratio (by wt.), 
microwave power (watt), and microwave heating 
time (min) were selected in the model. The FFD was 
done for three factors, two levels, and three replicates, 
with a total of 12 experiments. 
 

RESULTS AND DISCUSSION 
 
PET Activated Carbon Characteristics 

 
The N2 adsorption isotherms of the produced 

PET-AC indicated type IV with hysteresis loop (Fig. 
1) based on the classification isotherm of IUPAC 
classification [24, 25]. It was indicated that PET-AC 
was composed mainly of mesoporous materials [11, 
24, 25]. 

The pore size distribution of PET-AC was shown 
in Fig. 2. The number of pores in microporous and 
mesoporous rang with an average pore size of 2.03 
nm. The BET surface area for the PET-AC was 1,345 
m2/g with a total pore volume of 0.68 cm3/g. The 
obtained PET-AC had a relatively high surface area 
compared to previous reports, as shown in Table 1. 

 

 
 

Fig. 1 N2 adsorption/desorption isotherm of PET-AC 
obtained from the optimum production condition 
 

 
 

Fig. 2 Pore size distributions of PET-AC 
 

Table 1 Comparison of the pore structure of activated carbon from different method 
 

Raw material Activating agent Heating method SBET (m2/g) VT (cm3/g) Ref. 
PET KOH Microwave 1,345 0.68 This work 
PET CO2 furnace 1,117 0.44 [18] 
PET CO2 furnace 790 0.43 [11] 
PET CO2 furnace 1,110 0.39 [26] 
PET Steam furnace 1,170 0.63 [19] 
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Scanning Electron Microscopy (SEM) 
 

The SEM morphologies of the PET-char and PET-
AC are showed in Fig. 4. From the SEM images, it 
was observed that PET-AC exhibits a higher pores 
distribution than PET-char after being carbonized by 
chemical activation and microwave heating process. 

 

 
 

 
 

Fig. 4 SEM images of PET-char and PET-AC 
 

Elemental Analysis  
 
The elemental analyses of PET-char and PET-AC 

are showed in Table 2. It was found that the PET-AC 
shows a higher carbon content than the PET-char due  
to the elimination of some oxygen from the carbon 
surface [27]. If we compare the surface areas and total 

pore volumes of the high and low carbon content 
activated carbon, it can be seen that the activated 
carbon with high carbon content has surface area and 
pore volume higher than activated carbon with low 
carbon content. 

 
Optimum PET-AC Production Conditions 

 
The predicted optimal values for the independent 

factor were as follows: 3 by weight, 900 watt, and 30 
min for ratio, microwave power, and heating time, 
respectively. This work, the preparation conditions of 
PET-AC using FFD are generated by Design Expert 
software. The various conditions and levels are given 
in Table 3. The analysis of variance (ANOVA) of 
iodine adsorption capacity are shown in Table 4. It 
was indicated that all observed factors, A (char:KOH 
ratio), B (microwave power), and C (microwave 
heating time) are significant (p-value less than 0.05). 
A regression equation is developed by FFD for iodine 
adsorption are shown in Eq. (1). 

 

C
BAadsorptionIodine

67.71
41.10566.5206.888

+
+++=       (1) 

 
Table 3 Factors and levels 
 

Factors Code Level 

-1 +1 

Char:KOH ratio A 1 3 

Microwave power (watt) B 540 900 

Microwave heating time 
(min) 

C 10 30 

 
The suitability of the model equation was 

evaluated by 0.9918 and 0.9866 of adjusted R2 and 
predicted R2, respectively. The fact that the adjusted 
R2 and the predicted R2 are high indicates that there is 
a good equation in this model between the experiment 
data and the model prediction [5, 9, 22, 28] 
 

Table 2 Elemental analyses of PET-char and PET-AC 
 

Sample 
Ultimate analysis (%)1 SBET  

(m3/g) 
VT  

(cm3/g) 
Ref. 

C H O N S  

PET-Char 55.76 1.43 42.55 0.26 - - - This work 

PET-AC 80.08 1.45 17.94 0.52 - 1,345 0.680 This work 

PET-50S2 96.49 0.42 2.97 0.08 - 1,524 0.607 [18] 

PET-50C3 97.31 0.42 2.21 0.02 - 1,850 0.743 [18] 
1dry basis 
2PET-based activated carbon steam activation 
3PET-based activated carbon CO2 activation 
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Table 4 Analysis of variance (ANOVA) for fractional factorial design  
 

Source Sum of 
squares 

Df Mean square F-value P-value 

Model 2.282E+05 3 76082.71 445.33 < 0.0001 
A 33271.64 1 33271.64 194.74 < 0.0001 
B 1.333E+05 1 1.333E+05 780.42 < 0.0001 
C 61643.37 1 61643.37 360.81 < 0.0001 

Pure error 1366.78 8 170.85   
Cor total 2.296E+05 11    

The predicted versus actual plots for iodine 
adsorption capacity are shown in Fig. 5. The actual 
iodine adsorption capacity was the real experimental 
data while the predicted iodine adsorption capacity 
represented adsorption capacity by using 
optimization (Eq. (1)). It was shown that the predicted 
values agreed well with the actual indicating high 
model ability [22, 29].  

 
 

Fig. 5 Plot of actual response versus predicted 
response for iodine adsorption capacity 

 
The response surface of combined effect of 

overall factors in this work (char:KOH ratio, 
microwave power and microwave heating time) are 
shown in Fig. 6. The iodine adsorption capacity of 
PET-AC increases with the increase in all factors due 
to the improvement in the porosity of the activated 
carbon. 

 
CONCLUSION 

 
The PET-based activated carbon was successfully 

produced by KOH activation heating by microwave 
radiation. The optimum condition for the preparation 
of PET-based activated carbon were 3 by weight, 900 

watt, and 30 min for ratio, microwave power, and 
heating time, respectively. The highest iodine 
adsorption capacity was 1,117.8 mg/g. The BET 
surface area for PET-AC was 1,345 m2/g. 

 
 

(A) Microwave power versus char:KOH ratio 
 

 
 

(B) Microwave heating time versus char:KOH 
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(C) Microwave heating time versus microwave 
power 

 
Fig. 6 3D response surface graph for Iodine 
adsorption capacity.  
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ABSTRACT 

Gonbei Highway, a winding road in a mountainous region in central Japan, was damaged by typhoons in the 

autumn of 2004, and a 9-km stretch of the highway has remained closed (without being restored). We established 

11 survey sites to examine slope vegetation along Gonbei Highway in the summer of 2004 (just before the area 

was damaged by typhoons), and we conducted surveys again in 2016 (12 years after the damage), including at 5 

survey sites along the closed section of the road. At each survey site, a quadrat (2 m × 5 m) was established on 

the mountain side and the valley side of the road. The deterioration of the road surface was also observed. Here, 

we examine the effects of suspending traffic on roadside vegetation and road surface deterioration. Our results 

showed that succession to arboreal vegetation was not observed at the roadside sites along the closed section of 

the road: vegetation coverage increased significantly along the closed section with increasing coverage of shrubs 

(mainly bamboo grass). In contrast, tree seedlings increased in the passable sections. Thus, the suspension of 

traffic and the subsequent long-term absence of roadside vegetation management allowed bamboo grass to 

increase, and the community of bamboo grass prevented invasion and growth of tree seedlings. Obvious 

deterioration of the road surface was not observed, excepting sparse cracks and weed invasion. Consequently, 

the dominance of bamboo grass may be one of the criteria by which to judge the necessity of vegetation 

management along roads closed to traffic. 

Keywords: Roadside Slope, Road surface, Vegetational succession, Suspension of traffic, Gonbei Hyghway 

INTRODUCTION 

Recently, fewer winding roads with tunnels or 

elevated bridges have been newly built as highway 

construction has focused on roads with higher traffic 

volume and improved safety. While the necessity of 

maintaining old highways is reduced in this strategy, 

abandoning these highways may lead to disasters 

such as landslides: since roads placed on hillsides 

can disrupt the natural flows of surface water and 

ground water unless they are properly engineered [1], 

lack of maintenance will spoil the road and roadside 

slopes by uncontrolled water and sediment flows. 

Plant growth prevents erosion on roadside slopes 

[2]: leaves mitigate the direct impact of raindrops on 

the soil surface, roots retain soil, and transpiration 

reduces excessive soil water in the ground. To 

maintain these functions, it is necessary to monitor 

and manage the roadside slope vegetation. 

Inadequate management leads to undesirable 

vegetation on roadside slopes, narrowed fields of 

view, and even damage to the road by fallen trees or 

landslides [3]. There are few reports on the 

vegetation succession along old or closed roads to 

date. Since the lifespan of asphalted road is usually 

planned to be around 10 years in Japan [4], 

vegetation succession on roadside slopes should also 

be surveyed 10 to 12 years after traffic is suspended. 

Gonbei Highway, an asphalt mountain road in 

Nagano Prefecture in central Japan, has fulfilled an 

important role in joining the two regions (Kami-ina 

and Kiso regions) on either side of the Kiso 

Mountains. This highway is a winding mountain 

road that crosses the Gonbei Pass at an elevation of 

1550 m and was designated as a national highway 

(Route 361). In the autumn of 2004, rainfall and 

winds from several typhoons passing over the area 

(Fig. 1) damaged the highway, and a 9 km section 

located on Mt. Kyogatake was closed [6]. In 2006, a 

new and less winding highway (bypass of Route 

361) traversing the newly constructed ‘Gonbei 

tunnel’ was opened to traffic [6]. This road 

construction was undertaken in order to improve 

access to medical services for residents in the Kiso 

region, where there are no general hospitals. 

Subsequently, Old Route 361 was closed without 

being restored following the disaster in 2004 and the 

designation as a national highway was removed (Fig. 

2). Despite the change in designation, this road 

remains important: the area along this road is a 

Japanese larch (Larix kaempferi) forest, and some 

radio facilities are located there. Further, if traffic on 

the new Route 361 is suspended, the Old Gonbei 

Highway will be the only road joining these two 
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regions. Due to infrequent access, it is difficult to 

monitor and maintain this road and the surrounding 

roadside slopes. 

Fig. 1 Paths of typhoons that produced heavy 

rains and strong winds in the research area 

in 2004. Figure is based on original data 

and graphs reported in [5]. 

In the present study, we surveyed roadside slope 

vegetation in the summer of 2004 (just before the 

area was damaged by typhoons) and again in 2016 

(12 years after the damage) to examine the effect of 

suspending traffic on roadside vegetation. The 

original survey was designed to evaluate wild 

herbaceous plants for utilization in vegetation 

technology [7], but the sites were damaged by the 

passing typhoons soon after the vegetation survey in 

2004, and the subsequent follow-up study described 

here was planned. Based on analyses of the changes 

in vegetation based on coverage percentage and 

species composition, we discussed how and when to 

manage roadside slope vegetation along closed roads. 

METHODS 

Vegetation Survey 

The research area is the roadside area along Old 

Gonbei Highway in Nagano Prefecture, central 

Japan. This winding highway joined Ina City (Kami-

ina region) and Shiojiri City (Kiso region), but a 9 

km length of this highway has been closed since the 

autumn of 2004. 

In July 2004, eleven sites (labeled A to K) were 

established at approximately regular intervals along 

the road for a vegetation survey. Each site is 

comprised of two plots of roadside slopes (2 m × 5 

m per plot, mountain side and valley side). The 

section of road closed in autumn 2004 included 5 

sites (labeled E to I) out of the 11 sites. The 

elevation and slope direction at each site are 

described in Table 1. 

Fig. 2   Old Route 361 (Gonbei Highway) and newly constructed Route 361 

 Arrows indicate the placement of gates for closing the road to traffic. 
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Table 1 Vegetation survey sites 

No. Elevation 

 (m) 

Slope 

direction 
Condition Location 

A 955 SW Passable Ina City 

B 1150 SW ↑ 

C 1110 SW 

D 1180 E 

E 1260 SE Closed 

F 1330 S 

G 1419 S 

H 1530 E 

I 1550 S ↓ 

J 1390 SW Passable Shiojiri 

K 1235 S City 

In 2004 (just before the area was damaged by 

typhoons) and in 2016 (after the damage), coverage 

of each plant species in each plot was measured in 

each of the tree, shrub and herb layers. Plant 

coverage was ranked using the classes of the Braun-

Blanquet scale as follows: 

+, sparse vegetation with coverage by area of less 

than 1% over the total plot area; 

1, vegetation coverage between 1% and 10% of total 

plot area; 

2, vegetation coverage between 10% and 25% of 

total plot area; 

3, vegetation coverage between 25% and 50% of 

total plot area; 

4, vegetation coverage between 50% and 75% of 

total plot area; 

5, vegetation coverage of more than 75% of total 

plot area. 

Observation of Road Surface 

To conduct the 2016 vegetation survey, we 

accessed sites in the closed section of the road by 

walking in from the gate closing the road. 

Consequently, we explored the entire closed section 

of Gonbei Highway while conducting the vegetation 

survey. 

Since there was no current information regarding 

the condition of the road in the closed section, we 

observed the road surface for parameters including 

the presence or absence of cracks, dips, 

accumulation of fallen branches or leaves, and 

invasion of weeds to gather preliminary information 

in the investigation of the deterioration of the road 

surface in the survey area. 

Data Analysis 

To compare the total vegetation coverage 

percentage, each coverage class was reported as a 

single medium percentage (e.g., class 5, which had 

coverage percentages ranging between 75% and 

100%, was reported as being 87.5%). The change in 

coverage percentage (∆ = coverage percentage in 

2016 - coverage percentage in 2014) was calculated 

for each slope and was considered for combinations 

of two factors (section: passable or closed, slope: 

mountain side or valley side). Significant differences 

among coverage percentages were detected by 

analyses of variance and Tukey’s HSD test. 

Because of the large dominance in the herb layer 

in 2016, we additionally noted of the dormancy form 

[8] for each plant species. Each plant species was 

categorized into a corresponding dormancy form, 

and the total coverage percentage by form was 

calculated. The composition differences of 

dormancy forms were analyzed by the analysis of 

variance (F-test). Dormancy forms were categorized 

in the present study as follows: 

A, annual or biennial herb; 

P, perennial herb with dormant bud close to the 

ground; 

N, shrub with dormant bud 0.3 to 2 m above the 

ground (includes bamboo grass); 

M, tree with dormant bud 2 to 8 m above the 

ground; and 

MM, large tree with dormant bud over 8 m above 

the ground. 

In this analysis, if a small seedling of an MM species 

was detected in the herb layer, the coverage data of 

the species was categorized as ‘MM’. Therefore, the 

composition of the dormancy form can be used to 

evaluate the potential progression of vegetation 

succession. 

RESULTS 

Roadside Slope Vegetation 

Table 2 shows the changes in vegetation 

coverage percentage (∆) in each layer after 12 years. 

In the tree layer, the effect of section (passable road 

or closed road), slope direction, and their interaction 

were not significant, and the change trend was not 

apparent (ranged from -15% to +20%). In the shrub 

layer, the effect of section was significant (F-test, p 

<0.05). The coverage percentage increased by 

around +50% in the passable section, and it 

increased by less than +20% in the closed section. In 

the herb layer, the effect of section was also 

significant (F-test, p <0.02); coverage percentage 

decreased in the passable section, with a notable 

decrease of around -40% on the valley side, whereas 

it increased by around +30% in the closed section. 

Fig. 3 shows the change of the composition of 

dormancy forms of plants in the herb layer. The 

effects of year (2004 or 2016), section (passable or 

closed) and slope (mountain side or valley side) 

were significant (F-test, p <0.0001, 0.02, 0.005, 

respectively). The effect of interaction of year × 

section was also significant (F-test, p <0.005), 
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indicating that the change in composition of 

dormancy forms after 12 years differed between the 

passable and closed sections. 

Fig. 3 Changes of composition of dormancy forms 

of plants as the total coverage percentage in 

the herb layer 

In 2004, each slope was primarily dominated by 

P (perennial herbs) and around 5% to 15% of A 

(annual or biennial herbs). At 12 years later, A 

(annual or biennial herbs) decreased on each slope, 

and M or MM (tree seedlings) markedly increased in 

the passable section. In contrast, the dominance of N 

(shrub) became obvious in the closed section. The 

following representative plant species were 

categorized into each dormancy form in the survey 

plots: 

A, Amphicarpaea bracteata ssp. edgeworthii 

(Fabaceae), Oplismenus undulatifolius (Poaceae);  

P, Artemisia indica var. maximowiczii (Asteraceae), 

Miscanthus sinensis (Poaceae); 

N, Sasa spp. (Poaceae), Rubus spp. (Rosaceae); 

M, Lindera praecox (Lauraceae), Deutzia crenata 

(Hydrangeaceae); and 

MM, Quercus spp. (Fagaceae), Alnus hirsuta 

(Betulaceae). 

Of the N (shrub) in the herb layer, bamboo grass 

(Sasa spp.: S. borealis, S. sikokiana and S. 

senanensis) comprised the majority of the species. 

Although the coverage percentage was sparse in 

2004, it increased to rank 4 (50% to 75%) or 5 (75% 

to 100%) in 2016 in some plots in the closed section 

of the highway. 

To examine the relationship between the shrub 

layer and herb layer, the correlation of coverage 

percentages between these layers was determined. 

As a result, the correlation coefficient was not 

significant in the passable section (r = 0.223; F-test, 

ns), but it was significant (r = -0.542; F-test, p 

<0.02) in the closed section. 

Road Surface 

In the section of closed road, obvious dips or 

differences in level were not observed. However, 

mash-like or linear cracks were sparsely observed 

(Fig. 4). The former is caused by deterioration of 

asphalt and the latter seems to occur where paving 

different construction was conducted. 

Accumulation of fallen branches and leaves was 

especially observed on the shoulder of the road, and 

fine fallen leaves (e.g., needle-like leaves of 

Japanese larch) accumulated on linear cracks (Fig. 

4). 

Weeds growing in the road surface were 

scattered and were concentrated where fine leaves 

accumulated in cracks in the road. The number of 

weed species was as small as 0 to 5 per site, and no 

tree seedlings were observed. Representative species 

were Plantago asiatica (Plantaginaceae), Erigeron 

Table 2   Change in vegetation coverage percentage in each layer 

Section Slope year Layer 

Tree Shrub Herb 

Passable Mountain 2004 31.8 8.8 52.3 

(n=6) side 2016 10.4 54.9 48.2 

∆ -21.3  a 46.2  ab -4.2  ab 

Valley 2004 38.1 19.1 54.3 

side 2016 23.4 70.3 16.6 

∆ -14.7  a 51.2 a -37.8 b 

Closed Mountain 2004 12.5 23.6 52.9 

(n=5) Side 2016  7.5 32.5 81.9 

∆ -5.0  a 8.9 c 29.0 a 

Valley 2004 23.6 16.7 29.3 

side 2016 37.5 35.8 55.4 

∆ 13.9  a 19.1  bc 26.1 a 

Each value denotes the average percentage obtained from plots. 

Different letters in columns denote significantly different means as 

determined by Tukey’s HSD test (p <0.05). 
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annuus (Asteraceae) and Juncus tenuis (Juncaceae). 

Most of the species growing in the road surface were 

not present in the adjacent roadside slope vegetation: 

in the road surface, on average only 0.6 (0 to 2) 

species per site were observed out of 13.4 (6 to 20) 

species growing on the adjacent roadside slope 

vegetation. 

Fig. 4 Deterioration of road surface in the closed 

section of Gonbei Highway 

Cracks, accumulated fallen leaves, and 

scattered invading weeds can be observed. 

Length of the red and white striped pole = 2 

m. 

DISCUSSION 

In the closed section of Gonbei Highway, we 

found that tree and shrub layer coverage percentages 

did not increase markedly (Table 2), despite the 

long-term suspension of traffic creating a 

disturbance-free environment. In other words, the 

composition of tree seedlings (M and MM) 

occupying the herb layer was larger in the passable 

section than in closed section (Fig. 3), suggesting the 

advanced progression of vegetation succession 

occurred in the passable section. These unexpected 

results are due to the presence or absence of N 

(especially bamboo grass) in the herb layer, since 

there is a negative correlation between the coverage 

percentages of shrub layer and herb layer in the 

closed section. 

Colonization of bamboo grass has been reported 

to suppress the establishment of tree seedlings (e.g., 

[9] [10]). In the present study, it is considered that 

the disturbance due to vegetation management in the 

passable section prevented colonization of bamboo 

grass, allowing tree seedlings to grow. However, in 

the disturbance-free environment of the closed 

section, the colonization of bamboo grass was 

accelerated, suppressing the recruitment and growth 

of tree seedlings. It is generally considered that the 

growth of bamboo grass should be controlled in 

forestry practice, but it can also be useful for 

preventing the growth of trees in the management of 

roadside slope vegetation. The colonization of a 

sedge (Carex oxyandra: Cyperaceae) has also been 

reported to suppress tree seedlings [9] [10] and 

might be preferable over bamboo grass in the 

management of roadside slope vegetation. 

The road surface of Gonbei Highway in the 

closed section was not deteriorated or heavily 

invaded by weeds, probably due to the asphalt 

coverage and its location in a cool climate at high 

elevation. In contrast, there is a report of an unpaved 

working path for forestry becoming almost covered 

with plants, including tree seedlings, after only 3 

years [11]. In that case, the road surface is not 

usually paved, and the rapid development of 

vegetation is desirable to reduce the risk of erosion 

[12]. Compared to unpaved working paths, the road 

surface of Gonbei Highway seems to be well 

maintained, even in the closed section after 12 years. 

The weeds on the road surface included a small 

number of species that had little relation to the 

species found in the slope vegetation, suggesting 

that unique vegetation, though in an early stage, was 

extending along the closed highway. This vegetation 

succession, even in a mountain area, shows 

similarities to vegetation growing in cracks in roads 

in urban areas [13]. The seeds of weeds might have 

been gradually introduced in the area by water, wind 

or wild animals and birds from outside the area since 

there has been little automobile or human traffic 

after the suspension. 

CONCLUSION 

In the present study, we surveyed Gonbei 

Highway, a winding road in a mountainous region in 

central Japan. It was damaged by typhoons in the 

autumn of 2004, and a 9 km stretch of the highway 

has remained closed. We established 11 survey sites 

to examine slope vegetation along Gonbei Highway 

in the summer of 2004 (just before the area was 

damaged by typhoons), and we conducted surveys 

again in 2016 (12 years after the damage), including 

at 5 survey sites along the closed section of the road. 

Our results were as follows: 

(1) On the roadside slopes, succession to arboreal 

vegetation was not observed at the sites along the 

closed section of the road. In herb layer, vegetation 

coverage increased significantly along the closed 

section with increasing coverage of shrub species 

(mainly bamboo grass). In contrast, tree seedlings 

increased in the passable sections. 

(2) On the road surface in the section of closed road, 

obvious deterioration was not observed, excepting 

mash-like or linear cracks. The road surface 

vegetation was seemed to be just in the early stage 

of succession: weeds growing in the road surface 

were scattered and were concentrated where fine 

leaves accumulated in cracks in the road. No tree 
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seedlings were observed, and most of the species 

growing in the road surface were not present in the 

adjacent roadside slope vegetation. 

The suspension of traffic and the subsequent 

long-term absence of roadside vegetation 

management allowed bamboo grass to increase, and 

the community of bamboo grass prevented invasion 

and growth of tree seedlings. Bamboo grass might 

also be useful to prevent the invasion of weeds, 

especially non-native species, through the road into 

roadside slope vegetation. Consequently, the 

dominance of bamboo grass in roadside slope 

vegetation may be one of the criteria by which to 

judge the necessity of vegetation management along 

roads closed to traffic. 
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ABSTRACT 

 
Amount of precipitation and soluble substances may depend on altitude because raindrop evaporates and 

condensates during the falling process from cloud to ground and then to clarify altitude effect is important. To 
compare mountain areas with plain areas does not only contain altitude effect but also the distance effect from the 
sea or the other mountain. Therefore, in this study, comparing precipitation sampled at the top of the high building 
with precipitation sampled at the foot of the high building, influence of difference of altitude on isotope or soluble 
substances was clarified. The high altitude sampling point at the Abenoharukasu building in Osaka City is 295m 
tall. Another high sampling point at Systems Engineering Building in Wakayama University is 112m tall. 
Precipitation on the ground at both buildings was sampled. As a result of comparing these precipitations, isotope 
values of precipitation sampled at high altitude were lower than those sampled at low altitude for the same case 
and both values were the same for the other cases. The difference was thought to be caused by evaporation because 
stable isotope values change with evaporation and then the humidity of air before precipitation is thought to be 
important. Low altitude precipitation contained high Ca2+ and HCO3

- and high altitude precipitation contained high 
Cl-.   
 
Keywords: altitude effect, precipitation, soluble substances, stable isotope，humidity 
 
 
INTRODUCTION 

 
 It is important to clarify evaporation and reaction 

of raindrop until raindrop reaches the ground for 
estimating chemical composition and isotope values 
of precipitation. Stable isotopic ratios of precipitation 
are influenced by regional characteristics due to 
meteorological and spatial conditions such as the 
amount of precipitation, temperature and altitude. For 
example, Waseda, Nakai, 1983[1]; Asai, Tsujimura, 
Wilson Yetoh FANTONG, 2014[2] have been 
reported that isotope ratios at low altitudes are higher 
than high altitudes in the mountain. This feature is 
called the altitude effect, and there are two main 
factors that cause the altitude effect. The first factor is 
the difference in the amount of evaporation during 
precipitation falling. Precipitation arrived at low 
altitude point travelled longer distance relative to 
precipitation at high altitude point. Amount of 
evaporation relates to travelling distance. Then, the 
amount of evaporation of precipitation arrived at low 
altitude was high. In particular, under the low humid 
condition, the evaporation rate is high and then the 
isotope difference is large [3]. The second factor is 
that isotopic ratios of early precipitation often 
includes heavier than that of late precipitation due to 
the condensation process of Rayleigh during a 

precipitation event[4]. However, it has not been 
clarified how much these factors contribute to altitude 
effect. 

Regarding the chemical composition, it was 
reported that acid rain affected the decline of forest 
and acidification of lakes in Europe and North 
America from the 1960s to the1970s, and the cause of 
acid rain has been investigated worldwide [5][6]. 
However, change of soluble substances of 
precipitation with altitude has not been clarified. 
 In this study, we assumed that the altitude effect 
was a phenomenon peculiar to the mountains. And 
precipitation was collected at high buildings where 
updraft was unlikely to occur and the straight distance 
between water sampling points was short. The 
purpose of this study is to clarify the relation of 
oxygen stable isotopic ratios or soluble substances 
with altitude for precipitation using the high building. 
 
METHOD 
 
Sampling and Analysis 
 
    Fig.1 shows survey points. Precipitation sampling 
in this study was performed in Tennoji-ku, Osaka City 
and Sakaedani, Wakayama City. Fig.2 shows the 
sampling points of Tennoji-ku, Osaka City. One 
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precipitation sampling point is near the roof of 
Abenoharukasu (= OH«Osaka high») whose altitude 
is about 306m, and another point is Tenshiba (= 
OL«Osaka Low») whose altitude is about 11 m. The 
difference in altitude and the straight distance 
between both points is about 295 m and about 410 m. 
Fig.3 shows the sampling points of Sakaedani, 
Wakayama City. One precipitation sampling point is 
rooftop of building B, Wakayama University whose 
altitude is about 112 m and another point is Green 
Planet House Parking whose altitude is about 70 m. 
The difference in altitude and the straight distance 
between both points at Wakayama is about 42 m and 
about 650 m. 

Sampling was performed from September to 
December 2017 in Osaka City and from June to 
December 2017 in Wakayama City. The stable 
isotopic ratios were expressed as δ values ‰, and an 
isotope mass analyzer (Geo Wet System, Sercon Co.) 
was used for analysis. δ values ‰ represented by 
following equation. 
 
δ = (Rsample/(Rv − smow) − 1) × 1000 ‰    (1) 
 
R; 18O/16O, V-SMOW: Vienna-Standard Mean Ocean 
Water. 
 
Measurement error of δ18O was within ±0.1‰. 
 
 
 

 
 

Fig.1 Survey points in this study 
  
 
 
 
 
 
 
 
 
 
 

 

 
 
Fig.2 Sampling points of Tennoji-ku, Osaka city. 
 
 

 
 

Fig.3 Sampling points of Sakaedani, Wakayama city 
 
 
RESULT AND DISCUSSION 
 
δ18O value in each event 

 
Fig.4 shows time series of δ18O values of 

precipitation sampled at both high and low altitudes 
in Osaka and Wakayama Cities. From this result, in 
Osaka city, δ18O values of OL sampling point were -
3 to -14 ‰ and δ18O values of OH sampling point 
were -3 to -13 ‰. In Wakayama City, δ18O values of 
WL sampling point were -2 to -12 ‰ and δ18O values 
of WH sampling point were -2 to -12 ‰. δ18O values 
of each precipitation at all points changed with each 
rainfall event In Osaka City, the δ18O values at OL 
and OH were almost the same until October 18th and 
after October 24th the difference of δ18O value at 
between OH and OL sampling points were -1.04 to -
1.47 ‰.  

On the other hand, in Wakayama City, the altitude 
difference of δ18O values at both points was hardly 
found, and then the values of WL and WH were 
almost the same. When precipitation evaporation 
occurs, light isotope selectively evaporates rather 
than heavy isotope by Rayleigh process, as a result, 

100㎞

Osaka

Wakayama
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δ18O value of precipitation at the low altitude 
becomes high.  

The altitude effect of the oxygen isotopic ratios of 
precipitation is from -0.2 to -0.3 ‰ / 100 m in various 
places in Japan according to [7]. The oxygen isotopic 
ratios per altitude in Osaka City were -0.35 to -0.49 ‰ 
/ 100 m which were in agreement with previous 
results. In Wakayama City, the δ18O values of WL and 
WH were about the same, then precipitation does not 
evaporate during fall and isotope values keep uniform 
values. 

 

 
 
Fig.4. Time series of δ18O values of precipitation 

sampled at both high and low altitudes in 
Osaka and Wakayama Cities 

 
Characteristics of the large difference of δ18O 
values between the foot of the building and top of 
the building 
 

Fig.5 shows the relationship of the difference (OL 
– OH) of the δ18O values between high and low 
sampling points and the humidity in Osaka City. The 
humidity values for each precipitation event in Fig.5 
show the beginning of precipitation. When humidity 
was low, about 70 %, the difference of isotope values 
for precipitation between low and high sampling 
points was plus and altitude effect was recognized. 
Therefore, under low humidity condition, isotope 
values easily increase during precipitation falling 
because water is eager to evaporate.  

Fig.6 shows the relationship of the difference (WL 
– WH) of the δ18O values between high and low 
sampling points and the humidity in Wakayama City. 
In Wakayama City the difference for δ18O of 
precipitation increased with the decrease of humidity. 

 

 
 

Fig.5 The relationship of the difference (OL – OH) of 
the δ18O values at between high and low 
sampling points and the humidity in Osaka City 

 

 
 

Fig.6 The relationship of the difference (WL – WH) 
of the δ18O values at between high and low 
sampling points and the humidity in 
Wakayama City 

 
As unsaturated air rises adiabatically, atmospheric 

pressure does not only decrease but also temperature, 
water vapor pressure, and dew point. Finally 
unsaturated air reaches the dew point altitude where 
the air is saturated with water. 

 
𝐇𝐇 = 𝟏𝟏𝟏𝟏𝟏𝟏 × (𝐓𝐓₀ − 𝛕𝛕₀)           (2) 

 
H ; Altitude at dew point, T₀ ; Surface temperature, 
𝛕𝛕₀  ; Dew point. Surface temperature and vapor 
pressure are used from Japan Meteorological Agency 
at Osaka and Wakayama.  
 

From a dew point altitude it is possible to estimate 
an altitude for bottom of cloud bottom altitude and 
then a dew point altitude, and indicate the distance 
between the cloud and the ground. Therefore, it is 
important to estimate changes of the dew point 
altitude for calculating falling distance. And then, we 
focused on relationship between δ18O values 
difference and dew point altitude. Fig.7 shows the 
relationship of the difference (OL - OH) of the δ18O 
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values at between high and low sampling points and 
the dew point altitude in Osaka City. The dew point 
altitude increased with the difference of isotope 
values for precipitation at between low and high 
sampling points. 

Fig.8 shows the relationship of the difference (WL 
– WH) of the δ18O values at between high and low 
sampling points and the dew point altitude in 
Wakayama City. In Wakayama City the difference 
for δ18O of precipitation increased with the increase 
of dew point altitude. 
 

 
 
Fig.7 The relationship of the difference (OL – OH) of 

the δ18O values at between high and low 
sampling points and the dew point altitude in 
Osaka City. 

 

 
 
Fig.8 The relationship of the difference (WL – WH) 

of the δ18O values at between high and low 
sampling points and the dew point altitude in 
Wakayama City. 

 
 
 
 
 

Characteristics of chemical composition between 
foot of the building and top of the building 

 
Fig.9 shows the change in the average content of 

chemical components for precipitation at between 
high and low sampling points in Osaka City. In Osaka 
City, Ca2+ and HCO3

- concentrations at low sampling 
points were high, however, Cl- and NO3

- 
concentrations of precipitation at high sampling 
points were high.  

Fig.10 shows the change in the average content of 
chemical components for precipitation at between 
high and low sampling points in Wakayama City. In 
Wakayama City, Ca2+ and HCO3

- concentrations of 
precipitation at low altitude sampling points were 
high, however, Cl- and SO4

2- concentrations of 
precipitation at high altitude sampling points were 
high. 

From these results, Cl- concentrations at high 
altitude in both Osaka City and Wakayama City were 
high, however, Ca2+ and HCO3

- concentrations of 
precipitation at high altitude sampling points were 
high. 

At the low altitude sampling point, high Ca2+ and 
HCO3

- was thought to be caused by asphalt dust 
contained CaCO3 [8].  

As generally Cl- source in precipitation was sea salt, 
the difference between both altitudes was not high. 
Then, little high Cl- concentration at high sampling 
points in both cities was thought to be influenced sea 
salt because both cities are near the sea and rising sea 
salt from sea surface directly is mixed precipitation.   

 
 

  
 
Fig.9 The change in the average content of chemical 

components for precipitation at between high 
and low sampling points in Osaka City 
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Fig.10 The change in the average content of chemical 

components for precipitation at between high 
and low sampling points in Wakayama City 

 
 
 
Relationship between Cl- and evaporation 
 

During precipitation falling, when raindrop 
evaporates, soluble substances such as Cl- of 
precipitation increase. Then, Fig.11 shows the 
relationship between the difference (OL-OH) of Cl- 
and the difference (OL-OH) of δ18O values in Osaka 
City. Cl- concentration differences between low and 
high sampling points increased with δ18O value 
differences (0 to 1.5‰). Then evaporation was 
thought to occur during precipitation falling process 
from top of the building to ground in Osaka City.  

Fig.12 shows the relationship between the 
difference (WL-WH) of Cl- and the difference (WL-
WH) of δ18O values in Wakayama City. Cl- 
concentrations at both low and high sampling points 
were the about same excluding one data under various 
differences (-0.4 to 0.4 ‰) of δ18O values between the 
top of building and ground in Wakayama City. In 
Wakayama City, the difference of δ18O values 
between the top of the building and ground was not 
always plus and evaporation was not clear. Therefore 
Cl- concentration was thought to be uniform at both 
high and low altitude points.  
 

 
 
Fig.11 The relationship between the difference (OL-

OH) of Cl- and the difference (OL-OH) of 
δ18O values in Osaka city  

 
 

 
 
Fig.12 The relationship between the difference (WL-

WH) of Cl- and the difference (WL-WH) of 
δ18O values in Wakayama city  

 
  
CONCLUSION 

 
Amount of precipitation and soluble substances 

may depend on altitude because raindrop evaporates 
and condensates during the falling process from cloud 
to ground and then to clarify altitude effect is 
important. 

Then the purpose of this study is to clarify the 
relation of oxygen stable isotopic ratios or soluble 
substances with altitude for precipitation using the 
high building. 

The δ18O values at ground and top of the building 
were almost the same until October 18th and after 
October 24th the difference of δ18O value at between 
ground and top of the building were -1.04 to -1.47 ‰.  

On the other hand, in Wakayama City, the altitude 
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difference of δ18O values at both points was hardly 
found, and then the values of ground and top of the 
building were almost the same. 

And then, differences of isotope and humidity 
between the high altitude point and the low altitude 
point in Osaka City and Wakayama City were studied. 
When humidity was low in the precipitation event, the 
difference of isotope was large. Therefore, humidity 
was thought to be largely influenced by precipitation 
evaporation due to difference in altitude. The dew 
point altitude increased with the difference of isotope 
values for precipitation at between low and high 
sampling points. 

Regarding chemical composition, in Osaka City, 
low altitude precipitation contained high Ca2+ and 
HCO3

- and high altitude precipitation contained high 
Cl- and NO3

-.  On the other hand, in Wakayama City, 
low altitude precipitation contained high Ca2+ and 
HCO3

-, and high altitude precipitation contained high 
Cl- and SO4

2-. From these results, Cl- concentrations at 
high altitude in both Osaka City and Wakayama City 
were high, however, Ca2+ and HCO3

- concentrations 
of precipitation at high altitude sampling points were 
high. At the low altitude sampling point, high Ca2+ 
and HCO3

- was thought to be caused by asphalt dust 
contained CaCO3. 

Cl- concentration differences between low and high 
sampling points in Osaka City increased with δ18O 
value differences (0 to 1.5 ‰). Then evaporation was 
thought to occur during precipitation falling process 
from top of the building to ground in Osaka City. 

In Wakayama City, the difference of δ18O values 
between top of the building and ground was not 
always plus and evaporation was not clear. Therefore 
Cl- concentration was thought to be uniform at both 
high and low altitude points. 
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ABSTRACT 

This research aims to explore the regeneration for socio ecological production landscape in seriously 

environmental damaged rural area through the field survey of prior efforts around the area. In Fukushima, six years 

have passed since the nuclear accident, and evacuation orders for about 32,000 people living in Namie, Iitate, 

Tomioka and Yamakiya District of Kawamata, haves been lifted by April 2017. However, since the socio 

ecological production landscape has lost, the lifting of this evacuation order will not lead directly to the return 

home of residents. The challenge is how to restore people’s former life which was based on agriculture and forestry 

and this research looks into the ways of regenerating the socio ecological production landscape, using interview 

with local community representatives and field observation. The case study has revealed that the decontamination 

of forest is still in a trial stage and the key obstacle is the fact that there are still a few people who wish to return 

because the future concrete outlook is still not visible. However, a new community has been gradually generating 

by the approach which a part of farmers resume farming with external researchers and volunteers with interest. It 

seems to lead to the potential for regeneration of the socio-ecological production landscape. 

Keywords:  Socio-ecological Production Landscape; Serious Environmental Damage; Fukushima; Community 

Participation  

INTRODUCTION 

Background of This Research 

Recently a number of mountainous rural areas are 

facing the difficulty in maintaining villages due to the 

rapid depopulation and aging society. In these areas, 

it is also difficult to maintain the functions of the 

village community and the socio ecological 

production landscape which have been managed by 

the villagers. Some villages have been undertaking 

regeneration of socio ecological production 

landscape affected by serious environmental damage 

which requires a strict risk management against 

various stigmas as well as the burden of restoring the 

environment. Especially in Fukushima, six years have 

passed since the nuclear accident, and evacuation 

orders for about 32,000 people living in Namie, Iitate, 

Tomioka and Yamakiya District of Kawamata, haves 

been lifted by April 2017. However, since the socio 

ecological production landscape has lost, the lifting 

of this evacuation order will not lead directly to the 

return home of residents. The challenge is how to 

restore people’s former life that was based on  

agriculture and forestry and this research looks into 

the ways of regenerating the socio ecological 

production landscape, using interview with local 

community representatives and field observation. The 

case study has revealed that the decontamination of 

forest is still in a trial stage and the key obstacle is the 

fact that there are still a few people who wish to return 

because the future concrete outlook is still not visible. 

However, a new community has been gradually 

generating through an approach which some farmers 

resume farming with external researchers and 

volunteers who are interested in the regeneration. It 

seems to be lead to the potential for regeneration of 

the socio-ecological production landscape. 

This research will explore the regeneration for socio 

ecological production landscape in seriously 

environmental damaged rural area of Fukushima 

through the field survey of prior efforts around the 

area.  
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Fukushima Daiichi Accident and Residency 

Restriction 

The Great East Japan earthquake had occurred on 

March 11, 2011. Tsunami hit the Fukushima Daiichi 

Nuclear Power Plant (FDNPP) and it exploded. The 

radioactive pollutant from FDNPP had diffused 

widely in the surrounding area. 332,691 residents 

were forced to evacuate. 

Fig.1 Designated areas in Special Measure Act for 

Radioactive Pollution in 2012 [1] (Courtesy Ministry 

of Environment) 

To tackle this catastrophic event, the Special Measure 

Act for Radioactive Pollution came into force 2012. 

Two types of areas were designated in the Act which 

are Intensive Contamination Survey Areas (ISA) and 

Special Decontamination Areas (SDA). Figure.1 

shows a part of map of ISA and SDA. ISA (under 20 

mSv/y) shows yellow color in the map, in which 

municipalities were obliged to implement 

decontamination. SDA (over 20 mSv/y) shows red 

color in the map, in which the national government 

carries out decontamination. Left side map of Fig.2 

shows the SDA, within Red dot line, where residency 

is restricted or prohibited by the national government 

in 2012. Red color shows the zones (over 50mSv/y) 

where residency is prohibited for an extended period. 

Yellow color shows the zones (from more than 

20mSv/y to less than 50mSv/y) where residency is 

restricted. Green color shows the zones (20mSv/y) 

where residents will be allowed to return after 

decontamination  

After six years from the disaster, decontamination 

work has progressed. On April 2017, residency 

restriction of 12 areas was lifted. They are shown as 

green color areas in Right side map of Fig.2. The 

range of residency prohibit area (within Red dot line) 

has decreased to one-third of the initial area. Also, the 

decontamination of the living area of human being 

(areas within only 20 meter from the settlements) had 

been completed, and the residents of these areas could 

return to home. From now on, it is necessary to 

resume farming and to ensure security against 

radioactive contamination.  

AIMS AND STUDY METHODS Fig.2 Changes of SDA /left: Jan. 2012/ right: April 2017 (author edited the SDA map Ministry of environment 

[2]) 

Yamakiya 
Towa 

Areas where restriction 
of residence was 
canceled

Intensive survey areas 

Special decontamination areas 
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This paper aims to explore the regeneration for socio 

ecological production landscape in seriously 

environmentally damaged rural area of Fukushima 

through the field survey of prior efforts around the 

area. 

 It will focus on two areas; the Yamakiya area and the 

Towa areas which are neighbouring villages (See 

Fig.2). Yamakiya Area was located within the SDA. 

On the other hand, the Towa Area was located outside 

the SDA.  Then, residents in Towa Area were allowed 

to return home and restarted agriculture soon after the 

nuclear disaster. 

This paper will investigate leading activities in the 

Towa Area that have taken countermeasures against 

various social problems aiming for reconstruction 

which was located outsides SDA despite the actual 

damage of radioactive contamination. We also aim to 

obtain knowledge for the regeneration of socio- 

ecological production landscapes in other rural areas. 

Study methods used in this research are literature 

reviews and field survey regarding on current 

condition of the two villages and interviews with five 

representatives and young farmers of Towa area and 

Yamakiya area. 

RESULTS AND DISCUSSIONS 

This research investigated priori attempts in 

contaminated areas. We conducted an interview 

survey on representative people in the both Areas. In 

fact, it appeared to be a gap of in their reconstruction 

in the two areas. Here, we show some noteworthy 

activities and initiatives in the Yamakiya area and the 

Towa area. 

Towa Area 

Current Condition 

Fig.6   Changes in Population of the Towa in 

Nihonmatsu City/ 2000-2017 (Data of Nihonmatsu 

City [3]) 

The changes in the population of Towa in 

Nihonmatsu City from 2000 to 2016 are shown in 

Fig.6. It was maintaining a gradual rate of descent 

from before the earthquake in Towa area. This is a 

common phenomenon in many mountainous areas in 

Japan. It can be seen that no significant population 

decline has occurred before and after the disaster. 

Also, because Towa area was out of the evacuation 

instruction area, it can be inferred that the community 

maintenance of the agricultural field were achieved in 

spite of the contamination. In the following results 

from the four interviews are presented. 

Interview of a Young Farmer; Representative of 

Kibounotane Company 

Interviewee M is the representative of Kibounotane 

Company. She is also one of the young farmers who 

decided to return to the TOWA area to continue 

parents' farming by organic cultivation. When she 

graduated from a university in Tokyo, the Great East 

Japan Earthquake occurred. She said that the Towa 

area was in a difficult situation, there were harmful 

rumour damage, and the workers were aging. 

 It is necessary to increase the number of people 

involved in the town, and to continue to increase 

the people who can work in the community 

maintenance of the town, by conveying the current 

situation to many people. And I believe that it is 

important what to produce a diversity of the 

number of people.  

Fig.7 Agricultural Experience and Famer Tour 

(Courtesy Kibounotane Company [4]) 

Therefore, she established the Kibounotane Company. 

This company aims to get many people to be 

informed the current situation of Fukushima through 

engaging in agricultural experience and farmer tour 

around the Towa area. Also this company promotes 

organic cultivation of rice and vegetables, and web 

sales etc.  

She talked about the green tourism of the post 
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disaster; 

I would like to focus on not only agriculture but 

also career building and education in the area. And, 

I would like to not only engage in the framework of 

disaster reconstruction but also expand activities 

with people outside the region from now on. 

Also, she talked about agriculture, 

Although general agriculture has resumed, there 

are still harmful rumours regarding the 

radioactive contamination. The number of farmers 

resumed is very small. Moreover they are almost 

over 65 years old. Then, they can only last ten to 

twenty years if young farmers don't return. 

Furthermore, she said about the future of the Towa 

area 

Even now, there is no change in the severe 

situation, but increasing the number of people 

involved in the town and communicating the 

situation of the town will be a solution to the 

problem. How many key person can connect local 

person and the person who wish to immigrate 

here?  

And I want to increase the number of people who 

can be active and create diversity. 

Interview of Representative of Fukushima Organic 

Agricultural Network    

Interviewee S is the representative of Fukushima 

Organic Agricultural Network and Director of NPO 

Yuuki no Sato Towa Association (YSTA). He is also 

a person who is familiar with the process of 

reconstruction and promotion for agriculture in Towa 

Area  

Fig.8 NPO Yuuki no Sato Towa Association [5] 

NPO YSTA was established in 2005 which has 

members of approximately 250 households, including 

local farmers who felt a sense of crisis when being 

marginalized during the ‘Municipal Merger’ by 

government Policy. After the disaster, the group was 

entrusted to the operation of the road station 'Michi-

no-Eki' from the city and acted as a base of activities 

on reconstruction. Local residents of this group have 

comprehensively undertaken various activities such 

as branding of local agricultural products, sixth 

industrialization (agricultural diversification), 

support of new farmers, and exchange with cities and 

green tourism etc. 

The interview respondent talked about the road 

station Fukushima Towa in his book published in 

2012 [6]. 

We are positioning the station of road as a base for 

local production and local consumption by small-

quantity multipurpose agriculture centring mainly 

on vegetables and upland field creation. 

We also open a variety of events, and the office of 

NPO YSTA is also installed.  

It is not only a function to sell products but also a 

place for joint activities in the area and a place to 

tackle the issue of community development.. 

'Satoyama Rebuilding Project' started from 2009 with 

the goal of regenerating local communities, farmlands 

and forests.  

As an extension of the project, in August 2011 after 

the earthquake, 'Yuuki no Sato Towa Satoyama 

Rebirth Plan / Disaster Reconstruction Program' 

started. It was notable that the efforts of such a 

framework after the earthquake disaster and the 

restoration with a long-term perspective were carried 

out at an early stage. 

He talked about the difference between the Towa area 

and the Yamakiya area. 

There is a big difference between the Yamakiya 

area and the Towa area.  One of them is a 

neighbouring town guarantee system-being 

responsibility by Tokyo Electric Power Company. 

There was compensation of 100,000 yen per person 

in the Yamakiya area what is located inside the 

SDA, but no compensation was offered in the Towa 

area since it was outside of SDA. 

The famers in Towa had to start soon after the disaster 

without the compensation after the disaster in spite of 

under decontamination process.  
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Summary of the Towa Area 

The findings in this section are summarised as 

follows. 

1. It is necessary for the regeneration of

environmentally damaged rural area to increase the 

number of people involved in the town, and to 

continue to increase the people who can work in the 

community maintenance of the town, by conveying 

the current situation to many people.   

2. In the Towa area there is a framework called NPO

YSTA, this organization played a great role in 

comprehensively connecting people and towns. 

3. It was notable that the efforts of such a framework

after the earthquake disaster and the restoration with 

a long-term perspective by utilizing the government 

measures such as "Reconstruction Plan / Disaster 

Recovery Plan”, were carried out at an early stage. 

Yamakiya Area 

Current Condition 

The changes in population of Yamakiya district in 

Kawamayta Town from 1995 to 2018 are shown in 

Fig.9. It was maintaining a gradual rate of descent 

from before the earthquake in the Yamakiya area. 

This is the same as Towa. 

However, from 2011 (after the disaster) to 2017 (until 

the lifting of the evacuation order), there were no 

resident.  

Even after the evacuation direction was cancelled the 

number of residents were 100 in 2017, 300 in 2018, 

and only about 20% of the total residents had returned, 

and the number of evacuees still remains high in 

Yamakiya. 

Fig.9   Changes in Population of Yamakiya/ 2000-

2017 (Data of Town Council of Kawamata [6]) 

Interview of Young Farmer, member of Abukuma 

Cut Flower Group 

Interviewee H is also one of the few young farmers 

who decided to return to the Yamakiya area. He 

would like to keep the community of Yamakiya by 

cultivating Turkey bellflower. And he is devoted to 

continuing the Abukuma Cut Flower Group. People 

in the Yamakiya area were forced to evacuate due to 

the disaster, cultivation was cancelled in 2011 and 

2012.  

After that, by utilizing the 'Fukushima Prefecture 

Farming Resumption Support Project' in 2013, we 

tried to demonstrate a good example of the cultivation 

of Turkey bellflower in the evacuation area, 

decontaminated agricultural land beforehand and 

carried out test cultivation. 

After completing the trail of cultivation, they planted 

seedlings in 2014, and 9450 bottles of flowers 

shipped. 

Overcoming the blank for three years, they are 

shipping high quality Turkish bellflower 

Fig.10 Abukuma Cut Flower Group [7] 

The interview respondent talked about the 

Community development. 

First of all, it is important that you can make a 

stable living as a farmer in the Yamakiya area. And 

I think that we can increase the number of members 

of this group. 

In addition, he suggested about a matter of the 

Yamakiya Area. 

I heard that the number of people who are thinking 

of returning to Yamakiya will increase little by 

little. 

However, the Yamakiya area originally had many 

elderly people, and from now on, it is predicted that 
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the population of the town will decrease more, so 

the survival of local community maintenance like 

the association of neighbourhood is a problem. 

Also, I think that it is better to encourage 

revitalization as a commercial facility for "Tanya 

no Sato" as a reconstruction base facility. 

Fig. 11 Tonya no Sato (Author’s photo) 

Tonya no Sato, one of the ‘Michi-no-Eki’, is to be 

developed as a symbolic facility of reconstruction 

based on ‘Plan for promoting commercialization of 

the Yamakiya area restoration base (March 2015)’. It 

has been planned to contribute to the living support of 

people who returned home from evacuation, as a 

facility for people to gather and create bustling, and 

to revitalize local communities scattered by 

evacuation. 

He talked about the decontamination 

Radioactive contamination in Yamakiya area is not 

worrying too much, since there are some higher 

points of air dose rate in the Towa area outside of 

SDA higher than Yamakiya inside of SDA.  

The grace of the mountains such as wild vegetables 

and mushrooms was familiar to people in the 

Yamakiya area long ago, but decontamination of 

Satoyama is a serious task, so I think that I do not 

have to force it. 

Interview of Young Musician, Chairperson of the 

performance group ‘Yamakiya Taiko’ 

Interviewee E is the leader of the performance group 

called Yamakiya taiko. This group was formed in 

2001 to raise reputation of the region with traditional 

drums that have been played for a long time at the 

summer festival in the Yamakiya Area. 

He suggested about a matter of Yamakiya Area. 

The Yamakiya area is rich in nature, but the 

climate in winter is severe. Many people from 

Yamakiya work in Kawamata Town and 

Fukushima City. 

Six years have passed since we evacuated, but 

many people still do not come back to the Yamakiya 

area. I hope that Yamakiya will become a place 

where they can come back any time, even if I do not 

live in the Yamakiya area,  

And, unless the Great East Japan Earthquake 

happens, there is a connection that was not born. 

Many people have supported me, so I believe that I 

can give back them. 

Interview of Chairperson of the Neighbourhood 

Community Association of Yamakiya  

Interviewee G is Vice Chairman of the Yamakiya 

Farm Association. He is a person who participated 

widely in activities, such as events, dialogues, etc. as 

a face of the town, in various situations as well as 

agriculture since the disaster. 

He talked about the community. 

 There was a place point of time I was almost 

giving up as it is a disaster, but with the 

cancellation of the evacuation order in the 

Yamakiya area, I had to think about what to do in 

the town. I tried to resume the living of the old 

Yamakiya area, but I could not see anything of the 

future vision. And I noticed that there was no 

human connection in this current area. 

Furthermore, he raised a concern about the Yamakiya 

Area. 

Although there is strong belief among the people 

who have returned to the Yamakiya area now, there 

are many elderly people who do not have physical 

strength or energy and the problem is that the 

young generation does not return. There is a 

system of the central government that supports 

agriculture, but it is necessary to plan things ahead 

for years and there is anxiety as to whether or not 

to continue. 

I think that it is good to create places other than 

agriculture where we can do what we can do 

Summary of the Yamakiya area 

The findings in this section are summarized as 

follows.  

1. Various activities and efforts at Yamakiya have a

big role for reconstruction. Each activity contains a 

strong intention for the revitalization of the town. 

However, in the current Yamakiya area, there is no 

organizational structure that strongly connects 
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residents, each of which remains independent 

activities. 

2. The current situation of Yamakiya and the Towa

areas which are neighbouring towns presented a big 

difference by the division caused by administrative 

boundary of inside or outside SDA. This contrasting 

recovery process was a negative effect on community 

revitalization because this is a typical administrative 

division caused by the central government’s policy. It 

seems that a more flexible approach to designating 

SDA is needed. 

CONCLUSIONS 

In this research we examined the activities in two 

contrasting areas in Fukushima. Results are as 

follows. 

1. Various activities and efforts at Yamakiya played

a critical role in reconstruction. Each activity contains 

a strong intention for revitalization of the town. 

However, In the Yamakiya area, there is no public 

organization system that strongly connects residents, 

and each follows currently an independent activity. 

On the other hand, in the Towa area there is a 

framework called NPO YSTA which gives a 

framework for comprehensively connecting people 

and towns. 

2. The current situation of the Yamakiya and the

neighboring Towa area had a big difference caused by 

administrative division by the government’s policy 

on evacuation order. This contrasting recovery 

process was a negative effect on the community 

redevelopment. It seems that a more flexible 

approach for designating SDA is needed. 

3. It is necessary for the Yamakiya Area to increase

the number of people involved in the rebuilding of the 

town, and to continue to support the people who can 

work in the community maintenance of the town, by 

disseminating the current situation to many people. 

The role of rural tourism is important as in the Towa 

Area important. 

4. It should be noted that the efforts in anticipation of

such a framework after the earthquake disaster and 

the restoration with a long-term perspective by 

utilizing the government measures such as 

"Reconstruction Plan / Disaster Recovery Plan”, were 

carried out at an early stage in the Towa Area. 
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ABSTRACT 

 
Practical evidence demonstrating the effectiveness of holistic landscape planning is limited, because 

comprehensive decision-making is misunderstood as depriving individual sectors' authority and budgets. Author 
compared the difference of recovery speed from disaster and the quality of relocation housing in the two 
municipalities in contrasting planing process from the Japan Earthquake and Tsunami (2011) disaster. Shinch 
town has recovered by bottom up planning process and author's site-analysis which based on 1969's McHarg's 
landscape planning principle and 1980's Japan Land Agency's environmental database. Whereas, Soma city has 
recovered by top-down planning process, which was the same method as other municipalities affected by 
tsunami. In this test, 263 students evaluated relocation houses’ prices. Author analyzed subjects' attribute data 
that could potentially affect their evaluation: evaluator's sex, environment in childhood, and demand for future 
environment. T-test and multiple regression analysis were performed to analyze the concurrent effects of holistic 
planning process. Welch 's t-test found that the mean of relocation residential WTP price ($). Shinchi town's 
house (mean=$185400) was significantly higher than that of Soma city (mean=$157680. t=15.9, p<2.2e-16 (two-
tailed), d.f.=3622.1), $1=￥100). A multiple linear regression was calculated to predict [WTP], based on [USP：
Under Shinchi town planning process] and [VDD：Volunteer or donation to a disaster area]. (Predicted WTP is 
equal to [150200] + [+27700] ([USP]) + [+8176] ([VDD]). [USP] is coded as [Shinchi:1 or Soma:0], and [VDD] 
is coded as [Yes:1, No:0].). These findings could help us in recovery planning from disasters. 
Keywords: Land use planning process,2011 Tohoku disaster, Reconstruction. Cost-benefit, Climate-change 
 
 
INTRODUCTION 

 
Amendola [1] indicated that between 1984 and 

2003, more than 4 billion people were affected by 
extreme natural events, and that between 1990 and 
1999, the cost of natural disasters was more than 15 
times higher than during 1950-1959 [2]. The 
research noticed that the standard planning 
approaches to disasters were too reactive, although 
there had been some progress toward integrated and 
proactive risk management for disasters in many 
countries. Moreover, in most countries there has 
been little integration among the relevant 
responsibilities. For example, disaster prevention 
generally has nothing to do with land use planning. 
Formerly, many Japanese people believed that 
modern technology could prevent damage from any 
natural disasters, but this belief is proved to be a 
fault, by the 2011 Earthquake and Tsunami Disaster 
in Japan. Thus, we should change the fragmentary 
approach to a new holistic approach with citizen’s 
participation. In fact, the disasters which attack our 
society are becoming more and more frequent and 
unpredictable. 

Unfortunately, many relocation sites after the 
disasters are still based on fragmentary approaches. 

On the other hand, in 1969 Ian L. McHarg [3] 
compared the cost effectiveness of uncontrolled 
growth and controlled growth with comprehensive 
land use planning in Baltimore County, Maryland. 
On that basis, he showed that it is possible to 
increase development income by comprehensive 
land use plan. George Hundt Jr [4] analyzed the 
actual Baltimore 's regional development. He 
indicated that although McHarg's master plan was 
extremely effective for the restriction development, 
it did not achieved housing development. Melissa 
Wagner [5] and Yang, B. [6] pointed out that 
McHarg's original analysis for land suitability in 
New York Staten Island and The Woodlands, Texas  
were effective to avoid disasters respectively. 

In such circumstances the following has not been 
clarified. Can the comprehensive planning process 
contribute to not only the avoidance of disasters but 
also the development of the housing which has 
higher value?  This present study aimed to 
evaluation of the real value of reconstructed housing 
with holistic land use planning approach in 2011 
Tohoku earthquake and tsunami disaster area. 

 
METHOD     
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Study Area Selection  
 

In this research, we focused on the two 
municipalities’ redeveloped houses for the tsunami 
damage area, which were planned by contrasting 
process in Fukushima prefecture.  Shinchi town 
provided the residents with many reconstruction 
sites by bottom up planning process and our site 
suitability analysis using the Ian McHarg's landscape 
principle and 1980's Japan Land Agency's historic 
data [3], [7]. Shinchi town’s process involved citizen 
and public co-determination, whereas Soma city 
only determined a quick-fix solution without 
renewed planning. Unfortunately, most areas which 
are affected by this disaster carried out their 
reconstruction, using  the method which is similar to 
Soma city's one. 

The land evaluation of the Shinchi town’s 
planning process is important for the following 
reasons. Ryuzo Eda operated the Shinchi town’s 
reconstruction planning. He was a graduate of the 
Hokkaido University’s Dr. Hidetsugu Kobayashi 
laboratory, which had incorporated McHarg's theory 
into education early. 

In addition, this town utilized author’s land 
suitability analysis for bottom-up planning with 
Tadayoshi Inoue 's support, which was the results 
of Land suitability analysis with McHarg's land 
evaluation process and historical environmental data 
of the Japan Land Agency in author’s laboratory. 
This 1980's data was a historically important 
achievement that has been saved miraculously in the 
author’s university's laboratory. This is the first 
application of Ian McHarg's ecological planning for 
Asian country. While the database was being 
constructed, there was cooperation among landscape 
architects, politicians, architects and bureaucrats in 
Japan and the United States. This non-digitized 
paper data (maps and index tables) were digitized by 
the author. After that, the disaster risks at Shinchi 
town's relocated residential site and the place being 
considered for a new factory were verified by this 
data and ecological planning process in 2012,2015. 

. However, the other tsunami disaster areas 
which are bigger than Shinchi town have difficulty 
in making a holistic relocation planning with victims 
without the author's land suitability analysis and 
McHarg's planning approach. 

 
Monitoring Until the Housing Relocation Is 
Completed 

 
The author analyzed the two towns’ 

reconstruction process until the completion of 
housing; this section compares each town's 
development achievement rate, from the candidate 
site selection (2012) to close -out of recovery and 
reconstruction (2015). 

 
Reconstruction Housing Evaluation by WTP 

 
Based on the photographs of each reconstruction 

residential area taken in 2015, author conducted a 
questionnaire survey of CVM to 263 students. Its 
purpose was to investigate how much we would like 
to pay for 14 site houses (Shinch town’s 7 sites, 
Soma city’s 7 site). The hedonic approach deals with 
actual sales volume. It is difficult to obtain 
appropriate price data, because the rebuild relocation 
housing construction used subsidies. Therefore, the 
author decided to carry out a CVM (WTP) approach, 
using the virtual evaluation method instead of the 
houses’ actual prices. The author also considered a 
web questionnaire which surveyed actual victims, 
but there is a bias to evaluate their own housing and 
region samples highly. Furthermore, in actual 
disaster areas, the young generation’s outflow to the 
other big city is a serious problem. So the author 
used university’s students as subjects. In the CVM 
virtual evaluation method, generally a two-step 
selection method is selected, to avoid a decrease of 
the number of samples due to an answer of 0 yen. 
However, in order to have 14 sites of reconstruction 
houses evaluated, this research required to present 
the average sales price (20 million yen) of the 
reconstructed housing at coastal region of 
Fukushima and required to have students answer the 
evaluation price by free description (Open -end 
method). 

 
Photographing and Processing Completed 
Reconstruction Houses 

 
Photos of each relocation houses were taken to 

reflect each types of houses and the surrounding 
environment. In addition, each photo was processed 
to minimize temporal effects such as sky’s 
brightness.  Regarding actual price evaluation of 
CVM, in order to eliminate the influence of the 
evaluation order, this CVM test showed the subjects 
the photos of Shinchi town and of Soma city 
mutually. 

 
Statistical Processing  
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Wilcoxon 's t-test and multiple regression 
analysis were performed to analyze the concurrent 
effects of holistic environmental planning process. A 
logit model including both planning style (Shinch or 
Soma) tested the significance of the related variable. 
Underlying the results is the contribution of adding 
each variable stepwise procedure. 

 
RESULT 

 
Study Area Selection 
 

Shinichi town decided the policy to purchase the 
tsunami inundation residential area by consultation 
with government, which is decided fastest in the 
disaster areas. Tadayoshi Inoue helped the initial 
direct negotiation between Shinch town and 
government, but the other municipalities had not 
tried contact with the government. Shinchi town 
could start to decide the suitable site to rebuild 
houses by consultation with its residents from the 
whole town smoothly. On the other hand, Soma City 
and many other municipalities basically used the 
remaining place of the residential zone, which had 

Photo 1  Difference in progress of housing relocation between Shinchi town and Soma city  

Photo 2  Shinchi town’s real relocation houses in 7 sites  

Photo 3  Soma city’s real relocation houses in 7 sites  
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been planned already as the relocation’s destination. 
These site planning was determined before the 
disaster in 2011. Shinchi town’s reconstruction 
process with residents’ participation required a lot of 
time and effort, but the Soma city’s process did not. 
But Soma city’s victims might have to build houses 
in the areas which is not suitable for development, 
because the planned residential zone had already 
been taken up in proper land [8]. 

The author evaluated a natural disaster’s risk of 
relocation housing candidate site of Shinchi town 
and Soma city, using Japan Land Agency’s data in 
1980 and McHarg's land suitability analysis in 2011. 
Shinch town’s housing candidate sites were decided 
by many workshops with its residents and the 
administer. Interestingly, these sites coincide with 
the areas which judged to be safe by author's 
comprehensive land suitability analysis. On the 
other hand, Soma city’s sites were evaluated danger 
than Shinch’s sites.  

On the other hand, Soma city’s sites were 
evaluated more dangerous than Shinch town’s sites.  

The result of disaster risk assessment by the 
author was also referred by Shinch town, and they 
decided the 7 relocation places in 2012. Since 2011, 
700 billion dollars was used as the reconstruction 
budget in the tsunami disaster areas. But 100 
thousand victims moved to another big city from the 
affected area until 2015, although building 
infrastructure and housing was promoted. In such 
circumstances Shinchi town is a successful model 
that restored the population, except for big cities. 
The other big cities whose population has recovered 
are Minami-Soma and Iwaki, which had temporary 
workers at Fukushima nuclear power plant and 
radioactive decontamination work, and Sendai, 
where is the biggest city in the Tohoku region. 

 
Monitoring Until the Housing Relocation Is 
Completed 
 

Photo 1 shows the difference of two 
municipalities’ development achievement rate. The 
Shinchi town's completion rate of relocation houses 
has been 100% (7/7 sites) until 2015. On the other 
hand, that of Soma city has been 77% (7/9 sites) 
until 2015. Moreover, the occupancy rate of Soma 
city's completed relocated houses is also low. 

 
Relocated Housing Evaluation by WTP 
 
Sinchi town's and Soma city's relocation houses in 
each 7 sites 

Photo 2,3 show each relocation houses’ types 
and surrounding environments. Comparing the 
completed reconstruction houses of the two 
municipalities, Shinchi town’s process involved 
citizen and public co-determination, whereas Soma 
city only determined a quick-fix solution without 

renewed planning. Soma city’s relocation houses are 

built in paddy field, wetland and so on, which is not 
suitable for development, because the land which is 
proper for residential zone had already been used. 

 
Evaluation of two municipalities’ WTP differences 
by t-test 

The difference between the mean WTP of the 
Shinchi town and Soma city was 27720 $ / house 
(Table 1). In addition to using Welch t-tests, we 
compared the two municipalities’ average of 
relocation house price. As a result, it was cleared 
that Shinchi town's WTP is higher than that of Soma 
city. 

 
Evaluation of relocation house's WTP by multiple 
regression analysis 

This section examines the relationship among 
the evaluation (WTP) to the relocation housing after 
2011 Tohoku earthquake disaster, the difference of 
planning process (Shinch’s way or Soma’s way), 
and the respondent attribute by multiple regression 
analysis (Table2). 

Since the obtained WTP scores follows a 
normal distribution, analysis using that value was 
carried out.  269 individuals were interviewed and 
263 of that were valid responses. Table 2 shows the 

willingness-to-pay estimate (1$ = \100)
Shinchi town's

new house
Soma city's
new house

(Ecological Planning)

the mean 185400.3 157680.4

standard deviation 56314.2 49591.4
95% confidence intervals 88165.4　282635.2 47263.9　268096.9

Test satisrics probability

Welch t-test 15.85 p < 2.2e-16

All data

Model1

Variable Estimate t value Pr(>|t|)

Intercept 154330 30.038 < 2e-16 ***

ME：Major of Education 5035 -1.779  0.075247 .  

MF：Major of Fiber Science 7046 1.764 0.077752 .  

MLE： Major of
law and economy

6200 2.066 0.038928 *  

ML：Major of literature 6484 2.224 0.026180 *  

MM：Major of Medical -2342 -0.311 0.756

MS：Major of Science 9236 2.403 0.016322 *  

ME：Major of Engineering -4937 -1.588 0.112

USP：Under Shinchi town planning process 27720 16.157 < 2e-16 ***

GUS：Grow up in the suburbs -786 -0.301 0.764

GUU：Grow up in the urban -8956 -2.357 0.018454 *  

GUC：Grow up in the
countryside

2678 0.844 0.399

GUA：Grow up in the
 apartment

3503 0.802 0.423

GUD：Grow up in the
detached house

-5975 -1.979 0.047883 *  

DSL：Desire of
suburb living

-3595 -1.370 0.171

DUL：Desire of urban living -25314 -6.660 3.16e-11 ***
DCL：Desire of

countryside living
11544 0.387 0.699

DAL：Desire of
apartment living

13253 2.478 0.013248 *  

DDL：Desire of detached house living 8176 2.309 0.020986 *  
TTD：Traveling to a disaster area -8980 -2.863 0.004216 ** 

VDD：Volunteer or donation to a disaster area 6346 3.339 0.000849 ***

Table 2 Evaluation result of relocation house's WTP  
by multiple regression analysis 

Table 1 Willingness-to-pay estimates ($1=¥100) 
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analysis result of the contribution of adding each 
variable falling a stepwise procedure. The author did 
not inform the subjects of the difference of two 
towns’ planning process and these photos’ location. 
This table shows the largest positive contribution to 
explaining variation in WTP is USP (Under Shinchi 
town's planning process). The VDD (Volunteer or 
donation to a disaster area) also has positive 
contribution to explaining variation in WTP. 

 
CONCLUSION 
 

Prior works documented the existence of 
farmland and green space's value [9] [11]; for 
example, Mbolatiana Rambonilaza [10] reports that 
most of visitors were willing to pay for the use of 
wooded recreation areas. Furthermore, approximate 
half of the respondents were willing to pay to 
prevent the conversion of forested parks to another 
land use for quality of thir housing environment. 

Yan Song [12], Fanhua Kong [13], Hee Jin Yang 
[14], Shabana, Ghaffar Ali [15] and value, planning 
process and time change from the plan 
announcement.  For example, Fanhua Kong [13] 
reported that proximate urban green space (the size-
distance index of forest park, accessibility to parks 
and green spaces) has a positive impact on houses’ 
prices. 

In addition, Ian L. McHarg [3] compared the 
cost effectiveness of an uncontrolled land use 
development with that of a comprehensively 
controlled land use development, in Baltimore 
County, Maryland. This simulation showed the 
possibility to increase development revenue. George 
Hundt Jr [4] indicated that McHarg's Baltimore 
master plan did not achieve houses’ development, 
although it was effective for the controlled 
development. 

Melissa Wagner [5], and Yang, B. [6] proved the 
usability of the original McHarg's land use plan for 
natural disasters. But, actual development deviated 
from original McHarg's land use planning. Then, the 
purpose of this present study is to clarify that the 
comprehensive planning process contributes to not 
only avoidance of disaster impact but also 
development of higher value housing." 

As a result, the author found that in this virtual 
case, the candidate sites selected by Shinch town's 
careful bottom-up planning process correspond with 
the safer sites (low natural disaster risk) which was 
judged by author's evaluation with 1980's Japan 
Land Agency's data and McHarg's land analysis / 
planning process.  This result indicates that there is a 
possibility that larger municipalities also can select 
suitable land for relocation site easily using the 
1980's environmental assessment data and McHarg's 
planning process. If large municipalities could use 
them, they could select the proper relocation sites in 
shorter time. Shinchi town needed a lot of time to 

accomplish the relocation, but the author’s method 
can help save time. The realization of this process 
might be difficult without the planning supports 
above because the selection of residence areas 
requires detailed discussion between the town and its 
residents. 

Next, the author found that Shinchi town's 
relocation house's WTP is higher than Soma city's 
WTP statistically. In addition, multiple linear 
regression analysis indicates that USP (Under 
Shinchi town's planning process) and VDD 
(Volunteer or donation to a disaster area) are 
positive contribution. This result means Shinchi 
town’s process increased value of relocation houses’ 
value (27,719 $ / house). 

These findings extend research result of 
McHarg[3], George Hundt Jr. [4], Wagner [5], and 
Yang, B. [6]. ; The analysis of holistic land 
suitability and planning process are useful for 
selection of reconstruction site and development of 
valuable new residence for victims in 2011 Tohoku 
earthquake and Tsunami disaster field. 
In other words, this WTP comparison indicates the 
comprehensive planning process contribute to not 
only avoidance of disasters but also development of 
reconstructed housing with higher value after 
disaster. 

Most notably, this is the first study on the 
knowledge to investigate the effectiveness of holistic 
land suitability analysis and planning process for 
reconstruction housing from natural disaster. 
Tohoku Earthquake and Tsunami disaster had 
serious social damage: Magnitude-9 earthquake, 
Tsunami disaster area 561km2, Dead 15,894 people, 
missing 2,500 people, Destroyed buildings 120,000, 
Half-destroyed buildings 278,000. This disaster’s 
direct financial damage is $199 billion dollars. The 
damage due to the radiation effect is estimated to 
cost approximately 641 million dollars in Fukushima 
prefecture [16]. In addition, although 700 billion 
dollars of reconstruction expenses had been used, 
100 thousand victims moved to other big cities from 
restoring home towns. So it is very important that 
the houses which based on holistic land use planning 
get higher evaluation than the house by top-down 
planning process in Tohoku disaster areas. 

However, although our hypotheses were 
supported statistically, there is limitation that the 
sample were students, not actual victims. Therefore, 
the work in the future should include follow-up 
work designed to evaluate by actual young victims 
who leaved home town. 
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THE ADSORPTION OF HEAVY METALS FROM INDUSTRIAL 
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Sargassum crassifolium is the origin strains of macroalgae from Indonesia which was the most effectively 

adsorb heavy metals from liquid solution and it was investigated the adsorptive capability of heavy metals in 

industrial wastewater. The macroalgae were collected at Kotok Besar Island, Seribu Island, North Jakarta, 

Indonesia and were treated with the variety of pH 2, 3, 4, 5 and 9 for 60 minutes oscillation, in duplicate 

assessment. The macroalgae was selectively effective for removal of Cd, Hg, and Pb compared with other heavy 

metals, achieving 75-99.05% adsorption efficiency, mostly in acidic condition for 60 minutes oscillation, except 

Hg. The selectivity order for other metal ion uptake by S. crassifolium was Cu>Fe>Co>Ni>Cr with percentage 

removal below 56%. Due to the low cost, availability and significantly high adsorption capability, the brown 

macroalgae S. crassifolium is able to be used for selective removal of heavy metals from industrial wastewater 

effectively in acidic pH range.  

Keywords: Adsorption, Heavy metals, Industrial wastewater, Sargassum crassifolium 

INTRODUCTION 

An increase in human population leads to a 

significant enhancement in waste production. 

Nowadays, the most notable wastes are the heavy 

metals because of the high toxicity to living 

creatures [1]. Along with the development of 

science and technology, the use of heavy metals, 

especially in industries is increasing and causing 

many environmental problems [2]. Heavy metals 

wastes are discharged into the environment from 

various industries working on electroplating, 

leather tanning, water cooling, pulp, and ore and 

petroleum processing industries that are suspected 

to be highly toxic to ecology and human health [3], 

and can also contaminate the environment 

persistently [4, 5].  In Indonesia, Government 

Regulation of Republic of Indonesia No. 82/2001 

on Water Quality Treatment and Water Pollution 

Control [6] is used to monitor the heavy metals 

concentrations commonly generated by industries. 

The removal of heavy metals from the 

environment is the urgent action to conserve nature 

in a sustainable and further to protect human health. 

The biological agent is one of the most efficient 

methods used to reduce the pollution of heavy 

metals in water including macroalgae [7, 8, 9], 

microalgae [10, 11, 12], mushroom [13], and 

agriculture waste [14].  The ion exchange and the 

formation of complex compounds are the heavy 

metal adsorption schemes that occur within the 

walls of algal cells. The structure of the cell wall 

produces a high seaweed binding capacity because 

it has the various functional groups involved 

including: (1) alginic acid, with carboxyl groups 

and sulfated polysaccharides, as well as sulfonic 

acid, in brown algae matrix [15, 16, 17]; (2) 

sulfated galactans in red algae [15, 18, 19]; and (3) 

an external capsule composed of proteins and/or 

polysaccharides in green algae [20].  

Algal materials have been broadly observed for 

heavy metal adsorption, particularly the potential of 

marine algae, including macroalgae which has been 

widely investigated.  Non-living seaweed or dried 

seaweed can be used as an alternative to the low-

cost adsorbents [14] compared to other methods 

such as more expensive physicochemical processes. 

In Indonesia, the studies of macroalgae as heavy 

metal adsorbents are limited in an aqueous solution, 

such as the study of adsorption of Cu(II) on 

Sargassum crassifolium [21], Cr(III) on Euchema 

spinosum [22] and Pb(II) on Sargassum duplicatum 

[23], S. crassifolium, Euchema spinosum and 

Padina minor [24]. The study of heavy metals 

removal from industrial wastewater, however, has 

not been widely conducted.  

An inexpensive material such as marine 

macroalgae is suitable for removing the heavy 

metals from industrial wastewater [15, 16, 18-20, 

25]. In the present study, the industrial wastewater 

was used as a medium to test the ability of S. 

crassifolium to adsorb the heavy metals and as a 

continuation of the previous study that conducted 

testing with an aqueous solution. Sargassum 

crassifolium is a genuine strain of Indonesian 

seaweed that grows abundantly in Indonesian 
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waters. Therefore, it is appropriate to use S. 

crassifolium as an adsorbent in this study which 

aims to analyze its efficiency to adsorb the heavy 

metals from the industrial wastewater. The results 

of this study can be applied in the industrial 

wastewater treatment and subsequently contribute 

to reducing the pollution in the aquatic 

environment.  

MATERIALS AND METHODS 

This study was conducted in the Integrated 

Laboratory Center of the Faculty of Science and 

Technology, State Islamic University Syarif 

Hidayatullah Jakarta, including preparation of the 

samples. The biomass samples of macroalgae S. 

crassifolium were collected from the water 

surrounding Kotok Besar Island, Seribu Islands, 

North Jakarta, Indonesia. The samples were used in 

the dried form. For wastewater sample, it was 

obtained from the company of hazardous wastes 

treatment located in Cileungsi region, Indonesia.   

Preparation of Adsorbent 

All sediments or small organisms which were 

trapped in the macroalgae samples were washed 

with the seawater and put in the zipped plastic bag, 

then brought to the laboratory. In the laboratory, all 

samples were washed and rinsed again using 

distilled water and then dried in an oven at 50 C for 

24 hours to get the stable weight.  The dried 

samples were pounded with a mortar and pestle and 

sieved to the size 250-500 µm. The powder of 

adsorbent was ready to use and kept it at room 

temperature. 

Adsorption Test 

The experimental design used was Completely 

Randomized Design with two (2) replications. The 

eight heavy metals, including Cd, Co, Cr, Cu, Fe, 

Hg, Ni, and Pb, and 5 variations of pH, namely 2, 3, 

4, 5, and 9 which were oscillated for 60 minutes 

(refer the result from the previous study). The 

correlation between pH and adsorption efficiency 

was analyzed using one-way ANOVA.  

The characteristic of Industrial wastewater 

obtained from the company was measured using 

ICP (Inductively Coupled Plasma), including pH, 

chemical oxygen demand (COD), Total Dissolved 

Solids (TSS), NH3, and initial concentration of 

heavy metals. Furthermore, 0.5 g of dried S. 

crassifolium was put into 50 mL wastewater and 

stirred for 60 minutes using a magnetic stirrer at 

200 rpm. The solution pH was adjusted to 2, 3, 4, 5 

and 9 with HCl (0.1 M) and NaOH (0.1 M). Then, 

the solution were filtered with Whatman paper 

BF/C code and the filtrate was analyzed using ICP 

to determine the metals concentration at 543 nm 

wavelength.  

Metals uptake and removal were calculated as 

the difference in the metal concentration(s) before 

and after sorption [26], according to Eq. (1). 

q = (𝑪𝒊 −  𝑪𝒇) x
𝑽

𝑴
(1) 

R =  
𝑪𝒊− 𝑪𝒇

𝑪𝒊
  x 100% (2) 

Where q =metal adsorption (mg/g); M = dry 

biomass (g); V= volume of the initial lead solution 

(L); Ci= initial concentration of lead in aquatic 

solution (mg/L); Cf = final concentration of lead in 

the aquatic solution (mg/L) at given time (t; min); R 

= removal percentage (%). 

RESULT AND DISCUSSION 

The preliminary research of the present study 

had been conducted in an aqueous solution on 

various types of macroalgae, Euchema spinosum, 

Padina minor and Sargassum crassifolium on Pb 

and Cr adsorption using various initial 

concentrations of 200, 300, 400, 500, 750, and 1000 

mg/L and 7 variations of contact time, namely 10, 

20, 30, 45, 60, 90, and 120 minutes [24] at pH 5 

[9].  Based on the study, S. crassifolium achieved 

97-98% (Fig. 1) as the highest adsorption of Pb at 

60 minutes contact time (Fig. 2). This was higher 

and relatively faster than the study of Sweetly et al 

[9] which achieved 89.75% removal. This is due to 

the high availability of active sites to bind 

adsorbent such as -COOH, -OH and -NH2 [27]. 

The ability of heavy metal adsorption by S. 

crassifolium tends to decrease after 60 minutes 

oscillation because the metal binding on the active 

site has already saturated. 

The highest Cr adsorption by S. crassifolium 

was 99% achieved at 30 minutes contact time.  

Fig. 1 Adsorption percentage of heavy metal in an 

aqueous solution at different initial 

concentration [24]  
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Fig. 2 Adsorption percentage of heavy metal in 

aqueous solution at various contact time 

[24] 

Sargassum crassifolium showed the fastest time to 

reach the highest adsorption percentage than E. 

spinosum and P. minor, due to the high number of 

active sites (carboxyl, amine, and hydroxyl) on the 

surface of the S. crassifolium’s epidermis. 

Therefore, of the previous study‟ results, S. 

crassifolium belonging to Phaeophyta division 

could be claimed as the most suitable adsorbent for 

lead supported by a stronger form of the cell wall, 

predominantly alginic acid or alginate, compared to 

E. spinosum (Rhodophyta) and P. minor. 

Macroalgae S. crassifolium was able to adsorp 97-

98% of lead (Fig. 1) and capacity of adsorption 

55.56 mg/g fit Freundlich model (Tabel 1). This 

was assumed S. crassifolium had high adsorption 

capacity on heavy metal. Other studies have also 

supported by these findings [8, 9, 15,17, 21, 23, 

25]. 

The observation was continued using industrial 

wastewater to analyze the capability of macroalgae 

S. crassifolium on heavy metals adsorption, in 

various pH, 2, 3, 4, 5 and 9 for 60 minutes 

oscillation as the optimal contact time refer to the 

previous study.  

Table 1  Constant Value of Langmuir & Freundlich 

Isotherm 

Adsorbent Langmuir 

a b R
2
 

E. spinosum 32.26 0.0046 0.984 

P. minor 40.00 0.0026 0.934 

S. crassifolium 55.56 0.0008 0.882 

Freundlich 

k n R
2
 

E. spinosum 3.322 2.841 0.892 

P. minor 4.846 1.390 0.862 

S. crassifolium 2.453 1.379 0.976 

Source: [24] 

The pH value is one of the most important 

parameters in an experiment on a biosorption. 

Various studies have been conducted but using 

different biomass, such as Sweetly et al [9] using 

Sargassum, while Vimala and Das [13] using 

mushrooms as an adsorbent. The concentration of 

hydrogen ions in adsorption is one of the important 

parameters affecting the ionization rate of the 

adsorbent during the reaction and the replacement 

of positive ions in the active site [22]. 

The industrial wastewater used was assumed 

containing a high concentration of heavy metals as 

end-product of the industrial process. The 

wastewater samples obtained from the company of 

hazardous wastes treatment in Indonesia is a 

mixture of wastewater solution from various 

industrial companies. Thus, it absolutely contains a 

lot of heavy metals which have specific 

biochemistry characteristics and should be given 

serious attention from all stakeholders.  

The types of heavy metals contained in the 

industrial wastewater were Cd, Co, Cr, Cu, Fe, Hg, 

Ni, and Pb with initial pH 7.91. Several parameters, 

including pH, COD, TDS, NH3, and heavy metals 

from the industrial wastewater were also analyzed 

using standard methods (APHA-AWWA) [28]. The 

initial concentration of the various parameters for 

the untreated industrial wastewater is exhibited in 

Table 2. The untreated concentration was then 

compared to the treated industrial wastewater with 

S. crassifolium is presented in Table 3. In order to 

determine the safe limit of wastewater discharged 

into the environment, the Government Regulation 

of the Republic of Indonesia No. 82/2001 [6] is 

used as a guideline. 

Based on the regulation, most of the 

concentration of the heavy metals from the sample 

of industrial wastewater in various pH were above 

the threshold limit, but not too far away, except Cd, 

Table 2  Characterization of the untreated industrial 

wastewater 

Parameter Initial Concentration 

(mg/L) 

pH 7.91 

COD 8160 

TDS 18890 

NH3 656 

Heavy metals: 

Cd 0.10 

Co 0.0505 

Cr 0.41 

Cu 0.102 

Fe 2.69 

Hg 0.27 

Ni 1.1125 

Pb 0.04 
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Table 3  Concentration of heavy metals after treated 

by S. crassifolium 

Met. 
TH 

(mg/L) 

Cf (mg/L) 

pH 2 pH 3 pH 4 pH 5 pH 9 

Cd 0.01 0.001 0.001 0.001 0.001 0.01 

Co 0.2 0.026 0.027 0.031 0.036 0.043 
Cr 0.05 0.252 0.269 0.35 0.412 0.403 

Cu 0.02 0.044 0.045 0.088 0.481 0.058 

Fe 0.3 2.608 1.546 1.3 1.186 1.169 
Hg 0.001 0.008 0.0072 0.006 0.0065 0.002 

Ni 0.003 0.62 0.619 0.69 0.805 0.916 

Pb 0.03 0.033 0.01 0.026 0.031 0.046 

Note: TH: threshold limit based on Government 

Regulation of Republic Indonesia no 82/2001  

Co, Hg, and Pb were safely to be discharged to the 

environment (Table 3). Although the final 

concentration on those metals was still above the 

regulated threshold limit, the adsorption efficiency 

of those metals was quite good reaching 37.78-

56.86% removal (Cu>Fe>Ni>Cr). However, in 

terms of environment quality, this condition is not 

good and needs a serious attention especially on 

treatment process, including pH, type of adsorbent, 

and contact time to get an optimum heavy metals 

adsorption by the adsorbent.  

Regarding the adsorption capability of heavy 

metals by S. crassifolium, the percentage removal 

of Cd, Hg, and Pb from industrial wastewater was 

the highest, reaching 75-99.05%, mostly in acidic 

pH range, except Hg were in alkaline pH, as shown 

in Fig. 3. It further was followed by 

Cu>Fe>Co>Ni>Cr was found 37.78-56.86% 

removal in acidic pH range, as similar as reported 

by Davis et al [15]. It is was assumed due to the 

dissolution of some cytoplasmic components or 

ions, such as carbonates released into the solution 

and anion types, similar to the study by Latinwo et 

al [29] for chromium uptake. 

The carboxylic groups in the brown algae are 

generally the most abundant acidic functional 

group, such as in S. crassifolium.  They constitute 

the highest percentage of binding sites (more than 

Fig. 3 Removal percentage of heavy metal on 

industrial wastewater 

70%), especially in dried brown algal biomass [30]. 

Thus, the adsorption efficiency of the brown algae 

displays at pHs near the apparent dissociation 

constant of carboxylic acids as the majority of 

metals of interest (i.e. Cd, Co, Cu, Fe, Ni, Pb) [15], 

which is similar to this study result.  

The optimum removal of those metals from the 

industrial wastewater was completely achieved at 

60 minutes contact time which was contrary to the 

review by Davis et al [15] in red and brown 

macroalgae which were achieved in 180 minutes, 

although the adsorption efficiency was almost the 

same. The contact time did not show significantly 

correlated, as reported by Putri [24], however, it has 

a very significant effect on the cost of the industry 

for the processing of waste, including electricity 

and tools use. Besides, the metal hydrolysis 

constants, the ion size (ionic radius) and 

electronegativity have to be considered for the 

affinity of the adsorbent for adsorbing heavy metals 

[31]. 

Each type of heavy metal has the ability to 

bind with the cationic group on different 

macroalgae active sites depending on the chemical 

properties of the heavy metal and is highly 

dependent on the acidity (pH) conditions. The 

highest adsorption capability of S. crassifolium was 

achieved at range pH 2-5 for Cd, Co, Cr, Cu, Ni, 

and Pb, which similar to Sudiarta and Diantariani 

[22] and Susanti [32], except for Hg and Fe which 

was removed as much as 98.81% and 53.48 from 

the solution at pH 9. This is similar to the study 

reported by Cossich et al [33] for Cr, Latinwo [29] 

for Cr and Fe, and Davis et al [15] for Cd, Pb, Ni, 

and Cu. However, the affinity of the adsorbent for 

adsorbing Hg from industrial wastewater is quite 

rare studied. Huang and Lin [8] studied Hg 

adsorption by Sargassum in an aqueous solution 

which found pH 8-10 was the optimum adsorption 

capability with 70% removal of heavy metals. 

Another study was reported for red algae which 

could adsorb 99% Hg at pH 7-10 [34]. Similar to 

this study, the adsorption efficiency of Hg by S. 

crassifolium had almost reached 98% removal from 

industrial wastewater at pH 9.  

The studies reported above were tested in the 

aqueous solution which was differed from this 

study trialed in industrial wastewater. In this study, 

several heavy metals were removed from industrial 

wastewater below 56.86%, only Cd, Co, Hg, and Pb 

with 75-99.05% removal. Nevertheless, all the 

heavy metals were safely discharged to the 

environment because the concentrations were still 

below the threshold limit in accordance with the 

regulation [6]. The different adsorption capacity 

was due to the affinity of adsorbent to adsorb heavy 

metal which was related to the cationic binding 

system. At acidic pH (pH<5), it had positive surface 

charge and electrostatic repulsion from a number of 
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H
+
 ions and cationic species caused a lower 

attachment of metal ions. On the contrary, the 

adsorbent‟s sites carried negative charges at 

alkaline pH (pH>5) which favoring metal cationic 

complexes attachment. 

Thus, it can be confirmed that this experiment 

considers selective removal of heavy metals from 

industrial wastewater, in suitable pH (p<0.05) and 

contact time, in order to reach the optimum removal 

percentage. The safe concentration of heavy metals 

discharged into the environment, especially into the 

waters, is an important point because it can 

interfere with the life of living organisms and 

ultimately lead to death. That is why the 

international institutions develop standardization 

for food consumption that could expose through 

food to human through the food chain in nature. 

Those international institutions are the World 

Health Organization (WHO), Food and Agriculture 

Organization (FAO), European Medicine Agency 

(EMA) and Joint Expert Committee on Food 

Additives (JECFA) providing the guidelines of 

tolerable daily intake on exposure of heavy metals 

for the human being based on body weight (Table 

4). 

Table 4  Tolerable Daily Intake (TDI) for heavy 

metals 

Metals 

TDI (mg/50-60kg bw) 

WHO/FAO 

[35] 

EMA 

[36] 

JECFA 

[37] 

Cd 0.06 - 1 

Co - - - 

Cr 0.05-0.2 0.3 - 

Cu 3 0.05 - 

Fe 0.8 0.26 0.8 

Hg 0.005 - 1 

Ni 1.4 0.3 - 

Pb 0.214 - 2 

The concentration of heavy metals in food is 

the important information that has to be obeyed by 

all stakeholders in the industries.  Foods from the 

fishery products are mostly exposed to pollutants in 

the waters, which are mainly derived from 

industrial wastewater. Many studies reported 

contamination of heavy metals in the organism [38, 

39, 40], in sediments and waters [40, 41]. They 

reported that industrial wastes contribute to the 

water pollution and is responsible for solving that 

problem. 

In connection with the results of this study, the 

final concentration of heavy metals in the 

wastewater after the treatment by S. crassifolium 

was relatively safe for Cd, Cu, Hg, Ni, and Pb in 

accordance with TDI guideline, except for Cr and 

Fe. Therefore, the treatment of the industrial 

wastewater is the important process to conserve the 

aquatic ecosystem which further has a serious 

impact on human health. The regulations set by the 

government have to be obeyed by all industry 

stakeholders and prioritize law enforcement for 

those who violate.  

CONCLUSION 

Sargassum crassifolium from the Phaeophyta 

division showed the best ability to selectively 

adsorb 37.78-99.05% of heavy metals from 

industrial wastewater at pH 2-3 or 9 and contact 

time of 60 minutes. The highest adsorption 

capability was 75-99.05% for Cd, Hg, and Pb. Most 

of the heavy metals are still above the standard, 

both by the Government Regulation of the Republic 

of Indonesia No. 82/2001 and TDI standard, 

however, it exhibits high adsorption efficiency.  

This finding is useful for the industries which 

produce hazardous wastewater in the production 

process. This study is able to reduce the cost and 

time of wastewater treatment efficiently, although 

the selectivity of the heavy metals adsorption is one 

of the limitations of this study. However, the 

slightest reduction of a pollutant from industrial 

wastewater is very influential on environment 

condition and will give a significant contribution to 

the conservation of living organisms in the 

ecosystem sustainably.  
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ABSTRACT 

 
Health care services generate solid wastes that impose environmental risk if not properly managed, especially 

the one categorized as hazardous. The compliance of those facilities to the regulation regarding waste 
management—from the source by waste reduction, segregation, storage, transportation,  treatment, and burial— 
is important to be investigated to identified whether it has been conducted properly. This study was conducted in 
17 representative clinics by sampling their solid waste for five consecutive days, observing whether the 
operation of their solid waste management is conforming the related regulations, and performing logistic 
regression analysis to develop the correlation between independent variables (sanitary officer that specifically 
responsible for managing waste; routine budget allocated for waste management; standard operational procedure 
(SOP) for waste management; and waste management training for staffs) and dependent variables (color-coded 
waste containment; symbol assignment on waste container; and waste storage location). The results show that 
the medical waste generation rate was 0.070 kg/patient/day. Composition of the waste from clinics comprised of 
21% sharps, 42% infectious, and 37% general waste. The process of solid waste segregation, collection, and 
storage has not complied with the standard regulated by the government. Logistic regression analysis shows that 
for implementation of color-coded container the affecting factors are budget and SOP; for the availability of 
waste storage is staff training; while for symbol assignment there seem to be no significant factors affecting it. 
 
Keywords: binary logistics regression, health care clinics, medical waste, solid waste management,                          

Surabaya City 
 

 
INTRODUCTION 

Healthcare solid waste is waste generated from 
activities in healthcare facilities such as hospitals, 
clinics, research centres, and laboratories related to 
medical procedures. Of this waste, 75–95% consists 
of non-hazardous, domestic-like waste that poses no 
health or environmental risks, and 10–25% is 
composed of hazardous waste that poses health and 
environmental risks [1]. Due to its infectious nature, 
this waste must be well managed to prevent it from 
spreading diseases [2,3]. Infectious diseases such as 
cholera, dysentery, skin infections and hepatitis can 
be epidemically spread by improper medical solid 
waste management [4]. Inadequate waste treatment 
and disposal can also cause indirect health risks. 
Waste landfill, when not properly managed, may 
release pathogens, toxic pollutants, and odours to the 
environment. It can also expedite the growth of 
insects, rodents, and worms that lead to the spread of 
diseases. Improperly operated waste incineration 
may emit dangerous gases to the environment [1]. 

 The difficulties faced by developing countries in 
managing their medical solid waste is caused by a 
lack of financial investment, awareness on the part 
of administrators, trained staff, and appropriate 
technologies. Furthermore, the absence of national-

level standards and regulations leads to ineffective 
control and an inability to impose legal penalties on 
those who neglect their waste management duties 
[5]. Several developing countries, including Jordan, 
Iran, Brazil, India, Cameroon, Botswana, Vietnam, 
and Nepal, to name a few, have already 
implemented ministerial-level medical waste 
management regulations [6]. Indonesia also has 
comparable regulations. Environment and Forestry 
Ministry Regulation number 56, regulate the 
management of hazardous waste from health care 
facilities. This regulation has been adopted by 
Ministry of Health to regulate and monitor clinics by 
issuing Ministry of Health Regulation no 27 2017, 
Guidelines for Infection Prevention and Control at 
Health Service Facilities. This regulation 
standardises the management of hazardous waste at 
the point of origin by regulating waste reduction, 
segregation, containment, transportation outside the 
facility of origin, treatment and burial [7].  
 Unfortunately, many healthcare facilities fail to 
comply with these regulations, continuing to 
improperly dispose of their waste without 
punishment [8]. These facilities dispose of their 
untreated medical waste mixed with general waste in 
open areas [9]. The limited availability of waste 
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collection facilities, including the use of unsafe 
containers and the absence of colour-coding for 
medical waste, also posed obstacles to proper waste 
segregation [8]. The segregation of waste in 
accordance with its type, waste containment, as well 
as storage that complies with standards, is key to the 
control of risk at the origin of waste. The owners or 
operators of healthcare clinics play a crucial role in 
this process. Segregation is the key to minimizing 
waste. It can reduced the amount of medical waste to 
be treated up to  70.1% thus reduce significant 
amount of cost [10]. Mistakes in segregating waste 
at the source or placing the waste in the wrong 
container occurred in small hospitals and clinics 
[11]. The well-executed waste segregation at the 
source by providing good containers is the early 
steps of a good waste management that are 
important to do. 
 Logistic regression model is one of regression 
methods used to find out the correlation of 
categorized response variable with one or more 
independent variable as category or continue. The 
research objectives were to investigate the 
management of medical solid waste in clinics in 
Surabaya, and to determine the factors that influence 
the implementation of waste containment and 
storage using logistics regression.  
 
METHODS 

This research is a descriptive study of solid waste 
management in clinics in Surabaya City that took 
place in 2017. Out of 285 clinics, the study was 
conducted in 17 clinics, spread across the city, that 
were willing to issue a formal permit. Waste 
generation sampling was performed over five 
consecutive working days by weighing the waste 
and recording the number of outpatients. To 
investigate the clinics’ compliance with the waste 
management regulations set out in Ministry of 
Environment and Forestry Regulation No. 56, 2015, 
observation and survey questionnaires were also 
conducted.  
 The clinics’ waste management practices were 
analysed using binary logistics regression. Four 
independent variables were determined for this 
analysis: a sanitary officer specifically responsible 
for managing waste (X1), routine budget allocated 
for waste management (X2), standard operating 
procedure (SOP) for waste management displayed in 
the clinic (X3), and waste management training for 
staff (X4). The dependent variables being observed 
were: colour-coded waste containment (Y1), symbol 
assignment on waste containers (Y2), and waste 
storage location (Y3). The absence of any of these 
variables was coded ‘0’ and its presence was coded 
‘1’ [12]. The complete set of variables used for the 
logistic regression model is presented in Table 1. 
 
 

Table 1. Variables used for logistic regression model  

No Variable Coding Independent 

1 Sanitary officer (X1) 
1 = Present  
0 = Absent  

2 Waste management 
routine budget (X2) 

1 = Present  
0 = Absent 

3 Waste management SOP 
(X3) 

1 = Present  
0 = Absent 

4 Waste management 
training (X4)  

1 = Present  
0 = Absent 

 Dependent  

1 Colour-coded container 
(Y1) 

1 = Present  
0 = Absent  

2 Symbol assignment on 
container (Y2) 

1 = Present  
0 = Absent 

3 Waste storage location 
(Y3) 

1 = Present  
0 = Absent 

 
Modelling analysis was conducted using IBM 

SPSS 20 software. Three models resulted: colour-
coded container model, symbol assignment model, 
and waste storage model. The logistic regression 
model follows equation (1).  
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where β0 is constant, βj is the regression coefficient 
and j is the number of predictor (independent) 
variables.  
 The logistic regression model requires predictor 
variables to have no multicollinearity. By calculating 
VIF, the multicollinearity can be determined. If VIF 
is less than 10 or the tolerance is more than 0.1, then 
the variables are free of multicollinearity. Table 2 
presents the results of the multicollinearity test, 
which shows that the dependent variables used in 
this study fit the requirement. 
 
Table 2. Multicollinearity test  

Variables Tolerance VIF 
Sanitary officer (X1) 0.362 2.765 
Waste management 
routine budget (X2) 

0.881 1.135 

Waste management 
SOP (X3) 

0.283 3.532 

Waste management 
training (X4) 

0.178 5.603 

 
RESULT AND DISCUSSION 

Surabaya City is the capital city of East Java 
Province, a metropolis with 2,95 million inhabitants 
covering an area of 33.306 Ha. Healthcare facilities 
in the city comprise 61 hospitals offering various 
classes and types of services, 63 community health 
centres, and 285 clinics [13].  
 The clinics observed in this study are privately 



SEE - Nagoya, Japan, Nov.12-14, 2018 
 

897 
 

owned. The establishment of a clinic is subject to 
government permission and the clinic owner must 
obtain an operational permit. Subsequently, the 
government will guide and supervise its operation. 
Clinics must comply with regulatory requirements 
governing their location, buildings, rooms, 
infrastructure, equipment and staffing. One of these 
requirements is to have waste management facilities 
[14].  
 
Waste management in clinics 
All clinics studied already separate their medical and 
non-medical (domestic-like) waste. Medical waste is 
further separated into sharps and infectious waste, 
which are contained in different containers. 
Government-owned community health centres in 
Surabaya separate their waste in a similar manner 
[15].  
 According to the regulations, medical waste 
containers must be equipped with lids or covers 
made of a puncture- and leak-resistant material. 
They must be lined with yellow plastic bags and 
must feature a proper identifying symbol according 
to the nature of the waste they contain. The survey 
results show that the containers in use are equipped 
with hard plastic lids, but only 41.2% of clinics use 
yellow containers, and only 29.4% of clinics have 
affixed infectious symbols on containers. The sharps 
symbol has been used because sharps are contained 
in special containers made of thick cardboard. 
Figure 1 shows the typical containers used to contain 
medical waste in clinics. 
 
 

   
 

Fig. 1 Containment of medical waste, sharps and 
non-medical waste 

 
The five-day waste generation sampling shows that 
the waste generated by clinics consisted of 21% 
sharps, 42% infectious waste, and 37% general 
waste. This composition differs from the 
composition of hospital solid waste in other 
developing countries. In Tripoli, Libya, the 
composition of sharps, infectious waste and general 
waste is 4%, 21%, and 74%, respectively. In Dhaka, 
Bangladesh, the composition is 2.8%, 18.4% and 
78.7%, respectively, while in Gujranwala, Pakistan, 
the composition is 0.87%, 25.8% and 73.8%, 
respectively [6]. This discrepancy arises because 
clinics only provide outpatient services; as a result, 
the waste generation from patients and staff 

activities are limited.  
 The waste generation survey results show the 
generation of 0.07 kg/patient/day of medical waste 
and 0.040 kg/patient/day of non-medical waste. The 
patients visiting clinics are solely to get treatment 
and no other activities, therefore the genaration of 
non medical waste is low. The rate at which clinics 
in this study generated medical waste is similar to 
the rates in Pakistan (0.06 kg/patient/day), South 
Africa (0.07 kg/patient/day) and Tanzania (0.01 
kg/patient/day) [1]. Surabaya City Health 
Department recorded 256,143 patients per day, 
giving a waste generation figure of approximately 18 
tonnes/year—a sizeable number that must be given 
serious attention. 
 Non-medical waste does not require special 
treatment; thus, it is directly transferred to the 
nearest temporary waste storage site to await 
transportation to the government-owned landfill in 
Benowo. In contrast, medical waste requires special 
treatment. None of the clinics studied treat their own 
waste. They must therefore subcontract this activity 
to another party who has permission to transport and 
treat hazardous waste. Unfortunately, not all clinics 
were able to produce a manifest to prove that their 
subcontractors had the proper permits. The small 
volume of waste generated by the clinics means that 
daily transportation by the third party is impractical. 
Therefore, clinics must provide a waste storage area. 
This area must be protected with an impermeable 
floor and must be free of rodents and other animals. 
The maximum storage time is two days; if storage 
exceeds this timeframe, the waste must be kept at or 
below 0° Celsius. The survey shows that only 41.2% 
of clinics provide a special safe room, without a 
cooler, for storing their medical waste. The rest of 
the clinics keep their medical waste in a standard 
storage area or other unspecified space within the 
clinic, without posting any signs.  
 The success of solid waste management depends 
on the organisational capabilities of the clinic’s 
management, such as the presence of operations 
staff, operational guidance and adequate budget, as 
well as the clinic’s staff’s knowledge regarding how 
to properly manage the waste. The survey shows that 
only 11.8% of clinics have a dedicated sanitary 
manager, while the rest allocate responsibility for 
waste management to administrative staff. Only 
47.1% of clinics allocate a routine budget for waste 
management. Moreover, only 23.5% of clinics have 
standard operating procedures for waste 
management, while a mere 17.6% of clinics have 
staff that have been trained in waste management. 
These low numbers show the lack of awareness of 
clinic management of the importance of medical 
waste management. On the other hand, the absence 
of routine government control mechanisms to 
enforce clinics’ compliance with regulations 
worsens the situation. For better medical waste 
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management, Surabaya Government needs to make 
an effort to increase awareness, provide readily 
applied guidance or SOPs, and—if needed—
stimulant funding for clinics to manage their medical 
waste. Provision of a good waste management 
facility as an example for clinics may also be useful.  
 The correlation between the presence of 
dedicated sanitary staff, operational procedures, 
budget and training, on the one hand, and colour-
coded containment, symbol assignment and storage 
area provision, on the other, is analysed using 
logistic regression.  
 
Logistic regression model for colour-coded waste 
container  
The first step in creating a logistic regression model 
is to perform a univariate test model between the 
dependent variables with each independent variable. 
The test on βj will show whether a predictor variable 
can feasibly fit into the model. Each feasible 
variable will be modelled for the colour-coded 
container. The hypothesis is as follows: 

 

 
H0 : βj = 0 (no partial effect) 
H1 : βj ≠ 0, (has partial effect) 
where j = 1, 2, 3, 4 
 

Table 3. Univariate logistic regression test on 
colour-coded container  

Independent 
Variable  

B Wald Sig. 

Var Dep.: colour-coded container (present vs 
absent) 
Sanitarian (X1) 21.89 0.00 0.99 
Routine Budget (X2) 1.76 2.64 0.10* 
SOP (X3) 1.91 2.15 0.14* 
Training (X4) 1.28 0.91 0.34 

Note: α = 15% 
 
 Based on Table 3, when α = 15%, the 
independent variables routine budget and SOP 
significantly affect the implementation of a colour-
coded container for medical waste, showed by a sig. 
value of less than α = 15%; therefore, H0 is rejected. 
A value of α = 15% was applied because of this 
study’s small sample size (n = 17), giving a very 
small error tolerance. Subsequently, a parameter 
significance test was performed with the 
multivariate model, as shown in Table 4.  

 

Table 4. Multivariate logistic regression test on 
colour-coded container  

Independent 
Variable 

B Wald Sig. 

Var Dep.: colour coded container (vs absent) 

Constant -1.99 3.36 0.07* 
Routine Budget (X2) 2.10 2.64 0.10* 
SOP (X3) 2.32 2.15 0.14* 

Note: α = 15%; R2 = 0.387 

 
 Based on Table 4, it can be concluded that 
budget and SOP significantly affect the 
implementation of colour-coded containers, as 
shown by sig. being smaller than α = 15%, which 
means that H0 is rejected. The resulting simultant 
logistic model is expressed as equation (2):  

 
exg +++−= (1)(1) SOP 32,2dgetRoutine_bu 10,299,1)(  (2) 

 
with a probability function fit expressed by equation 
(3):  
 

)SOP 2.32dget(1)Routine_Bu 10.2.991-exp(1
)SOP 2.32dget(1)Routine_Bu 10.2.991-exp(

)(
(1)

(1)

+++

++
=xπ

 (3) 
 
Logistic regression model for symbol assignment 
on the waste container  
Table 5 shows that the independent variables with a 
sig. of less than α = 15% are budget and SOP, which 
means that both variables significantly affect symbol 
assignment. Subsequent multivariate analysis, as 
shown in Table 6, demonstrates that those variables 
did not simultaneously affect the implementation of 
symbol assignment on the waste container, as 
indicated by the sig. value exceeding α = 15%. 
Therefore, for this model, only a univariate model 
results; we were unable to produce simultaneous 
probability using a multivariate model.  

  
Table 5. Univariate logistic regression test on 
symbol assignment on waste container 

Independent 
Variable 

B Wald Sig. 

Var Dep.: symbol assignment (vs absent) 
Sanitarian (X1) 1.01 0.44 0.51 
Routine Budget (X2) 2.08 2.66 0.10* 
SOP (X3) 2.80 4.08 0.04* 
Training (X4) 1.99 2.06 0.15 

Note : α = 15% 
 
Table 6. Multivariate logistic regression test on 
symbol assignment on waste container 

Independent 
Variable 

B Wald Sig. 

Var Dep.: symbol assignment (vs absent) 

Routine Budget (X2) -0.29 0.15 0.70 
SOP (X3) 1.25 1.04 0.31 

Note : α = 15%; R2 = 0.642 
 
Logistic regression model for waste storage area  
The third model generated is a logistic regression 
with waste storage area as the dependent variable. 
Table 7 shows that the independent variables with a 
sig. of less than α = 15% are SOP and training. This 
means that both of these variables significantly 
affect whether clinics provide storage for their 
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medical waste or not. 
 

Table 7. Univariate logistic regression test on waste 
storage area  

Independent 
Variable 

B Wald Sig. 

Var Dep.: storage area (vs absent) 
Sanitarian (X1) -0.69 1.60 0.21 
Routine Budget (X2) -0.69 0.96 0.33 
SOP (X3) -1.20 3.34 0.07* 
Training (X4) -0.92 2.39 0.12* 

Note : α = 15% 
 
 The subsequent multivariate logistic regression 
test (Table 8) on independent variables found to 
have an effect in the univariate modelling (X3 and 
X4) resulted in the emergence of one significant 
independent variable: training. The sig. of variable 
X4 which is staff training, is less than α = 15%; thus, 
H0 is rejected. Therefore, the only variable that has a 
significant effect on the clinic’s provision of a waste 
storage area is whether or not any training is 
provided for their staff. The resulting model is 
expressed as equation (4):  

 

 exg +−= (1)Training 204,1)(           (4) 
 
with the probability function expressed as equation 
(5):  
 

)Training 204,1exp(1
)Training 204,1exp(

)(
(1)

(1)

−+

−
=xπ

   
(5)

 

  
Table 8. Multivariate logistic regression test on 
waste storage area  

Independent 
Variable 

B Wald Sig. 

Var Dep.: storage area ( vs absent) 
SOP (X3) 21.61 0.00 0.99 
Training (X4) -1.20 3.34 0.07* 

Note : α = 15%; R2 = 0.642 
 
The R2 of the model was 57.2% indicating that 

two independent variables, SOP and trianing, can 
partially explain Y3 variable which is medical waste 
storage. While the remaining 42.8% is described by 
other variables outside the model. 

Based on the probability function developed, 
clinics that arrange medical waste training (X4 = 1) 
has the probability to provide medical waste storage 
of 0.230. 

 
CONCLUSION 

This study successfully obtained data on the 
generation and composition of solid waste from 
clinics in Surabaya. Composition of waste fromm 
clinics comprised of 21% sharps, 42% infectious, 

and 37% general waste. Waste generation survey 
results show that medical waste generation was 
0.070 kg/patient/day, and non-medical was 0.040 
kg/patient/day.  

The segregation of solid waste into non-
hazardous and hazardous categories is being 
undertaken by all clinics. Nevertheless, waste 
containment is not compliant with the regulations 
governing the proper management of hazardous 
medical waste. Clinics subcontract the treatment of 
their medical waste to third parties; therefore, they 
require temporary storage for their waste prior to its 
transportation to treatment facilities. Not all clinics 
have an appropriate storage area. Moreover, not all 
clinic operators have special sanitary staff, routine 
budgets, SOPs, and training for their staff.  
 The performance of a logistic regression 
analysis demonstrated that the factors that 
significantly affect the implementation of colour-
coded waste containers in clinics are the presence of 
a routine budget and SOPs for medical waste 
management. A multivariate logistic analysis 
modelling the assignment of the symbol on waste 
containers yielded no significant variable. Thus, the 
model is based only on a univariate analysis. As for 
appropriate waste storage areas, the most significant 
factor affecting their presence is the waste 
management training provided to the clinic’s staff.  

This results show that assistance and supervision 
to clinics by Ministry of Health as the one who issue 
the operational permit must be improved. This is to 
ensure that the solid waste generated does not harm 
environment and health. Future research need to be 
conducted to further study the routine budget 
provided by clinics, as well as how good the staffs in 
charge knowledge of medical waste management.  
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ABSTRACT 
 

 The integration of public participation in Environmental and Health Impact Assessment (EHIA) is 
very significant in terms of its implication for sound decision-making and the sustainability of development 
activities. In this regard, the Thai EHIA system provides for a participation of stakeholders in an implementation 
of mega development projects. This is carried out through a number of techniques, particularly the holding of 
public hearings. In public hearings within the Thai EHIA context, shareholders are brought together in a forum to 
express their ideas and offer recommendations on a proposed project in order to guidance the decision-making 
process. Frequently, this forum leads to violent conflict among stakeholders. This study is aimed to state the 
importance of public participation in the Thai EHIA system and to evaluate the current practice of public hearing 
in development of a coal-fired power station. The case study, the Krabi coal-fired power plant project was 
premeditated and examined. The study revealed that the requirements for public hearing in the EHIA system have 
been promoted remarkably by both the 2007 and 2017 Constitutions. It concludes that public participation, in form 
of public hearing, in the EHIA process is essential and could bring gigantic benefits to all stakeholders including 
project owner, local communities, project proponent, and the nation as a whole. Thus, Thai citizens request greater 
participation in the decision-making processes concerning controversial matters.  Where public participation is 
disregarded, environmental conflicts and difficulties may be created for project development execution and 
sustainability. 
 
Keywords: public hearing, public participation, environmental and health impact assessment, stakeholders  
 
 
INTRODUCTION 
  
     The Thailand was one of the very first countries in 
Southeast Asia that implemented EIA [1]. The first 
institutionalization of the EIA process in Thailand 
began with the proclamation of the ENQA 1975. 
Section 17 of this act authorized the ministers, with 
the approval of the NEB, to specify notification for 
the type and size of projects or activities requiring 
EIA. In July 1981, the first notification specifying 
types and sizes of projects and activities requiring an 
EIA was announced. This notification applied to 
either public or private projects. In the early stages of 
implementation, the contribution from political and 
economic institutions to the promotion of 
environmental impact assessment was low, and 
environmental institutions usually had less power 
than economic agencies. The ONEB was perceived as 
not having sufficient authority. The EIA process was 
also criticized as being a closed process, it was 
primarily conducted by the project proponent, and 
was not available for the public unless the project 
proponent was willing to involve them [2]. 
     Until present, a mass of environmental problems 
and conflicts has occurred throughout Thailand. 
These controversies have dramatically increased 
public awareness of the deteriorating state of the 
environment and also the lack of an approach to deal 
with the country’s natural resources. Thus, the 

government formulated a new Enhancement and 
Conservation of National Environmental Quality Act 
B.E. 2535 (1992) [3].  
     The EIA is a systematic process which aims to 
predict, determine, and evaluate the significant 
environmental impacts of development projects in 
advance. It is also regarded as a useful analytical 
mechanism by providing this useful information to 
the decision maker to manage the decision process 
more systematically, timely and effectively [4]. 
Currently, in Thailand there are both the EIA and 
EHIA system, which concerns health impact, 
processes are compulsory system of procedural 
control mechanisms under the NEQA 1992 and the 
2017 Thai Constitution. Regarding the NEQA 1992, 
the EIA procedures are described in sections 46 to 48 
that the projects or activities that might cause 
significant impacts to the environment must have an 
assessment of environmental impacts before the 
projects or activities are implemented. The projects or 
activities that are obligated by law to obtain 
permission prior to construction or operation are 
required to prepare an EIA report and submit it to the 
permitting authority [[2], [3]].  
     In practice, the Thai EIA/EHIA process is largely 
controlled by the government. An expert review 
committee has been established for the EIA/EHIA 
system. The expert review committee comprises of 
expert members who are qualified and specialized in 
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various fields of related disciplines and the legal 
authority competent to grant permission for the 
project including: the secretariat of the OEPP as a 
chair, the head of the licensing agency, the head of 
involved governmental agencies, a maximum of 
seven environmental experts who are appointed by 
the ONEB, and an OEPP officer as a secretary [5].  
     Between the years 2007-2017, more than 100 
EHIA were conducted in Thailand and all of these 
were the subject of public hearing. This paper 
attempts to explore where many development 
projects were subjected to public hearings, what are 
the objectives and purposes, form and outcomes of 
public hearings. In practically, the problems 
concerning to the public hearing practice are 
investigate in order to find out alternative approach to 
improve the practice. 
 
 
PUBLIC HEARING PRACTICE IN THE EHIA 
SYSTEM IN THAILAND   

 
Public hearing is a form of participation in which 

stakeholders and proponents are brought together in a 
forum to express their opinions and offer suggestions 
on a proposed undertaking in order to influence the 
decision-making process. The purpose of this activity 
is to collect useful information from stakeholders for 
government decision-making so that a decision can be 
made on the foundation of objective facts. Moreover, 
it is a significant provision prescribing the detailed 
procedure on how the citizen can be involved in an 
administrative decision-making process. Thai law 
provides that citizens have the right to object to a 
project, and to participate in the hearing to articulate 
their views and evidence [5]. Since 1992, many 
public hearing activities have been arranged; many of 
them relating to huge development projects with 
potential effects on the quality of people's lives and 
the environment. In practice, however, the procedures 
have still been obstructed by some difficulties, for 
example, an unclear authority of the administrators; 
limitations on the project that can have a public 
hearing; and, unsystematic procedures [[2], [5]]. In 
practice, most public hearings last for a period of 
about three to five hours and are well attended. In a 
particular case, as many as 100-500 people attended 
the meeting. These included community’s leaders, 
community representatives, government officials, the 
project proponents and the project opponents. 

In Thai experience, many public hearings were 
carried out, and most of these hearings were carried 
out because of strong requests and pressure from the 
public. They did not take place on the initiative of the 
government. In addition, they were organized after 
the decisions about the development project or 
activities were already made. As a result, the public 
hearing in Thailand is perceived as a process that 

cannot stop the unrest, and was always too late to 
solve conflicts [6]. The important cases of public 
hearings in Thailand, which were perceived as 
unsuccessful, include the Yadana gas pipeline project, 
the Kao Hin Son Coal-fired power plant project and, 
particularly, the Krabi power plant project [3].  

The principles and processes for conducting 
public hearings are still unsystematic and 
complicated [[5], [6]]. There must be publicity 
processes concerning this activity. All basic 
information, such as, the appointment of committees, 
topics for the public hearing, summary of proposals 
by all related organizations, time of activity and 
registration period, venues for registration, how to 
provide information to the committees, and the 
characteristics of people that can register to join the 
activity has to be officially announced and widely 
notified to ensure that all related persons and parties 
are informed. Moreover, during the hearing process 
all relevant information, evidence and opinions from 
stakeholders and interested parties must be heard and 
be open to the public in order to avoid any influence 
or bias [7]. 

Because of these weak points of the directive, 
some have argued that the public hearing regulation 
should be reviewed, and reenacted as a parliamentary 
act.  

 
RESEARCH METHODOLOGY 
      
     Qualitative research was conducted utilizing a 
case study strategy of inquiry. A case study 
methodology is chosen as a key strategy to explain 
and conduct an in-depth study of a public hearing 
practice.  
     The data collection methods included semi-
structured interviews, non-participant observation, 
and documental review. A total of 29 semi-structured 
interviews were conducted with 17 community 
members, including community leaders and menbers, 
who participated in public hearing of the case study 
and 12 government officials, NGOs and EHIA 
practitioners who were key players in the public 
participation processes. Community participants 
were sought out using a snowball sampling approach 
starting with community leaders identified in EHIA 
reports and meetings with practitioners. The 
interviews took place in the participants' hometown 
and workplace. 
     All interviews and field notes were transcribed and 
coded into thematic categories. The data collected is 
often represented by quotes in the text below. These 
have been selected to highlight the intent and voice of 
our participants. 
 
RESULT AND DISCUSSION 
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BACKGROUD INFORMATION OF THE CASE 
STUDY: The Krabi coal-fired power plant 
 
     The Krabi coal-fired power plant project is one of 
a large-scale project in the south of Thailand which 
having significant environmental problems, in 
particular air pollutions. The project is located in 
Krabi province. According to the 2007 Thai 
Constitution, power plant projects that have a 
production capacity exceeding 100 megawatts per 
day, must conduct and Environmental and Health 
Impact Assessment (EHIA) study and submit this 
EHIA report before getting an approval from the 
Authority. Thus, the Krabi power plant project was 
required by law to conduct an EHIA study. 
Accordingly, the Krabi coal-fired power plant is 
suitable to be examined how public participation 
process through public hearing practice in managing 
environmental pollution control did not succeed since 
the project is having conflicts with a high level of 
controversy among stakeholders. 
 
RATIONALS FOR PUBLIC HEARINGS IN 
THAILAND 
      
     Typically, the Thai EHIA Procedure requires the 
project developer to hold a public hearing as public 
participation practice in EHIA system where: 

• the expected environmental and health impacts 
are considered extensive and far reaching:  

• there is great adverse public reaction to a 
proposal; and  

• there will be relocation or dislocation of 
communities. 

   In practice, the Thai regulations have accounted 
for the holding of public hearings on 35 types of 
development projects for EIA and on 12 types of 
mage-development projects. This can be attributed to 
the need to relocate or resettle affected communities 
as well as the strong public concerns expressed about 
the overall impacts of these projects. 
 
OBJECTIVES AND PURPOSE OF PUBLIC 
HEARING 
 

The main objectives for organizing these public 
hearings as part of the EHIA review process are: 

• to provide a forum for the proponent to inform 
the entire community of the outcome of the 
Environmental Assessment of proposed 
undertakings;  

• to verify the accuracy of the EHIA findings in 
relation to the situation on the ground;  

• to confirm that all the affected parties and 
stakeholders have been adequately consulted 
and have been part of the various decision-
making processes;  

• to offer the affected and interested parties, as 
well as other stakeholders, the opportunity to 
express their opinions on any issues considered 
outstanding; and  

• to promote effective public participation and 
ensure confidence in the Thai EHIA process as 
well as support for the proposed undertaking. 

 
RESEARCH FININGS 

 
Noticeably, public participation techniques 

employed in this case study were varied and could 
range from traditional public participation methods 
on an education and information provision level, to a 
more interactive approach such as public meetings. 
However, the majority of participation techniques 
were traditional. Thus, the public did not have more 
opportunities to discuss the issue and there was no 
appropriate means to manipulate the decision. Many 
affected villagers were frustrated with the 
participation process and their government because 
they felt that the process was not a participation 
process in which they could make any change to the 
decision or create appropriate dialogue. It seemed to 
be just a public relations activity to convince them to 
accept the project already approved. Clearly, in this 
case, traditional participation techniques had been 
unsuccessful in developing collaboration between 
stakeholders. 

 
This tallies with other finding [8] that traditional 

methods, in particular public hearings or meetings, 
was always held in a fixed place or location and at a 
fixed time, often during office hours. Thus, many 
people were not available to attend. These activities 
could be dominated by minority groups and are often 
difficult for the lay people to understand since the 
whole process often involves highly technical 
information. Importantly, these meetings could lead 
to confrontation among stakeholders. 

 
Although there were many arguments expressing 

dissatisfaction with the implementation of 
participation methods, many participants enjoyed the 
developer’s activities such as seminars, site tour and 
sports activities. One local villager highlighted that: 

  
“I liked the multiple types of their participation 

approaches. They provided more benefits to us. I like 
their creative activities in particular the social 
activity. They made people share ideas, do more 
activities together. It benefits the whole society. 
Whenever we wanted to make input or learn more 
information about the power plant, we had a variety 
of ways to do that. They set up an open exhibition at 
their site for more than a month, and they also 
provided staff to answer our questions. They invited 
students and teachers to our communities to run their 
seminars. They did give us the information we wanted 
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to know” (Villager 6). 
 
Frequently, traditional public participation 

techniques have been criticized as ineffective 
approaches to engage the public,  Daniels and Walker 
[9] pointed out that, although traditional methods 
were being widely applied to provide the public with 
an opportunity to communicate their concerns with 
the authority and receiving feedback, they focused 
one-way transmission of information from the 
developer or the authority to the public and the public 
had less opportunity to input into an early stage of the 
decision-making processes. Importantly, a 
meaningful public input is not guaranteed. The 
citizens do not know how their input will be used and 
whether it will influence the decision.  

 
Although, there were many participation 

activities, in particular meetings or seminars, 
conducted by both sides [7], only supporters for each 
group attended these events. The project supporters 
joined in the forums conducted by the developers, 
while the project opponents always refused to 
participate in the activities organized by the project 
proponent or even the government. At the same time 
the local villagers set up their own activities to 
educate themselves on the issues. They conducted 
regular meetings in their location every week and 
most of them were supplied with information by 
NGOs and academics. One villager stated that: “In 
fact, we wanted to discuss or debate with the project 
owners; but when we set up the seminar with NGOs 
or other academics, they did not come. We wanted 
them to be in the forum to clarify our enquiries” 
(Villager 11). Another villager argued that: 

 
“Although I did join in some of their programs, 

most of the participants were their supporters. The 
developers invited only their supporters. Most of the 
impacted villagers did not participate. We did not 
believe what they tried to convince us. Their 
information was not correct” (Villager 4). 

 
In the Krabi case, at the beginning of the conflict 

escalation process, the protestors called for a public 
hearing to make their voice heard. However, the 
government paid no attention to their requests. 
Finally, the public hearing was conducted lather but 
it could not solve the problem since it was too late and 
the conflict was too complicated to solve. Although 
the public hearing was not the only technique 
employed to solve the problem, it seemed to be the 
most recognized mechanism to engage the public and 
solve the conflicts. There were a great number of the 
research interviewees who experienced this event. 
Some of them gave their perspectives on the positive 
side of the public hearing as follows.  

 
“From my point of view, it was a useful 

mechanism because it is a method for all stakeholders 
and interested parties to meet with one another and 
discuss together to find out agreements and 
disagreements. In the public hearing, there were a 
great number of the representatives from different 
stakeholders for instance; central government 
officers, local government officers, the developers, 
and local villagers. Different opinions were presented 
appropriately. I thought that was a pretty good mix of 
opinions. Although this vehicle did not work for this 
case, I think this was a good approach that had to 
happen” (Local government officer 4). 

 
On the other hand, many participants felt that the 

public hearing was not effectively arranged and, 
importantly, caused more conflicts. One academic 
researcher pointed out one weak point associated with 
large public hearings whereby too many participants 
in the hearing made it impractical for the organizers 
to allow every participant to present their ideas, so the 
organizers could not accurately ascertain the 
representative public views (Academic 1). 
Obviously, in this case, the public hearing seemed not 
to be an effective technique to engage the public, or 
to solve the conflict among stakeholders. 

 
“Basically, the public hearing aimed to bring 

everybody’s input into one forum. However, you 
could have too many difficulties if the participants did 
not sit down together, discuss based on reason, listen 
to other voices, and try to accept the views of 
everybody. Many different ideas were raised. How to 
manage this complex issue was still problematic. 
Moreover, how to make everyone pleased and accept 
the forum was more difficult” (Academic 1). 

 
A public hearing is a classic example of a 

participation technique grounded in a traditional 
approach, and perhaps it is the oldest and most widely 
used technique for citizens to participate in 
governmental decision making at the local, national, 
and international level. Frequently, the public hearing 
is the only main approach in the public participation 
program. In the Thai experience, a public hearing was 
a common technique which the government usually 
adopted to solve conflict problems in construction 
projects in a non-violent way [10]. However, it was 
clear that frequently this technique was not successful 
in solving the conflict in Thai society [11].  

 
On the equality issue, a public hearing hardly ever 

allows people to participate equally in the process 
with government officers and experts. This is 
because, normally, in the hearing, the authorities 
define the agenda, set up the format, and provide the 
information and analytical resources. Petts and 
Halvorsen [12] stated that the structure of the public 
hearing process could lead to expert bias and by 
nature of the public hearing, participants may not 
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truly the representatives of the public. In the public 
hearing of the Krabi power plant, a number of 
villagers claimed that the hearing committees were 
not neutral enough since some of them worked for, 
and had a close relationship with, the project 
proponent. Many participants agreed that public 
hearing committees should be neutral and allocate 
time fairly and give an opportunity for all participants 
to express their ideas, both negative and positives 
(Academic 1 and Local leader 2).  

 
Moreover, more than two-thirds of the 

participants from local villages claimed that the seats 
and the presentation time were distributed unequally 
between the participants. They explained that almost 
all of the participants in the hearing event were 
supporters. This made the villagers who wanted to be 
involved in the process feel that the hearing process 
was unequal and unfair. Thus, they boycotted the 
forum. The protestors sent only their representatives 
into the hearing. As one villager explained: 

 
“It was unacceptable from the beginning of the 

hearing process. The stage could carry less than two-
hundred participants. The number of impacted 
villagers who wanted to participate in the forum was 
vast and they could not all be registered. Only the 
members of central and local governments, the 
project owner, academia, and the villagers who 
supported the project were booked on the stage. On 
that day, we went there but we were excluded. We 
could not get in. We were all around the hall. The 
seats were limited and not enough for us. 
Furthermore, the process was not neutral, we did not 
want join them. We sent our representatives to present 
our concerns” (Local leader 5). 

 
One leader of the protestors, who joined in the 

hearing process, stated that there were limitations of 
presentation time for the protestors in the hearing and 
that the participants from the supporters and the 
developer had more chances to speak. She said that:  

 
“We wanted to express our perspectives, our concerns 
but we had very limited time. The representatives 
from the project owners and their supporters spent a 
lot of time talking. They had more opportunities to 
speak. I thought the process was offensive” (Local 
leader 2). 
 
OUTCOMES OF PUBLIC HEARINGS  
      
     At the end of any public hearing the panel submits 
a report making its findings and recommendations to 
the decision-maker or the authorities as an input to the 
EIA/EHIA review process. The authorities, to make a 
final decision, will determine all these concerns and 
recommendations. When the final decision is made 
on the project EIS, the Agency notifies the proponent, 

the Minister of Environment, Science and 
Technology, the appropriate sector Minister, the 
appropriate District Authority, and relevant 
government departments. 
     It is important to the government that the findings 
of public hearings have had considerable influence on 
the EHIA study. In some cases certain aspects of the 
project proposal had to be altered, additional 
mitigation proposals and commitments were made 
and final decision on projects delayed until 
substantive issues were addressed. For instance in this 
case study, the public hearing showed that an 
important group was not represented on the 
community and therefore were creating problems for 
the power plant in its concerns. 
 
CONCLUSION 
 
     Evidently, in the Thai EHIA’s system, public 
hearings are mandated by law; however, they can lead 
to troublesome rather than productive participation. It 
allows not only for the diffusion of antagonism, but 
also the assuaging of public opinions. This is 
especially the case if hearings are held late in the 
planning process, and there were no, or few, previous 
attempts to engage the public. As clearly presented in 
this case study, when the public hearing was held too 
late, it could not resolve conflict among stakeholders, 
and the situation became more controversial. This 
statement was supported by one key informant from 
educational section that: 
 
“In the Thai’s experience, we hardly found a 
successful public hearing. Indeed, Thai citizen 
ordinarily preferred to avoid controversy. However, 
in this case when people’s voices were not heard, they 
started to oppose the project. Public hearings could 
easily lead to confrontation among stakeholders. 
Importantly, the lay people were more likely not to 
listen to others’ concerns. Confrontation might work 
in a strong democratic country but not in Thailand. 
We were different. In my opinion, the public hearing 
was not suitable with the Thai context”. 
 

In summary, it could be argued that development 
projects, either initiated by the government or private 
sector which may cause significant impacts to the 
environment, must conduct a public participation 
process in form of public hearing in Thailand. In 
accordance with this finding, as stated by many 
academic and researchers [[7], [12], [13]], although 
the public hearing is a forum for discussions, it is 
often superficial and causes conflict over the 
exploration of the common ground.  Evidently, had 
public hearings has earlier distinguished as a weak 
mechanism for public involvement in many context. 
It could be said that the hearing could intimidate and 
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be prone to adversarial confrontation. In many 
development project in Thailand, a public hearing is 
not the most appropriate means of engaging the 
public. Thus, there is a keen need to find out the most 
appropriate participation technique to engage the 
public in the decision-making process. The key lesson 
is that public participation in EHIA study is essential 
and may lead to substantial benefits for both the 
project’s proponent and affected community. Where 
it is ignored it leads to conflicts and problems for 
every development project implementation, 
acceptability and sustainability. 
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ABSTRACT 

Studies focusing on the utilization of physical and chemical properties of sludge have been hampered by the 
difficulties of sample preservation while maintaining the desirable original physical and chemical properties. 
Meanwhile, re-obtaining samples with similar characteristics from nature is almost impossible. Previously, we 
reported the creation of an artificial sludge mimicking the general properties of the natural sea floor sludge of the 
Funabashi in Chiba. However, although useful for recreating sludge with high organic content (Funabashi = 
23.61%), the method was not useful for recreating sludge with low organic content (e.g. Hidaka in Wakayama = 
5.58%), because one of the ingredients, zeolite, has a high organic content (7.79%). In this study, we focused on 
the creation of a semi-artificial sludge using inorganic matters obtained from natural sea sludge. Sludge from 
Hidaka Port was cryopreserved in 4ºC, 0ºC, and –20ºC for a week, and changes in properties such as water 
content, of the 0ºC and –20ºC samples, were confirmed. We then recollected sludge samples from Hidaka, and 
removed their organic content by burning at 600ºC. Artificial organic materials were then added to the obtained 
inorganic matters, following the method described in our previous study. The resulting semi-artificial sludge 
mimics the properties of original. Thus in this study, we are successful in adjusting our previously proposed 
method, by recreating low organic content sludge by utilizing inorganic matters collected from natural samples. 
Future studies involving changing production and preservation conditions will be conducted to increase the 
robustness of our result reported here. 

Keywords: Artificial Sludge, Sea Sludge, Inorganic Content, Cryopreservation, Hidaka Port 

1. INTRODUCTION

1.1 Report of our previous studies 

Hedoro, which is a Japanese word for sludge 
collected from aquatic environment floor, is known 
to bring unwanted environmental effect in closed 
water environment (e.g. is lake, pond, and harbor). 
In a previous study, hedoro is composed of inorganic 
matter such as mud or sand, organic matter from 
nutrient salt or protein, and sulfide as the cause of 
the “rotten egg” smell [1]. Hedoro is also known to 
bring malicious environmental effects such as 
eutrophication causing bacterial and other 
organismic blooms, bad smell caused by hydrogen 
sulfide, and captured radioactive cesium. 
Accordingly, in order to purify water environment, 
methods have been devised to clean the hedoro from 
the aquatic environment, such as decontamination. 
Some decontamination methods have been reported 
by previou studies, for example decomposing 

hydrogen sulfide by oxygen [2], and 
decontamination by decomposing organic matter [3]. 

However, in such studies, it is crucial to obtain 
and to collect hedoro every time for the clean sludge 
research, because hedoro is only available in nature. 
However, the condition of the natural environment 
(e.g. weather and seasonal changes) during sampling 
affects the characteristics of the hedoro,.It is 
impossible to set all environmental conditions to be 
the same for all samples. For example, we have 
shown that the organic contents in Hidaka Port in 
Wakayama in Japan changes each month, [4]. 

We proposed the production of an artificial 
sludge useful for research requiring sludge with its 
early values constant. By hedoro’s chemical analysis, 
we found that we were able to produce artificial 
sludge by using dry yeast as the source of organic 
matter, zeolite for inorganic matter, and sodium 
sulfide nonahydrate (Na2S ・ 9H2O) to recreate 
sulfide content. In this experiment, we succeeded to 
reproduce hedoro collected from the Funabashi port 
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in Chiba, Japan [5]. We also showed that dry yeast, 
as the source of organic matter in artificial sludge, 
has the ability of capturing cesium, and thus similar 
to natural hedoro [6] [7]. 

1.2 Artificial sludge weaknesses 

During our previous experiment to produce the 
artificial sludge, we first made the “artificial sludge 
base” by mixing dry yeast and Na2S・9H2O. Next, 
we added zeolite with the sludge base: base 
composition equals to 0:100, 41.7:58.3, and 
83.3:16.7. We calculated the calibration curve of the 
heat-weight loss analysis (TG; Thermo-Gravity 
analysis) (Fig. 1) by primary equation and quadratic 
equation, and use average value as best addition rate 
of the sludge base to produce the artificial sludge. 
However, when we measure the 0:100 sample, 
despite the lack of organic content addition, we 
found out that it has the organic contents of 7.79%. 
The main ingredient zeolite, being made of only 
inorganic matter (silicon and aluminium), is 
supposed to content no organic material. We 
considered that the ingredient zeolite probably 
captured microorganisms and water in the air, and 
thus obtained its organic content. 

 
 
 
 
 
 
 
 

Fig. 1: Calibration curve in artificial sludge 

 
 
 
 
 
 
 
 

Fig. 2: Change of zeolite by time series 

To test the possibility that zeolite capture organic 
matter from the air, we then burned the zeolite in 
600 ºC to get rid all of possibly contained organic 
matter (the incinerating temperature of organic 
matter), and put the obtained sample in the open air 
in the lab.  The organic content was then measured 
by TG once a day, and we found the organic content 
6.91% as the maximum value after putting the 
samples for four days (Fig. 2). From this result, we 
can conclude that zeolite has the possibility to obtain 
organic matter during preservation. Accordingly, 
when such preserved zeolite was used to produce an 
artificial sludge, it is impossible to reproduce an 
artificial sludge with the organic content lower than 
the organic content of the zeolite itself. 

2. CHANGES OF HEDORO PROPERTIES

DURING STORAGE 

In this study, we proposed one way of long-term 
storage of natural hedoro, because it is difficult to 
reproduce low organic content by our present 
artificial sludge. Some have suggested to store the 
samples at low temperature: freezing at –20 ºC to –
18 ºC, cold storage at 0 ºC, and refrigeration at 2 ºC 
to 6 ºC. For this experiment, we put our samples in a 
freezer for the –20 ºC treatment, ice pack for the 0 
ºC treatment (Fig. 3), and in a fridge for the 2 ºC–
6ºC treatment. Change of the hedoro samples’ 
organic contents and moisture contents were 
measured daily after one week. Samples were 
collected in Hidaka port in 22th February 2018 and 
30th March 2018. The organic contents of the 
samples were 2.00% in February and 1.16% in 
March. 

We measured the organic contents twice for each 
sample. Both measurement results showed only 
slight differences as shown in Table 1 (-0.01%/day 
to 0.00%/day). We also checked the possibility of 
the same slight differences in other hedoro samples 
collected from a channel in Gobo city at Wakayama,. 
The organic contents of the channel’s hedoro 
samples were 16.40% and 4.69%. Interestingly, our 
organic content measurement showed that both 

Fig. 3: Ice petri dish 
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samples had an organic content increase of +1.93% 
to +2.30% daily (Table 2). Standard deviation, it was 
shown results as Table 3. Values were under 3.8% 
(n=3) in all, so we understood that has no problem in 
present results of organic contents. On the other 
hands, in our present study, we are unable to 

Table 1: Change of organic contents in storage (1) 

Time 
[days] 

Organic 
contents 

[%] 

Original  
organic 
contents 

[%] 

Change 
[%] 

Change 
of 

average 
by time 
[%/day] 

Way 
of 

save 

7 1.75 2.00 -0.25 
0.00 

Free
zing 7 1.38 1.16 0.22 

7 1.70 2.00 -0.30 
-0.01 

Save 
in  
ice 7 1.35 1.16 0.19 

7 1.64 2.00 -0.36 
-0.01 

Refri
gera 
tion 7 1.41 1.16 0.25 

Table 2: Change of organic contents in storage (2) 

Time 
[days] 

Organic 
contents 

[%] 

Original  
organic 
contents 

[%] 

Change 
[%] 

Change 
of 

average 
by time 
[%/day] 

Way 
of 

save 

7 31.09 16.40 14.69 
2.30 

Free
zing 8 24.69 4.69 20.00 

7 27.14 16.40 10.75 
2.28 

Save 
in  
ice 8 28.83 4.69 24.14 

8 21.31 16.40 14.31 
1.93 

Refri
gera 
tion 8 20.82 4.69 16.62 

Table 3: Results of standard deviation to change 
organic contents in storage 

n 

Standard deviation 
in organic contents 

Free 
zing 
[%] 

Save 
in ice 
[%] 

Refrige 
ration 
[%] 

Natural 
hedoro in 
Hidaka 

port 

3 0.22 0.47 0.32 

3 0.21 0.18 0.20 

Channel’s 
hedoro in 
Gobo city 

3 1.13 3.73 1.47 

3 1.16 1.89 3.46 

pinpoint with confidence the reason of the daily 
increase, because the samples were put in airtight 
ziplock bags to prevent outside contamination. Some 
possibilities could be related to temperature changes 
[8] - [13] and possible microbial contaminations and 
proliferations [4] [14] [15].  

Based on this observation, although refrigeration 
(2 ºC to 6 ºC) seemed to be probably the better way 
of storage (as shown by the slight increase; Table 2), 
it still could not prevent the changes of organic 
content.  
In the previous sections, we have discussed that it is 
almost impossible to store natural hedoro with its 
original physical and chemical conditions kept 
unchanged. The organic content of a hedoro sample 
changes, even only days after sample collection. For 
example, hedoro in Hidaka port collected in April 30 
was measured on the next day to have an organic 
content of 12.54%, but after 11 days, the value 
changed to 1.38%, and after 13 days, 1.61%, all 
samples kept at room temperature. 

We also measured the changes of the moisture 
content in the sludge during preservation. We have 
previously mentioned that when a hedoro was frozen, 
its moisture content expanded during the ice crystal 
formations, causing component materials of hedoro 
to be broken. The structure and physical properties 
of such samples, when thawed, changed to be like 
those of tundra soil thawed samples; materials 
became spongy, with increased but leaky moisture 
content. We measured the changes of moisture 
contents of our samples by TG analysis. First, we 
heated the samples at 100ºC for five minutes to 
sterilize possible contaminations. After that, we start 
our first measurement, and subsequently repeat 
measurements every five minutes, while 
continuously heating the samples at 100ºC. Our 
samples were the hedoro collected from the Hidaka 
port (organic contents: 2.00% and 1.16%), hedoro 
from a channel in Gobo City (organic contents: 
16.40% and 4.69%), and artificial sludge samples 
(organic contents: 20.64% and 28.01%). The results 
are shown in Fig. 4 to Fig. 9 (●: Refrigeration, ▲: 
Freezing, □: cold storage in ice). 

 
 
 
 
 
 
 
 
 

Fig. 4: Change of moisture content in hedoro (1) 
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Our result indicates that for the hedoro collected 
from Hidaka port, the lowest values of released 
moisture content were 2.81% (first sample; organic 
content: 2.00%; preservation method: cold storage in 
ice; Fig. 4) and 8.28% (second sample; organic 
content: 1.16%; preservation method: cold storage in 
ice; Fig. 5). For hedoro samples from the Gobo City 
channel, the values were 17.51% (first sample; 
organic content: 16.40%; preservation method: cold 
storage in ice; Fig. 6) and 13.24% (second sample; 
organic content: 4.69%; preservation method: 

 
 
 
 
 
 
 
 

Fig. 5: Change of moisture content in hedoro (2) 

 
 
 
 
 
 
 
 
 

Fig. 6: Change of moisture content in channels (1) 

 
 
 
 
 
 
 
 

Fig. 7: Change of moisture content in channels (2) 

refrigeration; Fig. 7). 
Our  result  for  the ar t i fic ial  sludge were 

inconclusive (Fig. 8 and 9; organic contents were set 
to 20.64% for the first sample, and 28.01%for the 
second sample). This result, however, emphasize the 
difficulties of maintaining both the moisture and 
organic content of samples during preservations, 

 
 
 
 
 
 
 
 

Fig. 8: Change of moisture content in artificial (1) 

 
 
 
 
 
 
 
 

Fig. 9: Change of moisture content in artificial (2) 

Table 4: Significant difference in moisture content 

n 
Significant difference 

● and ▲ ▲ and □ ● and □

Natural 
hedoro (1) 

3 p = 0.495 p = 0.498 p = 0.497 

Natural 
hedoro (2) 

3 p = 0.367 p = 0.446 p = 0.421 

Channel’s 
hedoro (1) 

3 p = 0.498 p = 0.363 p = 0.469 

Channel’s 
hedoro (2) 

3 p = 0.498 p = 0.498 p = 0.498 

Artificial 
sludge (1) 

3 p = 0.498 p = 0.498 p = 0.496 

Artificial 
sludge (2) 

3 p = 0.494 p = 0.496 p = 0.496 
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regardless of the method utilized, and we can show 
this difficulties from results  that is no significant 
difference (Table 4). Without doubt, such changes 
also will affect the physical and chemical properties 
of the samples. The artificial sludge production 
method follows our previous report [5]. 

Then, we considered relation with organic 

 

Fig. 10: Relation with organic matter and water (1) 

 
 
 
 
 
 

Fig. 11: Relation with organic matter and water (2) 

 
 
 
 
 
 
 
 

Fig. 12: Change of moisture contents by times 

(●:7 days, ▲:15 days, □: 30 days) 

contents and moisture content; we thought result of 
freezing is standard as 1, and changed values in 
others than freezing. Result was Fig. 10, it was 
shown relationship. But it was wrong that shown 
values under 0, so we regulated two conditions in 
relationship; maximum value was nearly 2, and 
minimum value was over 0. As a result, we guessed 
formulas in relation with organic contents (X) and 
moisture content (Y) (Fig. 11). 

Y ≓ 0.0053X
3
 - 0.3435X

2
 + 7.0758X - 45.062 

(13.65 ≤ X < 29.53)  (1) 

Y ≓ 0.0053X
3
 - 0.5967X

2
 + 22.0250X - 265.740 

(29.53 ≤ X < 45.43)  (2) 

Y ≓ 0.0053X
3
 - 0.8498X

2
 + 45.0240X - 788.110 

(45.43 ≤ X < 61.33)  (3) 

Y ≓ 0.0053X
3
 - 1.1030X

2
 + 76.0730X - 1740.200 

(61.33 ≤ X < 77.23)  (4) 

Y ≓ 0.0053X
3
 - 1.3561X

2
 + 115.1700X - 3249.900 

(77.23 ≤ X < 93.13)  (5) 

X = 1.7 + 7.95*n                          (n: Constant)  (6) 

methods follow our previous report of artificial 
sludge [5]. 

3. SEMI–ARTIFICIAL SLUDGE

3.1 The production of semi-artificial sludge using 

inorganic matter extracted from natural hedoro 

In our present study, inorganic matter from two 
hedoro samples collected from the Hidaka port 
(February 2018 and May 2018) were extracted by 
combustion at 600 ºC to completely burn organic 
materials from the samples. Then, we made three 
types of artificial sludge with differing organic 
contents, by using the leftover inorganic matters 
from the burnt samples. The organic content were 
calibrated using the previously mentioned "artificial 
sludge base" (= sludge base). The three types of 
samples are as follow: sludge base/natural sludge 
inorganic matter = 0/100, 41.7/58.3, and 83.3/16.7. 
We then created a calibration curve to analyze the 
organic/inorganic ratio. These compositional ratios 
enabled us to recreate samples mimicking the natural 
hedoro collected in February (organic content = 
1.30%; Fig. 13), and in May (organic content = 
1.50%; Fig. 14). Based on or analysis using the 
hedoro were 3.10% to recreate February sample, and 
calibration curve, the best value of sludge base 
powder addition/inorganic material from the natural 
0.73% for May sample. We were successful in 
following the recipe, with the margin error during 
addition between 0.13% – 0.14%. 
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3.2 Results 

The resulting semi-artificial hedoro, interestingly, 
showed different organic content ratio than what was 
predicted by the calibration curve. For the February 
sample recreation, the expected organic content was 
1.22%, and for May was 1.58%.  However, the 
actual observation value we obtained were 1.31% 
(Table 4) and 2.86% (Table 5), respectively. 
Therefore, the February sample-mimicking semi-
artifical hedoro had +0.09% than the expected value, 
while the May one showed +1.28% than expected 
value. 

The result indicated that we were unable to 
recreate the May sample, because the margin of 
error was bigger than 1.0%. This is probably 
because it is difficult to add the sludge base powder 
less 1.0% of the total organic/inorganic mix, since in 
this experiment we only made ca. 1 gram of semi-
artificial sludge. 

When we looked at the calibration curve, some 
inorganic content values were too high (more than 
98.94% = organic content values were under 1.06%), 
causing the ideal values of sludge base needed in the 
mix, in effort to reproduce such samples, to be less 
than 0.0%. This indicates also that there are some 
places we still need to improve in the present 

 

 

 

 

 

 

 

 

Fig. 13: Calibration curve (1) 

 
 
 
 
 
 
 
 

Fig. 14: Calibration curve (2) 

method presented here. 
However, despite some weaknesses, we were 

successful in further improving the weaknesses of 
our artificial sludge production methods reported 
previously [5]. For example, in a previous section 
(2.1), we mentioned that it was impossible to 
recreate natural hedoro with low organic contents 
(less than 6.91%). However with our method 
presented here, although future research for 
improvement is still needed, we were successful - 
with certain limitations- to recreate low organic 
contents hedoro, such as those from the Hidaka port, 
and we need to resolve reproducibility, consider 
from p value in significant difference (Table 6). As 
these results, we understood that higher 
reproducibility in first experiment (Table 4) by 
0.181 than second experiment (Table 5) by 0.499. 
But we couldn’t show p value under 0.05 in this 
study. 

4. CONCLUSION

In our present study, we were successful in 
improving our previously reported method to 
recreate natural hedoro with low organic content 
(high inorganic content) by utilizing inorganic 
matter extracted from the original natural hedoro. 
Inorganic matter storage is much easier and more 

Table 4: Result of reproduction (1) 
22th Feb., 2018 Organic contents [%] 

Natural 
Average as 

1.30 

0.92 
1.43 
1.53 

Semi-artificial 
(Added 2.96% 

of A. S. powder) 

Average as 
1.31 

1.09 
1.37 
1.47 

Table 5: Result of reproduction (2) 
25th May, 2018 Organic contents [%] 

Natural 
Average as 

1.50 

1.40 
1.77 
1.33 

Semi-artificial 
(Added 0.86% 

of A. S. powder) 

Average as 
2.86 

2.80 
3.17 
2.61 

Table 6: Standard deviation and significant 
difference in semi-artificial hedoro 

Standard 
deviation 

significant 
difference 

Natural (1) 0.268 
p = 0.181 

Semi-artificial (1) 0.161 

Natural (2) 0.196 
p = 0.499 

Semi-artificial (2) 0.232 
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reliable, since organic matters changes drastically 
during storage, causing changes to the properties of 
the hedoro samples. Therefore, the recreation of a 
semi-artificial sludge using preserved inorganic 
materials extracted from the original natural samples 
would allow successful recreations of the original 
natural hedoro. 

To summarize: 
(1) If use zeolite in artificial sludge like previous 

study, it is difficult to mimic under 6.91% by 
conditions. 

(2) About to storage hedoro for experiment, organic 
contents were changed under freezing. So it is 
important to keep under refrigeration when 
storage organic matter. 

(3) Moisture contents were changed by many 
elements; way of storage, time of storage, and 
organic contents. 

(4) It is impossible to keep hedoro same as natural 
conditions. 
In the future, we will try to improve our method 

to recreate natural hedoro with low organic content, 
or high inorganic content. We will also consider and 
test other possible source of organic matter besides 
yeast extract, and inorganic matter besides zeolite.  
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EFFECTIVENESS OF USING CICADA SHELL AND RIVER 
BRYOPHYTE AS AN INDEX OF AVAILABLE CU, ZN, PB, AS, NI AND 

CR CONTAMINATION   
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ABSTRACT 

 
Cicada shells, mainly Black Cicada, were analyzed in metropolitan parks in Wakayama and Osaka 

prefectures. Cu, Pb, Cr, Zn, and Ni concentrations of black cicada shell at parks which were developed on former 
factory land were 10 to 100 times or 10 times higher than those at normal metropolitan parks. Therefore, high Pb, 
Cr, Zn, and Ni concentrations of black cicada shells were thought to have been caused by soil metal 
concentration. Cu, Pb, Zn and As concentrations of large brown, small and evening cicada and anotogaster 
sieboldii shells at metal mines were high and their high concentration was influenced by soil contamination 
caused by tailings. Cr and Ni concentrations of small, evening and robust cicada shells at serpentinite areas were 
10 times higher than those of other normal cicada shells. Therefore, high Cr and Ni concentration was also 
thought to be caused by serpentinite soil metal concentration. As a result, metal concentration of cicada shell was 
thought to be influenced by soil metal condition. For Pb Zn, Cu Cr, Ni, and As, metal concentrations of adult 
cicada were lower than those of cicada shell. Metal concentration of river bryophyte was influenced by mine 
activity such as waste water from tailings and geological condition. The maximum differences for Pb Zn, Cu Cr, 
Ni, and As concentrations between contaminated areas and non-contaminated areas were very high, 80,000, 
1,000,  20,000, 5,000, 2,000, and 2,000 times. Therefore, river bryophyte was influenced by river metal 
contamination and was also clarified to be an index of river contamination. . 
 
Keywords: Cicada shell, Metal, Bryophyte, Contamination 
 
INTRODUCTION 
 

Heavy metal concentration for soil is not uniform 
and it is difficult to measure available heavy metal 
concentration for terrestrial organisms because 
available heavy metal for terrestrial organisms 
depends on chemical form. Cicada shell and 
bryophyte are studied as an index of available heavy 
metal concentration for terrestrial organisms. Cicada 
larva lives in soil over several years and gets 
nutrition from the roots of trees. Heavy metal is 
accumulated in cicada larva through a bio-
concentration process. Some kinds of heavy metal 
for cicada shell are concentrated from cicada 
comparing concentrations between cicada and cicada 
shell. As cicada shell can be sampled on tree and 
leaves, cicada shell is easier than adult cicada to 
determine living place. Therefore the metal 
concentration of cicada shell is thought to indicate 
the available metal concentration of soil around the 
living place [1], [2].  

Heavy metal concentration for river water is very 
changeable and river metal contamination is thought 
to be cause by river water and river sediments. 
Consequently, it is difficult to measure the available 
heavy metal of river water. River bryophyte grows 
slowly and heavy metal concentration is relatively 
high in normal plants by a high bio-concentration 
process. Therefore, bryophyte heavy metal 

concentration along streams is useful for estimating 
river metal contamination, geological condition and 
metal waste water in river catchment around living 
place [3], [4]. The purpose of this study was 
therefore to clarify the effectiveness of using cicada 
shell as an index of soil metal contamination and 
river bryophyte as an index of river metal 
contamination. 

  
 METHOD  

 
Cicada shells and river bryophytes were sampled 

from 2015 to 2017 and 2015 to 2018 respectively. 
Sampling points were widely selected for covering 
metal contaminated and non-contaminated places. In 
particular, the Adelaide mine area with a large 
production of crocoite (CrPbO4) was selected for 
bryophyte sampling expecting Pb and Cr 
contamination [5]. The Waidani, Ikuno and Tada 
mines were also selected as Pb, As, Cu and Zn 
contamination places [6], [7]. 

The sampling points of black cicada shell were 
Nishikino metal wire factory (NMF) in the south of 
Osaka prefecture, Wakayama University (WUI) on 
the Mesozoic sedimentary rock (Izumi Formation) at 
the north of Kinokawa River, Akiba mountain 
(AMG) and Wakayama Castle (WCG) on 
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Sanbagawa Green schist, Wakaura and Saigasaki 
park (WSP) on Sanbagawa pelitic schist at the south  
of Kinokawa River in Wakayama Prefecture [8],  
Shirasagi Park (SIA), Suminoe Park (SuNA), 
Sumiyoshi Park (SuYA), and Sumiyoshitaisya 
(SuTA) on alluvial sediment in the Osaka plain, 
Nagai Park (NPP) on the plateau sediment, and 
Osaka Castle Park (OCF) which was developed after 
closing a military factory in Osaka prefecture. Other 
kinds of cicada shell were sampled at Ikuno 
polymetal mines (IKM), Tada Ginzan silver and 
copper mine (TGM), Tada housing site (THS) near 
Tada mine, south of Nakase mine (NSS), north of 
Nakase mine (NNS) on serpentinite in Hyogo 
prefecture [7]. Shell of anotogaster sieboldii was 
sampled at Waidani polymetal mine (WVM) in 
Okayama prefecture. 

 The sampling points of Australian bryophyte 
were the Adelaide mine shaft and entrance (ADM), 
Adelaide mine tailing (ADO) and creek near 
Adelaide mine (ADC), Dundas Extended mine pond 
(DEP) and tailing (DET), Stitchtite Hill (SHS) on 
serepentinite [5], Queen River from copper mine 
waste (QER) in the west of Tasmania Island and 
Costerfield mine Sb mine (CFA) and Dayslesford 
gold mine (DFG) in Victoria state [9]. Dundas 
extended mine and Adelaide mine produce a lot of 
Pb and Cr mineral. The sampling points of Canadian 
bryophyte were the Vermilion copper and nickel 
mine (VMP) and Crown reserve cobalt and silver 
mine (CCR) in Ontario Province. The sampling 
points of bryophyte of Japan were IKM, TGM, 
Nishinomaki arsenic mine (NSA), WVM, Mineoka 
serpentinite (MNS), Kongo granite mountain (KGG), 
Yoshino granite plateau, Ningyotouge granite 
mountain (NGG), and Okayama granite area (OKG).   

Sampled cicada shell and bryophyte were dried 
after ultrasonic cleaning then dissolved with 
concentrated nitric acid solution. The solution after 
filtration with 0.45 micrometer and stream water 
sample were analyzed for metal concentration by 
ICP-AES (Inductively Coupled Plasma Atomic 
Emission Spectroscopy, SPS1700HVR ; Seiko 
Instruments Inc.).   
  
RESULTS 
 
Metal Concentration of Cicada Shell  

 
Fig.1 shows Pb concentration of cicada shell. 

The Pb concentration of black cicada varied less 
than 0.01 to 600 ppm. NMF reached 600 ppm. 
Although the distance between SuNA, SuYA and 
SuTA is less than several km and under same 
geological condition, Pb concentration of SuTA 
shrine is, several tens ppm, 10 times higher than 
those of SuNA and SuYA parks. Pb concentration of 

black cicada at OCF is also little high, 10 ppm. 
Excluding NMF, OCF and SuTA, Pb concentration 
of black cicada were 1 to 10 ppm. As NMF is metal 
wire factory, SuTA is shrine and OCF is past closed 
factory, therefore these soils were thought to be 
contaminated. Pb concentration of the evening and 
small  cicada at IKM was high, 10 to 200 ppm and 
those of large brown at TGM were several tens ppm, 
over 10 times higher than those at THS although 
distance between both places was 10 km. Pb 
concentration of anotogaster shell at WVM was over 
10 ppm. 

Fig.2 shows Zn concentration of cicada shell. 
The Zn concentration of black cicada varied less 
than 10 to 1,000 ppm. Those at WUI and AMG were 
low, 10 too ppm and at the other places 100 to 1,000 
ppm. Zn concentrations of small cicada at IKM were 
high, 100 to 10,000 ppm. Zn concentrations of 
evening and large brown cicada were 10 to 100 ppm. 
Zn concentration of small cicada at IKM was high, 
10 to 200 ppm and those of large brown at TGM 
were over 10 times higher than those at THS 
although distance between both places was 10 km. 
Zn concentration at WVM was 500 to 700 ppm.  

Fig.3 shows Cu concentration of cicada shell. 
The Cu concentrations of black cicada were uniform, 
several to several tens ppm and difference between 
locations was less than 10 times. Cu concentration of 
small cicada at IKM was high, several tens to 2,000  

Fig.1 Pb concentration of cicada shell 

Fig.2 Zn concentration of cicada shell 
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Fig.3 Cu concentration of cicada shell 

Fig.4 Cr concentration of cicada shell 

Fig.5 Ni concentration of cicada shell 

Fig.6 As concentration of cicada shell 

ppm and those of large brown at TGM reached 700 
ppm, over 10 times higher than those at THS 
although distance between both places was 10 km. 
Cu concentration at WVM was over 100 ppm. Cu 
concentrations of evening cicada were very low, 1 to 
10 ppm at Nakase areas (NSS and NNS).   

Fig.4 shows the Cr concentration of cicada shell. 
The Cr concentration of black cicada varied less 
than 1 to 60 ppm. NMF reached 60 ppm. Cr 
concentrations of black cicada at NPP were also a 
little high, 10 ppm. Excluding NMF and NPP, Cr 
concentration of black cicada were 1 to 10 ppm. Cr 
concentration of small cicada at IKM was variable, 
several 0.1 to 10 ppm and those of large brown at 
TGM were less than 1 ppm. Cr concentration at 
WVM was less than several ppm. Cr concentrations 
of evening cicada at NSS and NNS were several to 
several tens ppm. 

Fig.5 shows Ni concentration of cicada shell. 
The Ni concentration of black cicada varied less 
than 0.1 to 20 ppm. NMF were high and reached 20 
ppm. Ni concentrations of black cicada at SuTA are 
little low, less than 1 ppm. Excluding NMF and 
SuTA, Ni concentration of black cicada were about 
1 ppm. Ni concentration of small cicada at IKM was 
1 to 10 ppm and those of large brown at TGM were 
less than 1 ppm. Ni concentration at WVM was 
several ppm. On the other, Ni concentrations of 
small and evening cicada at NNS were also 10 to 
100 ppm. 

Fig.6 shows the As concentration of cicada shell. 
The As concentration of black cicada varied 0.1 to 
10 ppm. NMF were low 0.1 to 1 ppm although other 
metal was relative to high. As concentrations of 
evening and small cicada at IKM were high, 1 to 200 
ppm. As concentration of anotogaster shell at WVM 
was high, 200 ppm. As concentrations of large 
brown cicada were 1 to 10 ppm. 

Adults at IKM are small cicada and adults at 
NNS and NSS are robust cicada. Comparing cicada 
shell with adults, Pb, As, Cr and Ni concentrations 
of small and robust cicada adults were smaller than 
those of shells excluding Ni concentrations at NNS. 
For Ni concentrations robust cicada at NNS, cicada 
shell is lower than those of adult. Zn and Cu 
concentrations of robust cicada adult were higher 
than those of shells however those of small cicada 
shells and adults were the same. Totally, adult metal 
concentrations were lower than those of shell.  
 
Metal Concentration of Bryophyte 

 
Fig.7 shows Pb concentration for river 

bryophyte. Pb concentrations at the Adelaide mine 
area (ADM, ADO, ADC, DEP, DET) were 
extremely high, over 1,000 ppm and reached 80,000 
ppm and reached also over 3,000 ppm at Japanese 
metal mines (IKM and TGM). Those at WVM were 
about 100. Those at non-contaminated area (MNS, 
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KGG, YSG, NGG  

Fig.7 Pb concentration for river bryophyte. 

Fig.8 Zn concentration for river bryophyte. 
Fig.9 Cu concentration for river bryophyte. 

 
and OKG) were 1 to 10 ppm. Those at the other 
areas (SHS, QER, CFA, DFG, VMP and CCR) were 
1 to 100 ppm.  

Fig.8 shows Zn concentration for river bryophyte. 
Zn concentrations at Adelaide mine area (ADM, 
ADO, ADC, DEP, DET) were high, 100 to several 
1,000 ppm and reached 7, 000 ppm and reached also 
over 10,000 ppm at Japanese metal mines (IKM and 
WVM). Those at TGM were about 1000 ppm. Those 
at non-contaminated area (MNS, KGG, YSG, NGG 
and OKG) were 10 to 100 ppm. Those at the other 
areas (SHS, QER, CFA, VMP and NSA) were 10 to 
100 ppm. 

Fig.9 shows Cu concentration for river bryophyte. 

Cu concentrations at WVM reached 20,000 ppm  

Fig.10 Cr concentration for river bryophyte. 

Fig.11 Ni concentration for river bryophyte. 
Fig.12 As concentration for river bryophyte. 

 
those at VMP, IKM and TGM were also high values, 
several 1,000 ppm. Those at Adelaide mine area 
(ADM, ADO, ADC, DEP, DET) were 10 to 1,000 
ppm. Those at non-contaminated area (MNS, KGG, 
YSG, NGG and OKG) were 1 to several tens ppm. 
Those at the other areas were 10 to 100 ppm. 

Fig.10 shows Cr concentration for river 
bryophyte. Cr concentrations at Adelaide mine area 
(ADM, ADO and DET) were extremely high, 10 
ppm to 5,000 ppm. Those at serpetinite (SHS and 
MNS) were high, 100 ppm. Those at non-
contaminated area (KGG, YSG, NGG and OKG) 
were 1 to 10 ppm. Cr concentration at high Cu 
sampling points, QER, VMP and WVM were less 
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than 10 ppm.  
Fig.11 shows Ni concentration for river 

bryophyte. Ni concentrations at Adelaide mine area 
(ADM, DET), Vermilion mine (VMP), Cobalt 
(CCR) in Canada and serpentinite area (SHS and 
MNS) reached extremely high, 2,000 ppm. Those at 
non-contaminated area (KGG, YSG, NGG and 
OKG) were less than 1 to several tens ppm. Ni 
concentration at high Cu sampling points, IKM, 
TGM, QER, and WVM were less than several tens 
ppm.  

Fig.12 shows As concentration for river 
bryophyte. As concentrations at WVM reached 
extremely high, 2,000 ppm and those at ADM, CCR, 
IKM and NSA also reached 500 ppm. Those at non-
contaminated area (KGG, YSG, NGG and OKG) 
were less than 1 to several tens ppm. As 
concentration at high Cu sampling points, TGM, 
QER, and VMP were less than several tens ppm as 
same as Non-contaminated area.  
 
DISCUSSION 
 

Mainly, black cicada shells were analyzed in 
metropolitan parks in Wakayama and Osaka 
Prefecture because large amounts of cicada shell 
samples were easily obtained in metropolitan parks. 
On the other hand, in forests, cicada shells are 
scattered and it is difficult to get a lot of cicada 
shells in a narrow area. Cicada shell was very 
limited in forests and it is important to find trees 
concentrated with cicada shells.  Then, if the 
contaminated area located in the forest, sampled 
cicada is not always expected species in the forest 
and cicada shell is not always found in contaminated 
areas. In the forest, large brown, evening, small or 
robust cicada shells were found in Kansai district. 

NMF is a steel wire factory and Pb, Cr, Zn, and 
Ni concentrations of black cicada shell at NMF were 
10 to 100 times or 10times higher than those at other 
points. In particular, the factory uses stainless (Ni 
and Cr alloy) and Ni and Cr contamination for soil is 
estimated and Pb or Zn was also thought to be used 
for producing steal wire. Therefore, high Pb, Cr, Zn, 
and Ni concentrations of black cicada shells were 
thought to be caused by soil metal concentration.   

OCF is a metropolitan park but was a military 
factory in former times. Cr, Pb, and Cu 
concentrations of black cicada shell were relatively 
high, 10 times higher than those of black cicada. Cr, 
Pb, and Cu concentrations of Cicada shell were 
thought to be influenced by soil metal concentration 
after the military factory.     

IKM and WVM are closed polymetal mines and 
their tailing contains Zn(sphalerite ZnS), 
Cu(chalcopyrite CuFeS2), As(arsenopyrite FeAsS), 
and Pb(galena PbS) minerals and TGM is a silver 

and copper mine those tailing contains Zn(sphalerite 
ZnS), Cu(chalcopyrite CuFeS2), and Pb(galena PbS) 
minerals [7]. Although shell specie were different, 
Cu, Pb, Zn and As concentrations of small and 
evening cicada and anotogaster shells at IKM and 
WVM were high and their high concentration was 
influenced on soil contamination caused by tailings 
as well as high Pb, Cu and Zn concentration for 
large brown at TGM mine.      

Cr and Ni concentrations of small, evening and 
robust cicada shells at NSS and NNS were 10 times 
higher than those of other normal cicada shells. 
Generally Ni and Cr concentration of serpentinite 
such as ultrabasic rock is high relative to other rocks. 
Therefore, high Cr and Ni concentration was also 
thought to be caused by soil metal concentration. 

As a result, metal concentration of cicada shell 
was thought to be influenced by soil metal condition. 
The maximum values of each metal for black, 
evening, small and large brown cicada shell were 
600, 200, 200 and several tens ppm for Pb, 1,000, 
100, 10,000, and 100 ppm for Zn, 60, 10, 2,000 and 
700 for Cu, 60, several tens, 10 and several ppm for 
Cr, 20, 100, 100 and 1 ppm for Ni, and 10, 200, 200 
and 10 ppm for As.  

High Pb concentration river bryophyte was found 
at metal mine areas (ADM, ADO, ADC, DEP, DET, 
IKM, TGM and WVM) and the maximum value was 
80,000 ppm. On the other hand, those at non-
contaminated area were 1 to several ppm and then 
Pb concentration of river bryophyte was influenced 
by mine activity such as waste water from tailings. 
The maximum difference between contaminated 
area and non-contaminated area was 80,000 times. 
High Zn concentration river bryophyte was found at 
metal mine areas (ADM, ADO, ADC, DEP, DET, 
IKM, TGM and WVM) and the maximum value was 
10,000 ppm. On the other hand, those in non-
contaminated areas were 10 to 100 ppm so the Zn 
concentration of river bryophyte was deemed 
influenced by mine activity such as waste water 
from tailings. The maximum difference between 
contaminated area and non-contaminated area was 
1,000 times. High Cu concentration river bryophyte 
was found at metal mine areas (ADM, ADO, ADC, 
DEP, DET, IKM, TGM and WVM) and the 
maximum value was 20,000 ppm. On the other hand, 
those at non-contaminated area were 1 to several 
tens ppm and then Cu concentration of river 
bryophyte was influenced by mine activity such as 
waste water from tailings. The maximum difference 
between contaminated area and non-contaminated 
area was 20,000 times. High Cr concentration river 
bryophyte was found at Adelaide mine areas (ADM, 
ADO, and DET) and serpentinite areas (SHS and 
MNS) and the maximum value was 5,000 ppm. The 



SEE - Nagoya, Japan, Nov.12-14, 2018 

919 
 

Adelaide mine area is accompanied with serpentinite.  
On the other hand, those at non-contaminated 

area excluding serpentinite area were 1 to 10 ppm so 
the Cr concentration of river bryophyte was deemed 
influenced by mine activity such as waste water 
from tailings and geological condition. The 
maximum difference between contaminated areas 
and non-contaminated areas was 5,000 times. High 
Ni concentration river bryophyte was found at 
Adelaide mine area (ADM, DET), Vermilion mine 
(VMP), Cobalt (CCR) in Canada and serpentinite 
area (SHS and MNS) and the maximum value was 
2,000 ppm. On the other hand, those at non-
contaminated area excluding serpentinite area were 
1 to several tens ppm and then Ni concentration of 
river bryophyte was influenced by mine activity 
such as waste water from tailings and geological 
condition. The maximum difference between 
contaminated area and non-contaminated area was 
2,000 times. High As concentration river bryophyte 
was found at WVM, ADM, CCR, IKM and NSA 
and the maximum value was 2,000 ppm. Ore 
mineral at CCR and NSA was arsenic cobalt mineral 
and arsenic Sulphur mineral. On the other hand, 
those in the non-contaminated area were 1 to several 
tens ppm therefore As concentration of river 
bryophyte was influenced by mine activity such as 
waste water from tailings. The maximum difference 
between contaminated area and non-contaminated 
area was 2,000 times. 
 
CONCLUSION 
 

Mainly, black cicada shells were analyzed in 
metropolitan parks in Wakayama and Osaka 
prefecture. In forests, large brown, evening, small or 
robust were found in the Kansai district. Pb, Cr, Zn, 
and Ni concentrations of black cicada shell at steel 
wire factory were 10 to 100 times or 10times higher 
than those at other points. Cr, Pb, and Cu 
concentrations of black cicada shell at a 
metropolitan park after military factory were 
relatively high, 10 times higher than those of black 
cicada. Therefore, high Pb, Cr, Zn, and Ni 
concentrations of black cicada shells were thought to 
have been caused by soil metal concentration.   

Cu, Pb, Zn and As concentrations of small and 
evening cicada and anotogaster shells at polymetal 
mines were over 10 times higher than those at non-
metal mine area and then their high concentration 
was influenced on soil contamination caused by 
tailings. Cr and Ni concentrations of small, evening 
and robust cicada shells at serpentinite areas were 10 
times higher than those of other normal cicada shells. 
Generally Ni and Cr concentration of serpentinite 
such as ultrabasic rock is high relative to other rocks. 
Therefore, high Cr and Ni concentration was also 

thought to be caused by soil metal concentration. For 
Pb Zn, Cu Cr, Ni, and As, metal concentrations of 
adult cicada were lower than those of cicada shell. 

Metal concentration of river bryophyte was 
influenced by mine activity such as waste water 
from tailings and geological condition. The 
maximum differences for Pb Zn, Cu Cr, Ni, and As 
concentrations between contaminated area and non-
contaminated area were very high, 80,000, 1,000,  
20,000, 5,000, 2,000, and 2,000 times. Therefore, 
river bryophyte was influenced by river metal 
contamination and was also clarified to be an index 
of river contamination.  
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ABSTRACT 

A large amount of radioactive cesium was released from the Fukushima Daiichi nuclear power station. 

Decontamination in living area has been almost completed for seven years. However, decontamination has not 

progressed much in forests where people do not enter. The decontamination of soil on forest slope cannot be done 

using heavy machinery unlike that on flatland. The effective decontamination method for the forest slope is 

desired. Therefore, in this study, the collecting method of slope surface soil through flushing water and the soil 

separation method focusing on difference in density of minerals were proposed and examined. In the proposed 

method, it is expected to reduce the volume of contaminated soil through the separation of contaminated part and 

non-contaminated one. In this study, the laboratory test is conducted to evaluate the usefulness of the proposed 

method. In the test, a device of simulating the slope and a device to flush the soil by flowing water are produced. 

When an actual soil is utilized for experiment, it is difficult to ensure the experimental repeatability due to soil 

variability. Therefore, simulated soil is consisted of Toyoura standard sand and vermiculite. To simulate soil 

contaminated with cesium, cesium standard solution is added into the simulated soil. The soil is set on the slope, 

and the test is conducted to flush and collect the soil by running water from upside to downside. As a result, it is 

clarified that only the soil containing cesium can be removed by separating the soil after flushing. 

Keywords: Radioactive cesium, Forest slope, Vermiculite, Contaminated soil 

INTRODUCTION 

The Great East Japan Earthquake, which is the 

most powerful earthquake on record, occurred in 

Sanriku offshore on March 11, 2011. The Fukushima 

Daiichi nuclear energy plant of the Tokyo Electric 

Power Company (1F) was hit by the great Tsunami 

several times after an hour of the earthquake. The 

power facilities were widely destroyed, and the 

basement room and the shaft were inundated with the 

Tsunami. Major quantity of radioactive materials 

were discharged from the 1F. The radioactive 

materials is spread to atmosphere, which is fallen 

down mountain, river and marine by rain breeze. Also, 

the radioactive materials that have fallen into the 

mountains are firmly bonded to the cray minerals in 

the soil. Especially, the cesium-137 has been 

extensively detected in Fukushima prefecture 

because the cesium-137 has been vigorously 

discharged and long half period. The radioactive 

cesium has been decontaminated by removing the top 

soil because it has settled in the surface layer of the 

soil after being absorbed by atmospheric dust as in [1]. 

The decontamination around the living environment 

of the resident is almost completed due to a hard 

decontamination work since the accident. On the 

other hand, there are places where the 

decontamination is completed and decontamination is 

uncompleted in forests away from the living 

environment of residents. The completion ratio of 

decontamination of forests in the area where the 

country implements the decontamination is shown in 

Table 1. Also, from this table, there is a difference in 

the completion ratio of the decontamination 

depending on geographical features. Some forests in 

the area such as Iitate village and Kawamata town are 

scarcely decontaminated. Although the air dose rate 

of forest decreases year by year due to the 

decontamination work and half-life, it is still higher 

than that in living area. The decontamination in 

forests is difficult because it is hard to enter heavy 

machinery to remove the top soil. The 

decontamination of contaminated soils on flat 

grounds is primarily done by removing the top soil. 

Furthermore, on forest slopes, careful 

decontamination work is required as excessive 

removal of top soil can cause landslides.  

For radioactive cesium in the forest soil, a 

removal method using wood chips is devised by 

Kaneko et al. at Yokohama National University as in 

[2]. The method utilizes the property that fungi absorb 

radioactive cesium. The wood chip is placed in the 

bag and radioactive cesium is adsorbed into the 

cellulose body contained in the wood chip. After that, 

the decontamination is completed by collecting the 

bag. This method is inexpensive. However, it takes 
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time because it can be removed only by the power of 

fungi. Alternatively, the previous studies are 

conducted by the faculty of engineering, Ibaraki 

University in order to control the moving of cesium 

on the forestry slope, and it has two features as in [3]. 

One is that the bentonite is spread onto the leaf mold 

in the forest so as to control the resorption of the 

radioactive cesium to plants. The other is that the 

moving of the bentonite including the radioactive 

cesium is controlled by polyion-complex (PIC) of 

excess positive charge and negative charge. The 

radioactive cesium in the air and solution is adsorbed 

into the bentonite. The resorption to the plant is 

controlled by the absorption performance of the 

bentonite. Alternatively, the forest ecosystem is not 

destroyed because the elements such as the flow of 

rainwater are used in this method. Furthermore, the 

PIC is harmless because the raw material of PIC is 

commonly used as the thickener of ice-creams as in 

[4]. The moving of cesium is controlled, but the 

contaminated soil is not reduced in this method. 

Besides, it takes time to complete the work due to the 

use of rainfall. Based on these points, in previous 

study, the simple decontamination method is 

proposed in order to decontaminate the contaminated 

soil on the slope by flowing water as in [5]. From this 

study, it was clarified that it was possible to remove 

about 50% of cesium by running water from 

simulated contaminated soil and stirring after 

recovery of running water. On the other hand, it was 

mentioned as a problem that the variability occurred 

in the flowing water time and the flowing water 

amount in the produced equipment. Thus, in this 

study, the reproducibility of the test is improved by 

improving the equipment. Then, the method of 

recovering only soil containing cesium is proposed by 

using the difference in the specific gravity of the soil 

after collection. In this method, only clay mineral that 

specifically adsorbs cesium such as vermiculite is 

recovered from mixed sand and separated. 

Furthermore, other cesium is recovered by washing 

thorough stirring, which leads to volume reduction of 

contaminated soil. 

Table 1 Decontaminated situation of forest in town 

and village 

Cities Decontamination 

completion ratio (%) 

Tamura city 100 

Kawauchi village 74 

Iitate village 3 

Kawamata town 12 

Katsurao village 67 

Okuma town 44 

CESIUM IN THE SOIL 

A large number of radioactive materials was 

released by the accident in the 1F. The radioactive 

cesium has harmful long-term effects due to its long 

half-life. The volume of spreading strontium-90 is 

comparatively small, despite its long half-life. The 

cesium exists as the monovalent cation in the soil, and 

it is absorbed into the soil particle having a negative 

charge. Especially, the cesium is selectively absorbed 

into the small clay particle. The cesium is adhered to 

the soil due to the 2:1 types of lamellar silicate. When 

the part of silicon or aluminum substitute for another 

element having a few positive charges in the silicon 

tetrahedron sheet or aluminum octahedron sheet, the 

negative charge is expressed with the shortage of 

positive charge in the sheet. Moreover, the cation is 

absorbed in order to neutralize the intercalation. The 

charge in this intercalation shows a high selectivity 

for the cesium ion. That is because the six-membered 

ring is nearly equal to the ion radius of the cesium ion 

in the basal seat of the silicon tetrahedron sheet. 

Alternatively, the bonding strength with the six-

membered ring becomes larger as the hydration 

energy is smaller, and the bonding strength of cesium 

ion is the highest. Generally, the six-membered ring 

is occupied by the potassium ion because the 

abundance of potassium ion predominantly is major 

in the soil (see Fig. 1 of top part). The terminal of the 

layer in the cray mineral is swelled by the 

disintegration, and the potassium ion is discharged. 

Thus, the empty space that another cation gains entry 

is formed. This space is called the frayed edge (see 

Fig. 1 of bottom part), and the extraction of cesium 

ion from the frayed edge is very difficult. It is almost 

impossible to extract the cesium in the frayed edge 

only by flowing water. Thus, in this study, it is 

considered that the contaminated surface soil can be 

collected with the flowing water by utilizing the 

strong fixation.  

Fig. 1 Top part of 2:1 types of lamellar silicate and 

bottom part of Frayed edge 
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METHOD 

The simulated soil used in the test and the test 

method are explained, respectively. Alternatively, in 

this study, all of the tests are conducted three times 

under the same conditions to ensure the repeatability 

of the tests. 

Assumed contaminated soil 

In this study, the Toyoura standard sand, 

vermiculite or their mixed sand is used as the assumed 

contaminated soil to which the cesium is added. The 

Toyoura standard sand consists of uniform grain size. 

The vermiculite contains the silicate mineral that 

mainly consists of the oxidized silicon, magnesia and 

aluminum oxide. The vermiculite has a high 

adsorption performance for cesium as in [6], and the 

mechanism of absorption has been clarified as in [7]. 

The vermiculite is widely distributed to Fukushima 

soil, and the vermiculite constitutes barriers to the 

decontamination of cesium in a soil. Based on the past 

study as in [5], 9.5 g of the standard sand and 0.5 g of 

vermiculite is mixed in order to make the assumed 

contaminated soil.  

Test and analysis method 

In order to imitate the real behavior of cesium in 

the soil slope, the slope device is produced (see Fig. 

2). The slope device consists of two equipment: one 

is the slope section and another is the flowing water 

section. A 3D making device is used to produce the 

slope section (20.0 cm x 20.0 cm x 6.5 cm).  The slit 

is set at the bottom of slope section in order to collect 

the water and soil which contain cesium. Although 

details will be described below, the assumed soil falls 

into this slit by flushing water from the upper part of 

the slope of the equipment. Also, the slope angle is 

set to about 9 degrees to avoid the flow disruption. 

The flowing water section is made by the polyvinyl 

chloride (PVC) pipe having the spiral holes. The 

rotating shaft is set on the top of the slope, and the 

PVC pipe and the rotating shaft are connected. The 

PVC pipe is rolled at 10 rpm, and the water is evenly 

flowed out from each hole by rolling the PVC pipe.  

The test is divided into two steps. In the first step, 

the mixed sand containing cesium on the slope is 

recovered by running water, and the cesium is 

separated from soil by stirring. Specifically, 1 ml of a 

cesium chloride solution (about 3.3 ppm of initial 

concentration) is added to the mixed sand and the 

curing of mixed sand is conducted. It is known that 

the time required for adsorption of cesium to clay 

minerals is long. Also, a long period has elapsed since 

radioactive cesium deposited in the soil of Fukushima. 

Based on these points, a curing period is established 

to investigate the influence of passage of time on the 

absorption of cesium in the soil. The curing period is 

0, 7, 14 and 28 days. After curing, the mixed sand is 

set on the slope of the equipment. The assumed soil is 

collected by flushing water from the rolling pipe at 

the upper part of the slope. The water and assumed 

contaminated soil are collected from the slit by 

flushing water. The cesium concentration in the 

supernatant of the solution is analyzed by an AAS 

(Atomic Absorption Spectrometer).  In the second 

step, the recovered the assumed contaminated soil is 

classified by sieving. From some trials of sieving at 

an early stage, it is found that the sieving of the sand 

is difficult under the moisture condition of the sand. 

Therefore, the assumed contaminated soil is dried for 

24 hours in an oven dryer set at 110 °C. The using 

sieve size is 425, 250 and 106 μm. After classification, 

the assumed contaminated soil remaining in each 

sieve is stirred, and the cesium concentration is 

analyzed by the AAS (Atomic Absorption 

Spectrometer) to calculate the extraction ratio for soil 

that remained in each sieve.  As the screwing method, 

200.0 mL of pure water is poured into the collected 

soil, and the sample is screwed with 300 rpm for 10 

minutes by the stirrer. The calculation formula of the 

extraction ratio is shown below. 

𝐄𝐱𝐭𝐫𝐚𝐜𝐭𝐢𝐨𝐧 𝐫𝐚𝐭𝐢𝐨 (%) =
𝐞𝐱𝐭𝐫𝐚𝐜𝐭𝐞𝐝 𝐚𝐦𝐨𝐮𝐧𝐭 (𝐦𝐠)/

𝐚𝐝𝐝𝐞𝐝 𝐚𝐦𝐨𝐮𝐧𝐭 (𝐦𝐠)  × 𝟏𝟎𝟎 
 (𝟏) 

TEST RESULTS 

The results of test in the each step are shown and 

discussed, respectively. The each result is shown 

thorough the graph. The value in the graph is the 

Fig. 2 Slope device 
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average one of the test of the three times. 

Test result of first step 

In the first step, the assumed contaminated soil is 

recovered by flushing water, and the concentration of 

cesium in the supernatant of the recovered sample is 

analyzed by AAS. The results are shown in Fig. 3. 

The extraction ratio of cesium and the curing period 

of cesium are shown in the vertical and horizontal 

axes, respectively. In the specimens without the 

curing period, the extraction ratio of cesium is about 

7%, and over 90% of cesium remained in the assumed 

mixed soil. The extraction ratio of cesium is low in 

the case of setting on curing period of cesium 

compared to case of the specimen without curing 

period. The extraction ratio hardly change even if the 

curing period is prolonged. It is found that the 

extracting of cesium from contaminated soil in a real 

situation is difficult by only flushing water regardless 

of the length of curing period.  

Fig. 3 Extraction ratio of cesium after flushing 

water 

Test result of second step 

In the second step, the recovered soil in the first 

step is dried, and classified by sieving. The amount of 

recovered soil is measured. After measuring, the 

sieved soil is washed out by stirring, and the 

concentration of cesium in the solution which is used 

during the stirring is analyzed by the AAS.  

First, the mass of the assumed soil remaining in 

each sieve is shown in Table 2. The mass of the 

assumed soil before the test is 10 g, which means that  

almost all assumed soil is recovered by flushing water. 

It is suggested that the flushing water is effective for 

collecting of the contaminated soil on the slope. 

Alternatively, all of the soil remaining in 425 μm of 

the sieve are the vermiculite because all standard sand 

pass through 425 μm of the sieve. 

Secondly, the extraction ratio of cesium extracted 

by stirring is shown in Fig. 4. The extraction ratio of 

cesium and the curing period of cesium are shown in 

the vertical and horizontal axes, respectively. The 

lower the extraction ratio is, the longer the curing 

period is getting.  It is considered that the cesium is 

adsorbed into the frayed edge in vermiculite by curing 

as the reason. Moreover, the cesium tend to be 

extracted easily from the soil that remained in 106 μm 

of the sieve. As this reason, it is presumed that most 

of the soil remaining in 106 μm of the sieve is the 

standard sand. From these facts, it is suggested that 

the concentration of cesium can be reduced by 

screwing the soil except frayed edges such as the 

standard sand. Also, the amount of contaminated soil 

may be reduced by separating the vermiculite 

containing a lot of cesium from the soil.  

Table 2 Mass of soil remaining in each sieve 

Curing period (days) 

Sieve mesh 

(μm) 

0 7 14 28 

425 0.46 0.45 0.44 0.48 

250 1.09 1.35 1.38 1.93 

106 8.40 8.13 8.13 7.53 

Bottom 0.03 0.03 0.03 0.02 

Total 9.99 9.97 9.98 9.96 

Fig. 4 Extraction ratio of cesium after sieving and 

screwing 

CONCLUSIONS 

In this study, the test equipment assuming the 

forest slope is made and the recovering test of the 

assumed contaminated soil by flushing water is 

conducted in order to establish a new 

decontamination method for the soil of the forest 

slope where  the decontamination work is hard. The 

standard sand and the vermiculite are mixed to model 
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the assumed contaminated soil. The contaminated 

part of the soil can be reduced by separating and 

recovering the soil  because the their adsorption 

property of minerals involved in the soil for cesium is 

greatly difference. Therefore, the recovered 

contaminated soil is classified according to the 

minerals by the mesh control with sieve. After 

classification, washing out by stirring is attempted to 

reduce the concentration of cesium in the assumed 

contaminated soil by separating the main part in 

which cesium is mainly involved. As a result of the 

test, the assumed soil is recovered with only flushing 

water. Furthermore, the standard sand and the 

vermiculite are separated by the mesh control with 

sieve. In other words, it is suggested that only 

vermiculite adsorbing cesium strongly should be 

recovered to reduce the contaminated soil. The 

extracting cesium from the separated standard sand 

with stirring may also lead to the reduction of  the 

concentration of cesium in the contaminated soil. 

From the above results, it is considered that the 

proposed method has usefulness for removing the 

contaminated soil on the forest slope and for the 

reduction of the contaminated soil by separating the 

soil part in which cesium is mainly involved. On the 

other hand, the assumed contaminated soil in this test 

is different from actual complicated soil. Therefore, 

the universal knowledge is not necessarily obtained 

only by this experiment.  For example, the soil such 

as the decomposed granite soil has the complicated 

soil structure and contains a large amount of clay. The 

clay may have a frayed edge, and a lot of cesium may 

be adsorbed into the frayed edge. In near future, it is 

necessary to examine whether the decontamination 

and the volume reduction by the proposed method are 

possible for the soil such as the decomposed granite 

soil.  
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ABSTRACT 

 
The stable isotopic ratio of precipitation is useful for estimating both the recharge area and resource of 

groundwater as well as for mapping of precipitation. Stream water is representative of precipitation for small 
river catchment so stream water was sampled and analyzed. A distribution map of oxygen and hydrogen stable 
isotopic stream water values along the Yoshiikawa and Tenjinkawa rivers show that isotope values decreased 
with distance from the Inland Sea implying that southward wind or cloud was mainly controled isotope values 
and that the influence of the Japan Sea on isotope of precipitation was low. 

Bryophyte grows slowly and accumulates heavy metals relative to other life by a high bio-concentration 
process. Therefore, bryophyte heavy metal concentration along streams is deemed useful for estimating river 
metal contamination, geological condition and metal waste water in the river catchment. Bryophyte along 
streams was also sampled at the same time of stream water sampling. A map for Zn, Cu, As, and Pb 
concentrations of bryophyte shows that metal concentrations of stream bryophyte around the watershed area 
were low whereas metal concentrations around Tsuyama Basin and Yanahara mine, were medium relative to 
those of the other areas excluding the Waidani mine area. In the Waidani mine area, Zn, Cu, As, and Pb 
concentrations of bryophyte were extremely high as well as high Zn, Cu, As, and Pb concentrations of stream 
water and high bio-concentration factor for bryophyte was maintained. 
 
Keywords: Oxygen isotope, hydrogen isotope, bryophyte, river water 
 
 
INTRODUCTION 
 

Oxygen and hydrogen stable isotopic ratios of 
precipitation change with their distance from the sea, 
altitude, latitude, amount of precipitation and 
temperature [1], [2], [3]. The stable isotopic ratio of 
precipitation is useful for estimating recharge area 
and groundwater resources such as spring water and 
geothermal water and is important to the mapping of 
precipitation. Although the stable isotopic ratios of 
precipitation change with each precipitation event, 
stable isotopic ratios of river water are uniform 
values relative to those of precipitation because of 
the homogenization for precipitation. Stream water 
is a representative of precipitation for small river 
catchment [4], [5].  

Bryophyte grows slowly and accumulates heavy 
metals relative to other life by a high bio-
concentration process. Therefore, bryophyte heavy 
metal concentration along streams is deemed useful 
for estimating river metal contamination, geological 
condition and metal waste water in river catchment 
[6], [7], [8]. 

Streams are upper catchment and are generally 
not influenced by human activity. Therefore, neither 
sewage water nor agricultural seepage flows into 
streams. Then, in this study, using stream water or  

bryophyte along streams which excluded sewage 
and  agr i c u l t u r a l  seep a ge ,  d a t a  fo r  me ta l 
contaminations of bryophyte and stable isotope 
values of precipitation were accumulated and 
mapped. In particular, in the eastern part of 
Okayama and Tottori Prefectures connecting the  
Japan Sea with the Inland Sea, it is possible to 
analyze the influence of the Japan Sea on isotope of 
precipitation [2], [3]. The area also includes the 
Ningyotouge uranium mine [9], the Yanahara pyrite 
mine [10] and the Waidani copper mine [11] so it 
was selected as a study area shown in Fig.1. 
 
METHOD  

 
Stream water and bryophyte along streams were 

sampled from 2012 to 2016. Measurement of δD and 
δ18O for sampled water was carried out using an 
isotopic ratio measurement system (Sercon Geo Wet 
System). δD and δ18O are presented in per mil (‰) 
of the standard average seawater (SMOW: Standard 
Mean Ocean Water). The formulas are shown in 
equation (1) and (2). δD and δ18O of SMOW are 
denoted as (D/H) SMOW, (18O/16O) SMOW and δD 
and δ18O of sample are denoted as (D/H) Sample,  
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Fig.1 distributions of hydrogen stable isotopic values 
of stream water 

Fig.3 Relation between oxygen and hydrogen 
isotopic ratios 

 
(18O/16O) Sample. Measurement error of δD is 
±1.0 ‰ and measurement error of δ18O is ±0.1 ‰. 

 
δD = [(D/H) Sample/(D/H) SMOW-1] ×1000: (1) 

 
δ 18O = [(18O/16O) Sample/ (18O/16O) SMOW-1] 
×1000:                                                                  (2) 
 

Sampled bryophyte were dried then dissolved 
with concentrated nitric acid solution. The solution, 
after filtration with 0.45 micrometer and stream 
water sample, were analyzed for metal concentration 
by ICP-AES (Inductively Coupled Plasma Atomic 
Emission Spectroscopy, SPS1700HVR ; Seiko 
Instruments Inc.).   
  

Fig.2 distributions of oxygen stable isotopic values 
of stream water. 
 
RESULTS AND DISCUSSION 
 
Isotope  

 
Fig.2 and 3 show the distributions of oxygen and 

hydrogen stable isotopic values of stream waters 
along the Yoshiikawa and Tenjinkawa rivers. Both 
results show the minimum values around the 
watershed (W line as shown in Fig 2 and 3), between 
the Yoshiikawa River and Tenjinkawa River in the 
north of map, were found and isotope values 
increased gradually, apart from the mountain peak. 
In particular, maximum values were found around 
the Inland Sea. There are many small mountains 
between the Inland Sea and the watershed as well as 
very complicated topographic features. Point B was 
Tsuyama Basin and its altitude was low relative to 
the areas. Fig.4 shows the relation between oxygen 
and hydrogen isotopic ratios. From Fig.4, isotopic 
values were distributed between the meteoric line (
δD = 8×δ18O +10) and δD = 8×δ18O +20 and 
the distribution had common values [2], [3]. 

Generally, the oxygen and hydrogen stable 
isotopic ratios of precipitation changes with their 
distance from the sea and altitude [1], [2], [3], [5]. 
Although complicated features and a basin were 
found, both isotope values decreased with distance 
from the Inland Sea. Southward wind or cloud was 
mainly thought to control isotope values and as a 
result, the influence of the Japan Sea on isotopes of 
precipitation was low. Southward wind or cloud 
must pass across Shikoku Island before it passes 
across the study area, therefore isotopic values were 
thought to be low relative to Wakayama and the 
same as Nara area [4].   
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Metal concentration of bryophyte 

 
Fig.4 shows distributions of Zn, Cu, As and Pb 

concentration for river bryophyte. Excluding the 
Waidani mine area in the southeast of the study area, 
Zn concentrations were 1 to 200 ppm. In particular, 
Zn concentrations of river bryophyte around the 
watershed area (Ningyotouge uranium mine, N) 
were low, less than 100 ppm. Around the Tsuyama 
Basin, (B) and the Yanahara mine (Y), Zn 
concentrations were 200 to 500 ppm. On the other 
hand, Zn concentrations of river bryophyte around 
the Waidani mine area were over 500 ppm and the 
maximum value reached over 10,000 ppm.  

Excluding the Waidani mine area, Cu 
concentrations were 1 to 200 ppm. In particular, Cu 

concentrations of river bryophyte around the 
watershed area were low, less than 20 ppm. Around 
the Tsuyama Basin and the Yanahara mine, Zn 
concentrations were 20 to 500 ppm. In contrast, Cu 
concentrations of river bryophyte around the 
Waidani mine area were over 500 ppm and the 
maximum value reached over 10,000 ppm. 

As concentrations of river bryophyte around the 
watershed area (Ningyotouge uranium mine) were 
low, less than 10 ppm and less than 30 ppm around 
the Tsuyama Basin and the Yanahara mine 
excluding the Waidani mine area. However, As 
concentrations of river bryophyte around the 
Waidani mine area were over 50 ppm and the 
maximum value reached over 500 ppm. 

Pb concentrations of river bryophyte around the 
watershed area were low, less than 20 ppm and 
found to be from 20 to 100 ppm around the Tsuyama 
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Basin, the Yanahara mine and the Inland Sea 
excluding the Waidani mine area. However, Pb 
concentrations of river bryophyte around the 
Waidani mine area were over 59 ppm and the 
maximum value reached 300 ppm. 
 
Waidani mine area 
 

There are some small scale closed copper mines 
in the Waidani Valley at the northeast of Wake 
which were operated until 70 years ago. Tailings 
containing ores and slag which were disposed of 
along the top of a local valley with no protection. 
Pyrite FeS2, sphalerite ZnS, chalcopyrite CuFeS2 and 
arsenopyrite FeAsS and galena PbS were found in 
the tailings and Zn, Cu, Pb, and As contamination 
was suspected. River water originated from the 
tailings seepage [11]. 

At the top of the valley, there are large tailing 
places from which the south and north rivers 
originated. The upstream, middle and downstream of 
the south river are WSU, WSM and WSD and the 
length was 4 km. The sampling points from the 
upstream to downstream of the north river are WNT, 
WNH, WNU, WNM and WND and the length was 3 
km. WNT is spring from the tailing. WNH is head of 
river with no tailing and WNU is a stream after 

Fig.5 Zn concentration for bryophyte and river water  

Fig.6 total and soluble Zn concentration of river  

Fig.7 Cu concentration for bryophyte and river water 

Fig.8 total and soluble Cu concentration of river 
 
river with no tailing and WNU is a stream after 
WNT and WNH streams join [11].  

Fig.5 shows Zn concentration for river 
bryophyte and river water at the the Waidani area. 
Zn concentration for river bryophyte was over 500 
ppm and in particular reached 10,000 ppm beside 
tailings. Zn concentration for river bryophyte 
decreased with downstream and 1,000 ppm at 3 km 
and 900 ppm at 4 km from the tailing. Total Zn 
concentration of river water also decreased from 
about 2 mg/l to 0.03 mg/l with down the stream 
which exceeded the Japanese Environment Standard 
for rivers (0.03 mg/l) [11]. Therefore, Zn 
concentration for river bryophyte changed with total 
Zn concentration of river water.  

Fig.6 shows total and soluble Zn concentrations 
of river water at the Waidani area. Soluble 
concentration was filtered with a 0.45 micrometer. 
Both concentrations were almost the same so Zn 
migrated in soluble style while river bryophyte 
directly is thought to have absorbed Zn from river 
water. Therefore, the Zn concentration of river 
bryophyte changed with the Zn concentration of 
river water. The bio-concentration factor for Zn is 
10,000 from Zn concentration of river bryophyte and 
river water at the Waidani area assuming 1 L = 1kg.  
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Fig.9 As concentration for bryophyte and river water 

Fig.10 total and soluble As concentration of river 
 

Excluding the Waidani area, the Zn concentration of 
river water was very low, less than 0.005 mg/l and 
Zn concentration of river bryophyte were 1 to 200 
ppm. The bio-concentration factor for Zn excluding 
the Waidani area ranges from 200 to 40,000 
however almost it coincided with the calculated 
values at the Waidani area.  

Fig.7 shows Cu concentration for river bryophyte 
and river water at the Waidani area. Cu 
concentration for river bryophyte was over several 
hundred ppm and in particular reached 10,000 ppm 
beside tailings. Cu concentration for river bryophyte 
decreased with downstream and 600  to 1,000 ppm 
at 3 km and 200 to 800 ppm at 4 km from the tailing. 
Total Cu concentration of river water also decreased 
from about 0.2 mg/l to less than 0.01 mg/l down the 
stream. Although these values were less than the 
Japanese Effluent Standard (3 mg/l) [11], Cu 
concentration for river bryophyte changed with total 
Cu concentration of river water. 

Fig.8 shows total and soluble Cu concentrations 
of river water at the Waidani area. Both 
concentrations were not always the same and total 
Cu concentration was often higher than soluble Cu 
concentration. Cu migrated by soluble and particle 
style down the steam. Therefore, Cu concentration  

Fig.11 Pb concentration for bryophyte and river 
water 

Fig.12 total and soluble Pb concentration of river 
 
of river bryophyte changed with total or soluble Cu 
concentration. The bio-concentration factor for Cu is 
10,000 from Cu concentration of river bryophyte 
and river water at the Waidani area assuming 1 L = 
1kg [7]. Excluding the Waidani area, Cu 
concentration of river water was very low, less than 
detection limit, 0.001 mg/l and then the bio-
concentration factor for Cu excluding the Waidani 
area could not be calculated.  

Fig.9 shows As concentration for river bryophyte 
and river water at the Waidani area. As 
concentration for river bryophyte was over several 
tens ppm and in particular reached 1,000 ppm beside 
tailings. As concentrations for river bryophyte 
decreased going downstream from 1,000 ppm to 10 
ppm at 3 km and 4 km from the tailing. Total As 
concentration of river water did not clearly decrease 
going downstream and ranged from 0.001 to 0.2 
mg/l which was over the Japanese Effluent Standard 
for river (0.1 mg/l) [11].  

Fig.10 shows total and soluble As concentrations 
of river water at Waidani area. Both concentrations 
were almost the same, so it is thought that As 
migrated in soluble style and river bryophyte is 
thought to have directly absorbed As from river 
water. Therefore, As concentration of river 
bryophyte changed with As concentration of river 
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water. The bio-concentration factor for As is 1,000 
to 10,000 from As concentration of river bryophyte 
and river water at the Waidani area assuming 1 L = 
1kg. Excluding the Waidani area, the As 
concentration of river water was very low, less than 
the detection limit, 0.001 mg/l and then the bio-
concentration factor for As excluding the Waidani 
area could not be calculated. 

Fig.11 shows Pb concentration for river 
bryophyte and river water at the Waidani area. Pb 
concentration for river bryophyte was over several 
tens ppm and in particular reached 50 to 300 ppm 
around tailings. Pb concentration for river bryophyte 
decreased going downstream to 50 ppm ~ 100 ppm 
at 3 km and less than 50 ppm at 4 km from the 
tailing. Total Pb concentration of river water did not 
clearly decrease going downstream and ranged from 
less than 0.001, detection limit to 0.07 mg/l which 
was less than the Japanese Effluent Standard for 
river (0.1 mg/l). 

Fig.12 shows total and soluble Pb concentrations 
of river water at the Waidani area. Both 
concentrations were not always the same and total 
Pb concentration was often higher than soluble Pb 
concentration.  Pb migrated in soluble and particle 
style down the steam. Therefore, Pb concentration of 
river bryophyte changed with total or soluble Pb 
concentration. The bio-concentration factor for Pb is 
variable, 20,000 to 40,000 at the Waidani area 
assuming 1 L = 1kg [7].  Excluding the Waidani area, 
Pb concentration of river water was very low, less 
than the detection limit, 0.001 mg/l therefore the 
bio-concentration factor for Pb excluding Waidani 
area could not be calculated. 
 
CONCLUSION 
 

Stream water is representative of precipitation 
for small river catchment so stream water was 
sampled and analyzed. A distribution map of oxygen 
and hydrogen stable isotopic stream water values 
along the Yoshiikawa and Tenjinkawa rivers show 
that isotope values decreased with distance from the 
Inland Sea implying that southward wind or cloud 
was mainly controlled isotope values and that the 
influence of the Japan Sea on isotope of 
precipitation was low. 

Bryophyte along streams was also sampled at the 
same time of stream water sampling. A map for Zn, 
Cu, As, and Pb concentrations of bryophyte shows 
that metal concentrations of stream bryophyte 
around the watershed area (Ningyotouge uranium 
mine, N) were low and around the Tsuyama Basin, 
(B) and the Yanahara mine (Y), metal 
concentrations were medium relative to those of the 
other areas excluding the Waidani mine area. In the 
Waidani mine area, Zn, Cu, As and Pb 

concentrations of bryophyte were extremely high as 
well as high Zn, Cu, As, and Pb concentrations of 
stream water and high bio-concentration factor for 
bryophyte was maintained [7].   
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ABSTRACT 
 
Phycoremediation using microalgae has high potential for reducing nutrient load in public market wastewater 

(PMW). However, the reduction efficiency depends on the initial concentrations of microalgae and PMW. In the 
present study, the reduction of total nitrogen (TN), total phosphorus (TP), and total organic carbon (TOC) in 
PMW using Scenedesmus sp., was investigated as a function of different PMW concentrations. Scenedesmus sp. 
was inoculated with 106 cell/mL into 500 ml of PMW and incubated outdoors under full sunlight for 19 days. 
The results revealed that higher microalgae growth was recorded in PMW than in Bold’s basal medium (BBM). 
The maximum reduction values of nutrients were 91.51% for TN, 92.67% for TP, and 90.2% for TOC were 
achieved by 50% of PMW. The findings indicated that phycoremediation with Scenedesmus sp. can successfully 
reduce the nutrient load of PMW.  
 
Keywords: Public Market Wastewater, Scenedesmus sp., Phycoremediation,  
 
INTRODUCTION 

 
Wastewater is a general term that refers to 

various types of liquid wastes generated through 
activities that utilize massive volumes of water [1]. 
The source of wastewater determines the final 
characteristics of wastewater [2]. For instance, 
public market wastewater (PMW) contains high 
levels of organic matter (> 600 mg/L of biochemical 
oxygen demand [BOD]) and solids derived from 
fish, meat, poultry, vegetable, and fruit residues; 
PMW is thus classified as highly polluted 
wastewater [3]. Fresh foodstuff, poultry waste 
scraps, and fish entrails contain high concentrations 
of total nitrogen (TN), total organic carbon (TOC), 
and total phosphorus (TP) which contribute 
effectively to the contamination of PMW [4]. TP and 
TN concentrations in PMW reached up to 25 mg/L 
and 61 mg/L, respectively, as a result of 
contamination with blood residues from meat, fish, 
and poultry processing [5]. Therefore, the direct 
discharge of PMW into natural water bodies 
contributes in the water pollution and promotes 
eutrophication [5]. Hence, PMW must be treated for 
the removal of organic matter, nutrients, pathogens, 
and heavy metals prior to its final discharge into the 
environment. 

Among several wastewater treatment 
technologies, phycoremediation is one of the most 
efficient techniques for PMW because the high 
nutrient load of PMW supports microalga growth 
rates and thus improve nutrient uptake [6], [7]. 

 Besides, the microalgae biomass generated 
during the phycoremediation process has several 
applications as biofuel, biodiesel, fish feed, 
fertilizer, pharmaceuticals, and cosmetic ingredients 
[8]. Furthermore, phycoremediation with mass-
cultured microalgae is cheaper than conventional 
aerobic wastewater treatment systems because of its 
low energy input, initial capital cost, and operational 
cost [9]. Wastewater from the dairy industry and 
municipal waste, and industrial wastewater have 
been previously used as a microalgae production 
medium [7], [10], [11]. In this research, the growth 
of Scenedesmus sp. and nutrient reduction in 
different concentrations of PMW were investigated. 
 
MATERIALS AND METHODS 
 
PMW Collection 
 

 PMW was collected at Pasar Awam Rengit, 
Jalan Kampung Rengit Laut, Rengit, 83100 Rengit, 
Johor, Malaysia (1.67757, 103.14563). The pH, 
BOD, chemical oxygen demand (COD), total 
soluble solids (TSS) TN, TP, and TOC of the PMW 
samples were determined according to APHA 
(2005). 

 
 Scenedesmus sp. Culturing 
 

Scenedesmus sp. was refreshed by sub-culturing 
in autoclaved Bold’s Basal Medium (BMM), 
(Bischoff and Bold, 2003). The culture medium was 
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incubated at room temperature for 8 days prior for 
use in phycoremediation. 

 
Experimental Setup 

 
 The experiment was set up in a 1 L Erlenmeyer 

flask containing 500 mL of PMW. BBM was used as 
the control medium. PMW samples were filtered and 
diluted with distilled water to produce five different 
concentrations (10%, 25%, 50%, 75%, and 100%). 
Scenedesmus sp. was inoculated with 106 cell/mL. 
The phycoremediation process was conducted 
outdoors under full sunlight for 19 days. Each flask 
was shaken twice a day to prevent sedimentation.  
 
Scenedesmus sp. Growth 
 
The growth of Scenedesmus sp. was estimated by the 
harvesting of cell biomass from the culture medium 
using centrifugation at 4000 rpm for 5 minutes. The 
supernatant was discarded while the algal pellets 
were suspended in 45 mL of autoclaved and filter-
sterilized Gillard's F\2 solution. A fixed volume of 
10 mL aliquots was taken from the suspended 
solution and transferred to cuvettes. The optical 
density of the Scenedesmus sp. growth was 
estimated at 650 nm (OD650) in a DR 6000 
spectrophotometer (Janway, USA). Gillard's F\2 
solution was used as the blank [15], [16].  

 
Nutrient Removal 

 
The reduction of TP, TN, and TOC was 

determined according to Eq. 1 [12,13,14]. 
 

���������  (%)

= (
��− ��

��
)

× ��� %                (�) 
 

RESULTS AND DISCUSSION 
 
PMW Characteristics 
 

Seven parameters were tested to characterize 
PMW samples. These parameters were selected 
according to the Environmental Quality Act (1974), 
Regulation 2009). The characterization data of 
PMW are shown in Table 1.  

 
Table 1: Characteristics of public market wastewater 

(PMW) in comparison with effluent 
standards and previously reported values. 

 

Parameter PMW conc. 
Effluent standard (Environmental 

Quality Act, 1974) 
Standard A Standard B 

pH 7.5 6.0–9.0 5.5–9.0 
BOD 1208 20 50 

COD 3432 50 100 
TN 968 - - 
TP 178 5 10 

TOC 1798 - - 
Note: (−) Not detectable. All parameters, except for 
pH, are expressed in mg/L.  
 

It can be noted that raw PMW with 10%, 25%, 
50%, 75% and 100% dilutions have high BOD and 
COD levels of 222–1208 and 443–3432 mg/L, 
respectively, while TN and TP were 968 and 178 
mg/L, respectively. These values are higher than 
BOD levels of 85.39–92.62 and 71–122 mg/L 
reported by previous studies [17], [18]. The high 
concentrations of COD and BOD might be related to 
the presence of organic materials in PMW which 
differ seasonally and geographically [19].  
 
Growth of Scenedesmus sp.  
 

The growth of Scenedesmus sp. in different 
concentrations (10%, 25%, 50%, 75% and 100%) of 
PMW is depicted in Fig. 1.  

 
Fig. 1: Growth of Scenedesmus sp. in PMW during 

phycoremediation 
 
The highest growth rate was recorded in 50% 

PMW on day 14 of phycoremediation. OD650 
increased from 0.112 to 0.2923 from day 1 day to 
day 14 and decreased to 0.228 on the 19th day of 
phycoremediation. The results of the present 
research corresponded with those reported by Chen 
[3], who indicated that optimum Chlorella growth 
was observed in 50% piggery wastewater. 

Meanwhile, the microalga growth in 25% and 
75% PMW reached the maximum values of 0.266 
and 0.271 on day 11 and day 14 of 
phytoremediation, respectively, and decreased 
thereafter. In contrast, microalga growth rates in 
10% and 100% PMW were 0.182 and 0.169, 
respectively, and decreased after day 11 and day 6 of 
phycoremediation, respectively. This behavior may 
be attributed to the low nutrient content of 10% 
PMW or to the excessive nutrient content of 100% 
PMW, as shown in Table 1. These results indicate 
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that the PMW had high nutrient loads and should be 
subjected to the dilution process before the 
phycoremediation process. Furthermore, microalga 
growth rates in BMM, the control medium, were 
0.112 and 0.228 on day 0 and day 19 of cultivation. 
The maximum value of microalga growth in BBM 
was 0.234 which was observed on day 13 of 
cultivation. Therefore, microalga can be successfully 
cultured in different concentrations of PMW.  
 
 Nutrient Removal Efficiency of Scenedesmus sp.  

 
In this study, the removal rates of TN, TOC, and 

TP were used as indices of nutrient removal by 
Scenedesmus sp.. Table 2 shows that in 50% PMW, 
TN levels decreased by 91.51% after 
phycoremediation with Scenedesmus sp. 
Accordingly, TN levels dropped from 613 mg/L to 
52 mg/L in 50% PMW. By contrast, TN levels in the 
control decreased by 14.68% from 613 mg/L to 
523.01 mg/L in the control samples. TN removal 
rates in 10%, 25%, and 75% PMW were 85.3%, 
88.6% and 70.7% respectively. The lowest TN 
removal rate was 57.49% which was observed in 
100% PMW. This result may be attributed to the 
negative growth rate of the alga. However, TP 
removal rates in 50% PMW was 92.67%. 
Specifically, TP levels decreased from 111.84 mg/L 
to 8.19 mg/L after phycoremediation. TP removal 
rates in the control, 10%, 25%, 75%, and 100% 
PMW were approximately 22.01%, 75.6%, 91.16%, 
79.34%, and 62.92% respectively. In 50% PMW, 
TOC decreased from 1022.03 mg/L to 100.08 mg/L. 
This decrement is equivalent to a reduction of 90.2% 
(11.14 ± 0.96% in the control). Meanwhile, TOC 
removal rates in 10%, 25%, and 75% PMW were 
80.97%, 86.51%, and 77.91% respectively. The 
lowest TOC removal rate was observed in 100% 
PMW, in which TOC levels decreased from 1798.22 
mg/L to 897.23 mg/L (50.10%). These phenomena 
may be attributed to the different nutrient loads 
associated with different PMW concentrations.   

Overall, phycoremediation using Scenedesmus 
sp. successfully removed TN, TP, and TOC from 
PMW. In a previous study, Jais [17] found that 
Scenedesmus sp. was able to remove TN, TP, and 
TOC from PMW at the rates of 73.01%, 76.77%, 
and 71.73%, respectively 
 
Table 2: Nutrient removal efficiency as a function of 

PMW concentration 
 

PMW 
Concentration 

Int. conc. 
(mg/L) 

F. conc. 
(mg/L) 

Removal 
percentage 

(%) 

Control 
(%) 

TN 
10 % 223 32.76 85.30 14.14 
25 % 396 45.13 88.60 19.69 
50 % 613 52 91.51 14.68 
75 % 758 222.07 70.703 15.39 
100 % 968 411.43 57.49 12.39 

TP 
10 % 33.08 8.07 75.60 21.58 
25 % 58.96 5.20 91.169 17.65 
50 % 111.84 8.19 92.67 22.01 
75 % 158.03 32.64 79.34 22.70 
100 % 178 66 62.92 11.59 

TOC 
10 % 389 74 80.97 23.33 
25 % 697 94.02 86.51 15.50 
50 % 1022.03 100.08 90.20 11.14 
75 % 1458 322.01 77.91 24.48 
100 % 1798.22 897.23 50.10 20.92 

Note: Int. conc.: initial concentration and F. conc.: 
final concentration. 

 
CONCLUSION 
 

The present study demonstrated that different 
PMW concentrations affect the efficacy of nutrient 
removal from wastewater using phycoremediation 
with Scenedesmus sp. The highest nutrient removal 
rates were observed in 50% PMW. Therefore, the 
PMW concentration must not exceed 50% to 
facilitate phycoremediation effectively. Furthermore 
TN, TOC, and TP removal rates in 50% PMW were 
91.51%, 90.20%, and 92.67%, respectively. To 
conclude, phycoremediation with microalgae 
represents the best biological wastewater treatment 
process given its low cost. 
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ABSTRACT 
 

Water vapor content is important parameter for high precipitation phenomenon in around mountain and 
mountain shadow area. When rain cloud with rich vapor or wet air met the mountain, new rain cloud occurs and 
grows around the mountain. Grown rain cloud cross mountain and goes to mountain shadow area. Grown cloud 
did not disappear quickly and dropped a lot of rain to mountain shadow. As a result, in the mountain and mountain 
shadow area, amount of precipitation is higher than that around the area. Therefore, amount of precipitation in the 
slope of Ikoam Mountains increased with topography that collected a lot of water vapor where high slope of 
mountain or recessed to the east side. When rain cloud or air comes from western where clouds do not meet another 
mountain before the Ikoma Mountains during from April to June, amount of precipitation increased from the Ikoma 
Mountains to Nara Basin because rain cloud or air was wet. 
 
Keywords: Precipitation, Water vapor content, Mountain, Mountain shadow area.  
 
 
INTRODUCTION 

 
It is known that amount of precipitation increased 

with altitude in mountain [1]. Increase in precipitation 
is different for each mountain. In Nagano and 
Yamanashi prefecture, Japan, amount of precipitation 
every event increased from 5 to10 per cent with 100 
m in higher [2] and in Yamagata and Fukushima 
prefecture, Japan, increased from several per cent to 
20 per cent with 100 m in higher [3]. When air or 
cloud crosses mountains in land, updraft brings out at 
the mountain and new cloud occurs and rain cloud 
grows. Grown rain cloud drops lot of rain around 
mountain. In other hand, amount of precipitation in 
the Owase, Japan didn’t increase in mountain [4]. 
Thus, relationship topography and precipitation has 
not been clarified because topography of mountain is 
complicated. Grown cloud drops to region far from 
the mountain. On 15th October, 1998, Liner rain band 

occurred around the Rokko Mountain and there 
localized heavy rain in Kyoto City, 50 km from the 
Rokko Mountain [5]. Such localized heavy rain 
occurs most of region in Japan [6]. Then, it is 
necessary to clearly influence of cloud grown around 
the mountain that amount of precipitation behind the 
mountain. Therefore, in this study, the purpose is to 
clarify the relation between amount of precipitation 
and topography and then rain sample was sampled 
from the Osaka Plain to the Nara Basin across the 
Ikoma Mountains covering big topography change. 

 
METHOD 
 
Topography of Osaka Plain, Ikoma Mountains 
and Nara Basin and Analysis 
 

Fig. 1 shows location of study area. This study 
area was between from the Osaka Plain to the Nara 
Basin cross the Ikoma Mountains in Osaka prefecture 
and Nara prefecture, Japan. The Osaka Plain is the 
topography among sea and three mountains. The 
Ikoma Mountains is located in the north-south 
direction on the border of Osaka and Nara prefecture 
and the altitude of many mountain peaks is 300 m to 
400 m. The Nara Basin is located at the east of the 
Ikoma Mountains and is surrounded by mountains all 
direction. Fig.2 shows location of sampling point and 
observation stations for Japan Weather Association. 
In this study, two types of data were used for amount 
of precipitation. First type of data was sampling data 
and there were 25 rain gauged points from the eastern 
Osaka to the Nara Basin cross the Ikoma Mountains. 
There were 4 sampling points north of 34°41′ 

Fig. 1 Location of study area 
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north longitudes are called North-1 to North-4 in 
order from west. There were 11 sampling points from 
34°39′  to 34°41 north longitudes are called 
Center-1 to Center-11 in order from west. There were 
10 sampling points south of 34 ° 39 ′  north 
longitudes are South-1 to South-10 in order from 
west. Rain sampling was performed 24 times by every 
precipitation from January to June in 2018. Sampler 
was 500 ml bottle. Wide mouth of sampler, 61.0 mm 
in diameter. Amount of precipitation was measured 
by the following equation.  

 
P = (W ρ⁄ ) ((C 2⁄ )2 × π)⁄                                     

 
P: Amount of precipitation (mm), W: Weight (g), 

ρ: Density of water (10⁻³ g/mm³), C: Caliber of 
Sampler (61.0 mm). Second type was data observed 
by JMA (Japan Weather Association) and data of 
Ikoma, Nara and Yao observation stations were also 
used for analysis. There 4 points North-1 to North-4 
were called North Line. There 13 points Center-1 to 
Center-11, Ikoma and Nara were called Center Line. 

There 10 points South-1 to South-10 were called 
South Line.  

Data of wind direction and wind speed were 
obtained from JMA at Ikoma. Wind direction of each 
event was obtained and was shown as 8 directions. 
Cloud direction was estimate by weather chart. Cloud 
direction was shown as 8 directions. Weather chart 
was announced by JMA. 
 
RESULTS AND DISCUSSION 
 
Precipitation ratio for each sampling area 

 
In this study, precipitation ratio was used to 

compare topography change. Precipitation ratio is 
amount of precipitation on each sampling point 
divided by amount of precipitation on base point in 
the Osaka Plain for comparing amounts of 
precipitation between the Osaka Plain to Nara basin. 

 Fig. 3 shows precipitation ratios and altitude in 
North, Center and South Line. In North and Center 
Line, base point was assumed Center-1. In South 

Fig. 2 Location of sampling point. Open triangles 
are points observed by JMA. Open circles are 
North Line. Double circles are Center Line. Closed 
circles are South Line. 
  

Fig. 3a Precipitation ratios for North Line 

Fig. 3b Precipitation ratios for Center Line Fig. 3c Precipitation ratios for South Line 
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Line, base point was assumed South-1. Fig. 4 shows 
average precipitation ratio for each sampling points. 
Average precipitation ratios were calculated by the 
data of 95% of confidence interval. Center-1 and 
South-1 points are located in flat area of the east 
Osaka plain and their precipitation ratios were 
assumed 1.0. There are 3 points North-3, Ikoma, 
South-5 was mountain peak. Precipitation ratio in 
mountain peak were always 1.0 or more and average 
were the highest ratio on those Line. 11 points from 
North-1 to North-2 in North Line, from Center-2 to 
Center-7 in Center Line and from South-2 to South-4 
in South Line are called west slope of the Ikoma 
Mountains. In the west slope of the Ikoma Mountains, 
most of precipitation ratios showed 1.0 or more and 
average showed from 1.1 to 1.4. Amount of 
precipitation in west slope increased with altitude. 
Three points from Center-8 to Center-10 are located 
in east slope of the Ikoma Mountains. In the east 
slope, most of precipitation ratios showed 0.9 or more 
and average about 1.3. Precipitation ratios for the east 
slope were less than those of mountain peak. Amount 

of precipitation in east slope of the Ikoma Mountains 
decreased with distance form peek of mountain. Six 
points North-4, Center-11and from South-6 to South-
9 are located in the west side of Nara basin. In west 
side of the Nara Basin, most of precipitation ratios 
showed 0.8 or more and average showed 1.2. Amount 
of precipitation on the east side of the Nara Basin 
were about the same and higher than amount of 
precipitation on flat are of the Osaka Plain.  

There 2 points Nara and South-10 are located in 
the east side of Nara basin. In west side of the Nara 
Basin, most of precipitation ratios for each sampling 
points showed 1.0 or more and average showed 1.3 
and 1.5. Amount of precipitation on east side of the 
Nara Basin were higher than amount of precipitation 
on west side of the Nara Basin and flat area of the east 
Osaka Plain. In general, amount of precipitation 
decreases with increase of distance from the sea 
because vapor is not supplied to clouds from land. 

Fig. 5 shows monthly precipitation from JMA 
data from 2003 to 2017. Monthly precipitation on 
Ikoma was the largest precipitation on other two 
points and amount of precipitation on Nara were 
higher than Yao where are located on the east Osaka 
Plain. These results are in agreement with results of 
Fig. 3 and Fig. 4. Thus, from both observation and 
sampling data it found that amount of precipitation on 
the Nara Basin were concluded to be large than those 
of the east Osaka Plain.  
 
Relationship between precipitation ratios from 
Osaka Plain to west slope of the Ikoma 
Mountains and altitude 

 
From Fig.3 and Fig.4, amount of precipitation in 

the west slope of Ikoma Mountains increased with 
altitude and amount of precipitation in the Nara Basin 
was higher than the Osaka Plain. Thus, first, high 
precipitation phenomenon in the west slope of Ikoma 
Mountains was examined.  

Fig.6 shows relationship between precipitation 
ratio for flat area and west slope every event and 
altitude. In Fig. 6, Base point was assumed to be 
Center-1. Most of precipitation ratio for each point 
were varied from Y = 5.7 × 10-4x +0.6 to Y = 5.7 × 
10-4x +1.2 (Y: precipitation ratio, x: Altitude) and 
range of precipitation ratios was 0.6, large variety. 
Amount of precipitation on the west slope of Ikoma 
Mountains increased with 5.7 % per 100 m in height. 
Amount of precipitation increased with altitude 
because high altitude slope collects a lot of water 
vapor.  

On South-3 & South-4, precipitation ratios varied 
from 0.9 to 1.4 and amount of precipitation were as 
large as those at the sampling points on about 400 m 
in height. When air meets slope, air rises along slope. 
Air temperature decreases with elevation by adiabatic 
expansion and then saturated vapor pressure 
decreases. When air vapor pressure is over the 

Fig. 4 Average of precipitation ratios for each 
sampling points and altitude of topography 

Fig. 5 Average of precipitation observation by JMA 
every month from 2003 to 2017 
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saturated vapor pressure, raindrops occur and make 
rain cloud. Topography around South-3 and South-4 
are recessed to the east side. When air meets recessed 
topography, a lot of air vapor is gathered to center and 
rise along slope. A lot of air vapor makes a lot of rain 
cloud. Thus, topography that collects a lot of water 
vapor is important for high precipitation 
phenomenon. 
 
Relationship between high precipitation on peek 
of mountain and cloud direction 

 
From Fig.6, amount of precipitation on the west 

slope of Ikoma Mountains increased with altitude. 
However, amount of precipitation always did not 
increase because precipitation ratios had large 
variety. Weather conditions of events was examined 
when precipitation ratio for peak of mountains was 
high. Therefore, in detail weather condition was 
analyzed for clarifying variety of precipitation ratios. 
Table 1 shows weather conditions when precipitation 
ratio on Ikoma observation station was 1.5 or more. 
When precipitation ratio on South-5 was high, 
precipitation ratio on Ikoma observation station was 
also high and season of high precipitation ratio was 
only from April to June. From Fig.6, differences of 
monthly precipitation between Yao and Ikoma 
observation stations from March to July were higher 
than those from January to March. In japan, 
temperature from March to July is higher than those 
from January to March. High temperature air has a lot 
of vapor and many rain drops and clouds occur on the 
slope of Ikoma Mountains. Seasonal condition is one 
important parameter for high precipitation 
phenomenon because determine whether the cloud or 

air is dry or wet. 

Many winds for high precipitation ratio event 
were west and some wind directions were east and 
northeast. Then, wind direction is not absolute 
parameter to determine whether high or low 
precipitation ratios. However, western wind can 
easily come up the Ikoma Mountains slope because 
the mountain direction is south to north and most of 
events was thought to depend on wind direction.  

On May 5th, cloud direction varied west and 
southwest because low pressure was near the study 
area. For 14 events between April and June excluding 
May 2nd, 6 cloud directions were southwest and 8 
cloud directions were west. Most cloud directions 
were west. If rain clouds come from west, rain clouds 
move from the Osaka Bay to the Ikoma Mountains 
across the Osaka Plain. Rain clouds go up along the 
slope and amount of precipitation increases around 
the mountain area. If rain clouds come from 
southwest, rain clouds cross the Izumikasturagi 
Mountains or the Kii Mountains before the Osaka 
Plain. When rain clouds cross the Izumikasturagi 
Mountains and the Kii Mountains, mounts of 
precipitation increase around those mountains. After 
passing through those mountains, some clouds 
disappear and wet air is dried. Then, cloud direction 
is one important parameter because decide whether 
the cloud or air is dry or wet. 

Topography that collects a lot of water vapor is 
important for high precipitation phenomenon. 
Seasonal condition and cloud direction were 
parameter decide whether the cloud or air is dry or 
wet. Wet air makes new cloud in the slope. Therefore, 
high precipitation phenomenon in slope of mountain 
was concluded to be caused by water vapor content. 
 
Relationship between high precipitation on Nara 
Basin and mountain 

 
High precipitation phenomenon in the slope of 

Ikoma Mountains was concluded to be caused by 
water vapor content. Second, high precipitation 
phenomenon in the Nara Basin was examined. 

Fig. 6 Relationship between precipitation ratio for 
flat area and west slope every event and altitude. 
Upper broken line is Y = 5.7 × 10-4x +1.2 and 
Lower broken line is Y = 5.7 × 10-4x +1.2. 

Date
Amount of

precipitation
Precipitation
ratio on peak

Air
temperature

Wind
Direction

Wind
speed

Cloud
Direction

(mm) (℃) (m/s)

Center-1 Ikoma Ikoma Ikoma Ikoma

Apr 6th 13.0 2.0 10.7 W 4.1 W

May 2nd 7.6 1.6 16.8 W 3.5 SW & W

May 18th 8.4 1.6 18.1 W 5.2 W

May 23th 8.5 1.7 14.8 NE 1.9 W

Jun 5th 44.6 1.7 15.5 E 3.0 W

Jun 6th 10.6 2.4 18.5 W 3.6 W
Jun 14th 1.8 3.4 15.8 E 2.7 SW

Table. 1 Weather conditions of events when 
precipitation ratio based on Center-1 for Ikoma was 
1.5 or more 
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Fig. 7 shows precipitation ratios in the Center 
Line when precipitation ratio on Nara observation 
station was 1.5 or more. Precipitation ratios on Nara 
observation station were 1.5 or more and precipitation 
ratios on Ikoma observation station were 1.5 or more 
were the same day. When precipitation ratio on Ikoma 
observation station was high, precipitation ratio on 
Nara observation station was also high. Especially, 
precipitation ratio on Nara observation station on 
June 9th and June 14th was very high. Then, 
relationship between cloud direction and high 
precipitation phenomenon for Nara Basin was 
examined. Fig. 8 shows move of rain cloud on June 
14th and June 9th. High precipitation phenomenon for 
the Nara Basin had two types. First type was that rain 
cloud grew around mountains located on the western 
of Nara and grown cloud made rain in the Nara Basin 
like June 9th.  

On June 9th, small size rain cloud came from west 
to Nara cross the Ikoma Mountains. From 2:10 to 
2:20, rain cloud met the Ikoma Mountains and rain 

Fig. 7 Precipitation ratios of events when 
precipitation ratio for Center Line based on Center-1 
for Nara was 1.5 or more. 

Fig. 8 Move of rain cloud on June 14th and June 9th. High precipitation phenomenon for the Nara Basin had 
Two types 
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cloud grew. Grown cloud passed through Nara from 
2:25 to 3:00. 

Second type was that strong rain cloud come from 
the eastern Nara Basin like a June 15th. On June 15th, 
many big rain clouds moved from southwest to 
northwest and some small size and strong rain cloud 
came from east to west. At 7:10, small size cloud 
grew around the Kasatori Mountain located in the 
eastern Nara basin and moved to the Nara Basin. 
From 8:10 to 10:10, rain cloud made a lot of rain in 
the Nara Basin. After passing though the Nara Basin, 
rain cloud become weak and made rain to the Ikoma 
Mountains and the Osaka Plain from 10:10 to 10:40. 
Both first and second type, the Nara Basin was 
located as a mountain shadow. When air with rich 
vapor met the mountain, rain cloud grew around the 
mountain and cross mountain. Grown cloud did not 
disappear quickly and made a lot of rain behind 
mountain shadow. Then, water vapor content was 
important parameter of high precipitation 
phenomenon for mountain and mountain shadow 
area. 
 
CONCLUSION 
 

The purpose of study is to clarify the relation 
between amount of precipitation and topography. 
Then rain sample was sampled from the Osaka Plain 
to Nara Basin cross the Ikoma Mountains covering 
big topography change.  

Amount of precipitation for the Nara Basin were 
higher than Osaka Plain. amount of precipitation in 
the west slope of Ikoma Mountains increased with 
altitude and amount of precipitation in the Nara Basin 
was higher than the Osaka Plain. Thus, first, high 
precipitation phenomenon in the west slope of Ikoma 
Mountains was examined. Amount of precipitation on 
the west slope of Ikoma Mountains increased with 5.7 
% per 100 m in height. Especially, amount of 
precipitation in topography recessed to the east side 
were very high. High altitude slope collects a lot of 
water vapor. When air meets recessed topography, a 
lot of air vapor is gathered to center and rise along 
slope. Thus, Topography that collects a lot of water 
vapor is important for high precipitation 
phenomenon.  

Amount of precipitation always did not increase 
because precipitation ratios had large variety. 
Weather conditions were examined when 
precipitation ratio for peak of mountains was high. 
Deference of monthly precipitation between flat area 
and mountain peak from March to July were high. In 
Japan, temperature from March to July is high and 
High temperature air has a lot of vapor and many rain 
drops and clouds occur on the slope of Ikoma 
Mountains. Seasonal condition is important one 
parameter for high precipitation phenomenon 
because determine whether the cloud or air is dry or 

wet. Most cloud directions were west. when 
precipitation was high for mountain peak. If rain 
clouds come from northwest or west, rain clouds 
move from the Osaka Bay to the Ikoma Mountains 
across the Osaka Plain. Amount of precipitation 
increases around the mountain area. If rain clouds 
come from southwest, rain clouds cross the 
Izumikasturagi Mountains and the Kii Mountains 
before the Osaka Plain. After passing through the 
Izumikasturagi Mountains and the Kii Mountains, 
some clouds disappear and wet air is dried because of 
rain around those mountains. Then, cloud direction is 
one important parameter because decide whether the 
cloud or air is dry or wet. Topography that collects a 
lot of water vapor is important for high precipitation 
phenomenon. Seasonal condition and cloud direction 
were parameter decide whether the cloud or air is dry 
or wet. Wet air makes new cloud in the slope. 
Therefore, high precipitation phenomenon in slope of 
mountain was concluded to be caused by water vapor 
content. 

Second, high precipitation phenomenon in the 
Nara Basin was examined. When precipitation ratio 
for Ikoma was high, precipitation ratio for Nara was 
high. Then, relationship between cloud direction and 
high precipitation phenomenon for Nara Basin was 
examined. The Nara Basin was located mountain 
shadow. When rain cloud with rich vapor met the 
mountain, rain cloud grew around the mountain and 
cross mountain. Grown cloud did not disappear 
quickly and dropped a lot of rain to mountain shadow. 
Then, water vapor content was important parameter 
of high precipitation phenomenon for mountain and 
mountain shadow area. 
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ABSTRACT 

 
The harmful materials are came to a head through the redevelopment in empty lots in recent years. The soil 

and groundwater contaminations are often caused by the heavy metals and the volatile organic compounds. The 
cleaning treatment water for the excavated soil and the contaminated water pumping is generated by digging and 
washing the contaminated soil. The adsorption disposal by the activated carbon is conducted as the disposal method 
for both contaminated water and pumped groundwater after the aeration disposal. However, the activated carbon 
has a low adsorption performance for inorganic substances such as the heavy metals. Thus, in this study, the rice 
husk and fish bones which are an industrial waste are focused on. The material cost is saved by using the industrial 
waste.  The product process of the fish bone is only burning and the rice husk is not manufactured. It is examined 
whether both materials can be used as the adsorbent for the heavy metals. As the results of examinations, it is 
clarified that some heavy metals such as Zn2+ and Cd2+ are well adsorbed into both materials and both materials 
are useful as the recycling materials. 
 
Keywords: Soil and groundwater contamination, Fish bone absorber, Rice husk, Heavy metals 
 
 
INTRODUCTION 

 
In recent years, the soil contamination and 

groundwater contamination because harmful 
materials are came to a head through the 
redevelopment in empty lots. According to the reports 
of each prefecture's soil pollution case and 
groundwater pollution case released by the Ministry 
of the Environment as in [1], [2], the number of bath 
cases has increased since 1991, when the soil 
environmental standards were enacted. In particular, 
the number of both cases has rapidly increased in 
2002 by executing the Soil Contamination 
Countermeasures Act, and the cases have increased 
again in 2010 when executing the revision Soil 
Contamination Countermeasures Act. The researched 
cumulative number of cases is 19,927, and the 
cumulative number of cases that exceeds the 
environmental standard value is among 9,733 in the 
case of soil contamination cases grasped by 
prefectures by the end of 2014. The soil and 
groundwater contaminations are often caused by the 
heavy metals and the volatile organic compounds 
(VOC). The VOC has the characteristics that it is 
difficult to dissolve in water and its viscosity is low. 
Thus, the VOC moves in the soil and easily reaches 
the groundwater surface. On the other hand, the soil 
pollution by heavy metals is difficult to spread deeply 
because most of heavy metals are easily adsorbed by 
minerals in soil. However, the certain heavy metals 
such as hexavalent chromium and arsenic are highly 
soluble in groundwater, and have high mobility in soil. 

Therefore, there are many cases of groundwater 
contamination by hexavalent chromium and arsenic 
among heavy metals.   

The cleaning treatment water for the excavated 
soil and the contaminated water pumping is generated 
by digging and washing the contaminated soil. The 
adsorption disposal by the activated carbon is 
conducted as the disposal method for both 
contaminated water and pumped groundwater after 
the aeration disposal. The activated carbon is most 
frequently used as an adsorbent, it is inexpensive 
compared to other adsorbents, and has an advantage 
of having a high specific surface area. Especially, it is 
known that the activated carbon has a high adsorption 
performance for organic substances such as a VOC. 
However, the activated carbon has a low adsorption 
performance for inorganic substances such as the 
heavy metals. For this reason, adsorbents such as the 
zeolite and the silica are used for inorganic substances, 
but they have the disadvantage that the manufacturing 
cost is higher than that of activated carbon. It is 
predicted that the number of soil and groundwater 
contamination increases with redevelopment etc. in 
the future. Therefore, the adsorbent which can be 
manufactured at low cost is required. Thus, in this 
study, the rice husk and fish bones which are an 
industrial waste are focused on. The material cost is 
saved by using the industrial waste. The unprocessed 
rice husk and only burned fish bone are used as an 
adsorbent in order to reduce the manufacturing cost. 
Also, the adsorption performance of the rice husk and 
fish bone for heavy metals are examined whether both 



SEE - Nagoya, Japan, Nov.12-14, 2018 

942 
 

materials can be used as a new adsorbent.  
 

MATERIALS AND METHODS 
 
In this study, the rice husk and fish bone, food 

waste, are adopted as an adsorbent for the heavy 
metals as has noted above. Their material properties 
are explained below. 

 
Rice husk 

 
The rice husk is the shell of berry taken from the 

spike of rice. The rice husk is covered with a wax 
component which protects the surface of the organism 
called the cuticle. The rice husk is hard to decompose 
since the wax component shed the water. The rice 
husk is shown in Fig. 1, and has the feature that about 
20 percent of silica is contained. Bamboo is also said 
to have a lot of silica, but even it is less than 0.1% in 
the case of raw bamboo. The silica is the silicon 
dioxide or the generic name of substances which 
constituted by silicon dioxide. The rice husk is very 
hard and difficult to process due to the properties of 
silicic acid which is the raw material of glass 
contained in chaff. The amount of rice husk emissions 
is about 2 million tons annually nationwide, and most 
of them are discarded as the industrial waste since the 
usage of unprocessed rice husk is limited. The 
unprocessed rice husk has been used for packing or 
seedling cover materials, but the usage as plastics 
material has been increasing in recent years. 
Although it is considered that the optimum processing 
and utilization method of unprocessed rice husk are 
few, the rice husk ash made by burning rice husk has 
been studied for many uses. In Thailand, the rice husk 
is used as a heat source to generate steam and power. 
The rice husk ash given off from these generation is 
used for material of cement. As a similar technology, 
the researches for making building materials for 
houses from rice husk, which were developed by the 
National Institute of Advanced Industrial Science and 
Technology Kyushu Industrial Technology 
Laboratory (now Kyushu Center for Industrial 
Science and Technology) is conducted. After using 
rice husk as a heat source, the rice husk ash, caustic 
lime and glass fiber are mixed and solidified to 
produce boards that can be widely used as lightweight 
building materials for general houses such as 
insulation materials. Furthermore, a study that the rice 
husk ash is mixed in concrete are also conducted as in 
[3]. In addition, it is confirmed by the studies of 
Nakanoku University of Chukyo University that rice 
husk ash has high adsorption rate for radioactive 
materials such as the cesium and strontium. 

As noted above, various usage methods are 
studied for the rice husk ash, but it is necessary to 
control the temperature at 400 ~ 600 °C and burn in 
order to produce the high quality rice husk ash as in 
[4]. Crystallized silicic acid and dioxin may be 

generated when the burning temperature falls below 
400 °C. Practical realization has not progressed much 
due to the difficulty of such processing. In order to 
propose a new method of utilizing raw rice husk and 
to reduce the cost of processing, in this study, an 
adsorption performance of dried rice husk for heavy 
metals without processing is examined (see Fig. 1). 
 

 
 
Fig. 1 Dried rice husk 

 
FbA (Fishbone Absorber) 

 
Hydroxyapatite is the basic calcium phosphate, 

and its chemical formula is Ca10(PO4)6(OH)2. 
Hydroxyapatite is excellent in biocompatibility and 
used for materials such as artificial bone and implants 
because it is a major constituent of teeth and bones. 
In addition, hydroxyapatite has many functions such 
as high adsorptive property (especially amino acids, 
proteins, lipids, sugars, etc.), ion exchange properties, 
catalytic properties, and ionic conduction properties 
as in [5], [6], [7]. It is artificially synthesized by many 
methods and it is used in various fields including the 
biomaterials. According to study of Nishiyama et al., 
it is already known that hydroxyapatite has adsorption 
properties not only for heavy metals but also for 
strontium as in [8]. Some hydroxyapatite is derived 
from cattle bones and pig bones, but in this study, the 
adsorbent based on hydroxyapatite derived from fish 
bones (Fishbone Absorber, hereinafter referred to as 
FbA and, see Fig. 2) is used for various tests. The size 
of the piece is approximately 1 cm square and its 
weight is approximately 0.6 g. The FbA is produced 
by burning fish bone discarded at a fishing port. 
 

 
 
Fig. 2 FbA 
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RESULTS AND DISSCUSSION 
 
Among various materials which are harmful to  

the environment and the human body, and in this 
study, 9 types of Cr6+，Cr3+，Mn2+，Ni2+，Zn2+，

As3+，Se4+，Cd2+，Hg2+ are selected. The materials 
section is based on the harmful substances specified 
by the uniform effluent standards of the Ministry of 
the Environment. Se4+ is the cation in the solution 
though Se4+ is a nonmetallic element. Furthermore, 
Se4+ is targeted in the test because Se4+ is 
comprehended in the harmful material and the cation 
in the solution. For chromium, trivalent and 
hexavalent samples are prepared because their waste 
water standards are different depending on the 
valence. The test conditions are set and adsorption 
tests for each heavy metal are conducted in order to 
examine the basic adsorption performance of the rice 
husk and the FbA for heavy metals. First, 300 mL of 
pure water is put in a cylindrical container, and a 
standard solution of each heavy metal (analytical 
reagent adjusted to 1000 mg / L) is added. The 
standard solution of 1mL and 5 mL (about 3.3 and 
16.4 ppm of initial concentration, respectively) is 
added in order to ascertain the adsorption amount per 
unit mass of the adsorbent for each heavy metal ion. 
Secondly, the adsorbent is put in the filter bag and it 
is immersed in the solution assuming collection of 
adsorbent after the end of the test. The adsorbent is 
taken out after immersing in a thermostat set at 25 °C 
for 168 hours, and the concentration of each heavy 
metal ion in the solution is analyzed by an ICPS 
emission spectrometer. The adsorption performance 
of each adsorbent is evaluated by the adsorption ratio 
derived from the residual concentration of each ion in 
the solution to the initial concentration at the time of 
addition of standard solutions. All tests are conducted 

three times in order to ensure reproducibility, and the 
test results are shown by their average values. 
 
Test results 

 
The test results using the rice husk and the FbA as 

the adsorbent are shown graphically. The adsorption 
ratio of heavy metal and heavy metal are shown in the 
vertical and horizontal axes, respectively. The 
numerical value written on the top of the bar graph is 
the pH value which is measured immediately after 
taking out the adsorbent.  Table 1 shows the pH 
values of each test specimen before adding the 
adsorbent. The pH of all test specimens indicates 
from weak acid to strong acid before adding 
adsorbent because the standard solution is an acidic 
solution.  
 
Adsorption test of rice husk 

 
First, the results of the adsorption test using the 

rice husk as an adsorbent for each heavy metal are 
shown in Figs. 4 and 5, which correspond to the 
adsorption tests to 1 mL (initial concentration is about 
3.3 ppm) and 5 mL (initial concentration is about 16.4 
ppm) additions of heavy metal standard solution, 
respectively. The mass of rice husk is 0.6 g, and this 
mass is almost equal to the mass of FbA single piece.  

As shown in Fig. 4, 80 percent or more of Zn2+, 
Cd2+, and Hg2+ are adsorbed to rice husk when 1 mL 
of the sample was added. On the other hand, Cr6+ and 
As3+ are not adsorbed at all. All three types of ions 
with high adsorption ratio are group 12 elements. The 
Group 12 elements are also called zinc group 
elements. They are metal elements, and classified as 
typical elements. The Group 12 elements are 
considered to be closer to the adsorption mechanism 
of alkaline earth metal than other heavy metals 
classified as transition elements because the zinc 
group elements are divalent cation. According to 
Shannon's ionic radius table, the ionic radius of the 
three zinc group elements are relatively close (see 
Table 2). The high adsorption rate for ions whose 
ionic radii are close suggests that rice husk may 
adsorb the ions by physical adsorption rather than 
chemically adsorbed. It is necessary to clarify 
adsorption mechanism in near future. Alternatively, 
Mn2+ and Ni2+ is the divalent cations in solution 
similarly to Zn2+, Cd2+, and Hg2+ with high adsorption 
ratio to the absorbent. However, the adsorption ratio 
remains around 50 percent. From these facts, it is 
considered that not only the ion valence but also the 

 
 
 Fig. 3 Removal method for heavy metals ion in 
the solution 
 

 
Table 1 pH value before adding adsorbent 

 
 Cr3+ Cr6+ Mn2+ Ni2+ Zn2+ As3+ Se4+ Cd2+ Hg2+ 

1 mL 3.4 4.6 3.5 3.5 3.4 5.8 3.6 3.4 3.5 
5 mL 2.8 3.5 2.8 2.7 2.8 4.8 2.6 2.8 2.8 
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ionic radius are related to the adsorption performance. 
On the other hand, there are exceptions such as Cr3+, 
and other factors also need to be examined in near 
future. Focusing on pH, the pH value of Cr6+and As3+ 
are higher than that of the other specimens and show 
neutrality. It is a possibility that the adsorption ratio 
may be improved by adjusting the pH value of the 
solution to a low value and making an acidic 
environment. 
 

 
 
Fig. 4 Adsorption performance of rice husk 
(adding amount of 1 mL) 

 
 As shown in Fig. 5, the adsorption ratio decreases 

in most of the specimens to compare with using 1ml 
of sample when 5 ml of the sample is added. It is 
considered that the amount capacity of adsorbing 
each ion of 0.6 g of rice husk may be clarified by 
increasing the amount of sample added. Although the 
adsorption ratio decreases as the most of samples, the 
divalent cations, Mn2+, Ni2+, Zn2+, Cd2+, and Hg2+ 
tend to be relatively adsorbed. Especially, the rice 
husk for Hg2+ has a relatively high adsorption ratio 
even if the addition amount is increased five times. 
The fact that 50% of the added amount is adsorbed 
suggests the adsorption amount increases.  Almost all 
of Hg2+ is adsorbed in the 1 mL of addition amount 
and about half adsorption in 5 mL, and there is a 
possibility that the adsorption limit amount for Hg2+ 
is between 1 and 5 mL. These results shows that the 
adsorption limit amount for Hg2+ may be between 1 
and 5 mL. The reason why the adsorption ratio 
decreases in most samples is considered to depend on 
the difference in the initial pH value (see Table 1). 
The heavy metal ion is easily adsorbed in the lower 
initial pH value. On the other hand, among all 
specimens, the adsorption ratio in the only specimen 
of As3+ is high and the pH values after the test is 
almost the same regardless of the amount of addition. 
In near future, the test should be conducted by 

adjusting the pH value in order to clarify the influence 
of the pH value on the adsorption of each heavy metal 
ion, and the test in which the addition amount is 
minutely set is conducted in order to ascertain the 
adsorption limit amount of rice husk. 

 
Adsorption test of FbA 

 
First, the results of the adsorption test using the 

FbA as an adsorbent for each heavy metal are shown 
in Figs. 6 and 7 which correspond to the adsorption 
test to 1 mL (initial concentration is about 3.3 ppm) 
and 5 mL (initial concentration is about 16.4 ppm) 
additions of heavy metal standard solution, 
respectively . The 1 piece of FbA (about 0.6 g) is used 
in the test.  

As shown in Fig. 6, the adsorption ratio for Hg2+ 
is the highest all of samples and 90% or more of Hg2+ 
is adsorbed to the FbA when 1 mL of the sample is 
added. Subsequently, the adsorption ratio of Zn2+ and 
Cd2+ is high, and the results are similar to those of the 
test using rice husk. On the other hand, the adsorption 
ratio to Cr6+ and As3+ is low, and the result is also 
similar to the case using the rice husk, while the 
adsorption ratio for Mn2+ is higher than that of the 
case using rice husk. The adsorption ratio of Mn2+ is 
about 50% when the rice husk is used. However, it 
exceeded 70% in the case using the FbA. It is 
considered that Mn2+ has a property to promote the 
calcification of bone in increasing the adsorption ratio 
of the FbA to Mn2+. Mn2+ is a necessary mineral for 
the calcification of bone and is more easily absorbed 
into bone than other ions. It is presumed that Mn2+ is 
adsorbed to the FbA rather than rice husk because the 
FbA is derived from fish bone. Additionally, the 
adsorption ratio of Cr3+ is slightly higher than that of 
the case using the rice husk. A slight precipitate is 
confirmed when the specimen of Cr3+ using the FbA 
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Table2 Ionic radius (Å) (Shannon) 

 
Cr3+ Cr6+ Mn2+ Ni2+ Zn2+ As3+ Se4+ Cd2+ Hg2+ Si4+ Ca2+ 
0.62 0.44 0.67 0.69 0.74 0.58 0.50 0.95 1.02 0.40 1.00 

 
 
Fig. 5 Adsorption perfomance of rice husk (adding 
amount of 5 mL) 
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is observed. It is widely known that heavy metal ions 
might precipitate hydroxides by increasing the pH 
value as in [9], [10]. The value varies depending on 
the heavy metal ion and the element coexisting in the 
solution, and the specimen of Cr3+ generates a 
precipitate due to this property. As a result, the 
adsorption ratio increases by decreasing the ion 
concentration in the solution. Even in the specimens 
except the test specimen to which Cr3+ is added, the 
pH value is changed from weak acid to neutral in the 
case of using the rice husk. On the other hand, it 
increased to weak alkalinity in some specimen when 
the FbA is used. The adsorption performance of rice 
husk and FbA are very similar, but their effects on pH 
value in solution are different. As this reason, the FbA 
is fired while the rice husk is not burned. The rice 
husk ash is often used as a conditioner for soil to 
neutralize acidic soils as in [11]. It is clarified that the 
rice husk and FbA can be used not only as an 
adsorbent for heavy metals but also as a pH value 
adjustment material by controlling the used amount in 
the case of using both materials as contaminated 
water on site.  

 

 
 
Fig. 6 Adsorption performance of FbA (adding 
amount of 1 mL ) 

 
As shown in Fig. 7, the adsorption ratio for Cd2+ 

and Hg2+ is relatively high when 5 mL of the sample 
is added, and the values exceed 60%. For Hg2+, it is 
presumed that the adsorption limit amount is between 
1 and 5 mL as in the case of adding the rice husk. The 
amount of adsorption for Cd2+ increases as the added 
amount increases. The solution is acidic because the 
pH value is low when 5 ml is added. It is considered 
that the pH value is low and the solution is acidic in 
the case of adding 5 ml. It is necessary to adjust the 
pH and conduct additional tests in order to clarify the 
consideration. The adsorption ratio for other samples 
is lower than that of adding 1 mL, and the results 
show a similar tendency of those of 1 mL addition of 
heavy metals. Some samples increase the amounts of 
adsorption such as Hg2+ and Mn2+, and it is needed to 
investigate each sample of adsorption limit amount in 
detail. It is revealed that adsorption ability is higher 

for divalent cations, in particular, Group 12 elements, 
in both cases of addition amount of 1 ml and 5 ml. As 
shown in Table 2, the ionic radius of the three kinds 
of ions which belong to group 12, are close to the 
ionic radius of Ca2+. This result suggests that the FbA 
may remove heavy metal ions from solution by 
physical adsorption. The heavy metal ions are 
adsorbed to the FbA and Ca2+ is released instead, so 
that the adsorption performance may be higher for 
heavy metal ions with a close ionic radius. If the 
adsorption mechanism of FbA is physical adsorption, 
heavy metals adsorbed to the FbA can be taken out. 
In addition, both the FbA and heavy metals can be 
reused. Therefore, the adsorption mechanism may be 
examined in near future.  

The adsorption performance of FbA is higher than 
that of rice husk in the case of adding 5 mL of most 
sample through all the test results. The rice husk has 
a high adsorption performance when additive amount 
is as small as 1 mL. On the other hand, the FbA is 
more useful than the rice husk when the content of 
heavy metal ion in the solution exceeds a certain 
amount. Additionally, the adsorption performance of 
FbA is higher than that of rice husk in the case of 
adding 5 mL of sample. It is assumed that the FbA 
has more marginal adsorption than rice husk.  

 

 
 
Fig. 7 Adsorption performance of FbA (adding 
amount of 5 mL ) 

 
CONCLUSIONS 

 
In this study, the hydroxyapatite (FbA) derived 

from fish bones and rice husk which are known as 
industrial waste were focused.  The possibility as a 
new adsorbent was investigated by elucidating the 
fundamental adsorption performance for harmful 
substances and the principle of these materials. In the 
tests, the adsorption effect of rice husk and FbA on 
nine kinds of heavy metals which have harmful 
effects to the ecosystem was examined. The test was 
conducted preparing the addition amount of the heavy 
metals to 1 mL, 5 mL in order to ascertain the 
adsorption amount per unit mass of the adsorbent. As 
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a result, it is confirmed that more than 40% of 
additive amount of all metals except As3+ and Cr6+ 
can be absorbed by the both adsorbents.  In particular, 
both adsorbents had high adsorption ratio for Group 
12 elements such as Hg2+, Cd2+, Zn2+. The rice husk 
and FbA have similar property of adsorption for 9 
metals, and both adsorbents had powerful adsorption 
effect on divalent cations. Alternatively, it is 
presumed that other factors such as ionization 
tendency, ionic radius and specific gravity are related 
to ion adsorption as well as ionic valence. As shown 
in Table 1, in case of the FbA, the ionic radius of well 
adsorbed heavy metal ions is close to the ionic radius 
of the main component Ca2+ of the FbA. It is 
necessary to examine the influence of these factors on 
adsorption and the reason why the rice hulls and FbA 
have similar adsorption performance to heavy metals 
should be discussed in more detail.  

For the pH, the FbA tends to change the pH of 
solution to alkaline more than the rice husk. It is 
considered to be caused by whether or not the 
calcination process is carried out. Depending on the 
firing temperature, organic acids is thermally 
decomposed or released as carbon dioxide in the 
process of burning substances including organic 
substances. Therefore, alkali metals and alkaline 
earth metals such as sodium, potassium and calcium 
remain on the surface of the material as oxides, 
carbonates and hydroxides. The pH value rises in the 
solution because these pyrolysis residue elutes. As a 
result, it is necessary to consider the influence of the 
pH value when the FbA is adopted as the adsorbent. 
For As3+ and Cr6+, the adsorption ratio may also 
change by adjusting the pH value. Therefore, it is 
necessary to adjust the pH value and conduct the same 
test. The each limit amount of adsorption for FbA and 
rice husk were different for heavy metal ion to 
compare the adsorption ratio according to the additive 
amount of sample. The adsorption ratio of rice husk 
is high in the case of using 1mL, and that of FbA is 
high in the case of using 5 mL. It is suggested that the 
FbA has a higher adsorption limit than the rice husk. 
Additionally, the adsorption performance of rice husk 
may be improved by adjusting low concentration of 
heavy metal ion, and that of FbA by adjusting high 
concentration. In near future, it is necessary to 
examine the adsorption performance by drastically 
decreasing or increasing the additive amount of heavy 
metal ion and widening the range of concentration. 
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ABSTRACT 

 
Massage has been used as an alternative treatment for professional athletes for decades. However, it has 

hardly been used for rapid recovery on the sport field that always needs rapid recovery during half-time brake of 
competition such as basketball. This study aims to investigate the acute effects of Traditional Thai Massage on 
recovery in basketball players as indicated by heart rate variability (HRV) and physical fitness. A cross-over 
design was administered. Sixteen basketball players were randomly allocated into two groups: intervened with 
Traditional Thai Massage (TTM) and Control (C). Each period, the participants underwent 20 minutes of 
basketball-playing simulation after which they were assessed on HRV and physical fitness. Then they received 
either 10-minute TTM intervention or 10-minute rest, and were assessed again immediately after the 
interventions with 3 days washout period. The results showed that HRV and physical fitness were significantly 
increased (P< 0.05) in both groups after the interventions. There was no significant difference of LF/HF ratio 
(LF/HF ratio) in the control group. Mean changes in Grip strength test (GST) and High Frequency (HF) were 
found to be higher in the TTM than the control on between-group comparison (P<0.05). Both TTM and passive 
rest could enhance recovery after strenuous basketball playing. However, the TTM showed superior 
improvement from fatigue than passive rest as indicated by HRV and GST. 
 
Keywords: Traditional Thai Massage (TTM), Heart Rate Variability (HRV), Basketball Players, Fatigue, 
Recovery 
 
 
INTRODUCTION 

 
Recovery is one of the basic principles in athletic 

training methodology [1]. Fast recovery from muscle 
fatigue is vital in sport events especially when 
athletes require maximum energy for better 
performance during competition. Frequently, an 
interval between matches in each competition could 
be varied depends on the local competition rules. 
Thus, it is crucial for athletes to be provided with a 
sufficient treatment that has an immediate effect on 
the muscle recovery after the highly vigorous muscle 
activities. The appropriate muscle recovery process 
must quickly reduce the fatigue. If the improper 
muscle treatment is applied to the athletes, it may 
lead to reduced physical performance, increased risk 
of injury, or even emotional stress during 
competition. 

Several methods of muscle recovery have been 
suggested for professional athletes, including the use 
of hot/cold therapies, stretching techniques, and 
sport massage. Among various muscle recovery 
strategies, manual massage is considered as the most 
natural technique that be gently and directly applied 
to the injured areas to enhance the elasticity of 
muscle and joints while relaxing the tendons [2]. 

Furthermore, manual massage could provide an 
increase of skin temperature which helps stimulating 
the blood flow [3]-[5], and reduces the muscle 
soreness [6]. In most cases, massage are used to 
recover the fatigued muscle, stretch the affected 
muscle, and improve the mood states during and 
after the competition [7]. 

Traditional Thai Massage (TTM) is a deep-tissue 
type of manual massage which mainly use for 
promote relaxation and wellbeing. In addition, it has 
been modified to use with athletes to facilitate 
recovery of fatigued muscles after the competitions 
such as Thai boxing, and football. The applied Thai 
massage used for athletes’ muscle recovery consists 
of the massage techniques of rubbing, rolling, 
pressing, squeezing with fingers and palm, gently 
chopping with hand to stretch the joints throughout 
the body, including all major muscle bundles of 
arms, legs, and abdomen. The applied massage also 
focuses on stretching the ten nerve lines of Thai 
massage. Previous studies have shown the empirical 
evidence that massage arouses the temperature on 
the skin that can increase the blood flow [3]-[5]. In 
addition, massage can minimize soreness [2] [8], 
enhance flexibility [2], reduce sympathetic nervous 
system while increasing parasympathetic nervous 
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system [2], [9], [10]. 
Basketball is one of the most popular sports in 

the world. It requires the players’ use of strenuous 
energy as well as ultimate strength of the muscle and 
mobility skills throughout the game. In general, 
basketball players move approximately 4,500-5,000 
meters in 40 minutes [11]. Every two minute, the 
players run, walk, spin, jump, slide, etc [12]. Fifteen 
percent of each game is considered as highly intense 
exercise [13]. Due to the heavy physical movement, 
the injuries often occur [14]. However, the 
basketball players are given with limited time off to 
obtain the recovery during the intervals. Thus, it is 
essential for the basketball players to meet these 
needs in order to compete at full strength and 
recover quickly during and after the competition. 

Yet, no studies have reported the effect of 
traditional Thai massage on the recovery by using 
HRV or other parameters to determine its efficiency 
in the context of intense sport, particularly 
Basketball. Hence, it is important to examine the 
acute effect of traditional Thai massage on the 
recovery of basketball players. The results of the 
study are expected to provide evidence for further 
sport performance improvement, and enhance the 
understanding in the extent of sport and sport 
science. 

The purposes of this study are to examine the 
acute effects of traditional Thai Massage on 
recovery in basketball players during the 
competition, and compare the acute effects of 
traditional Thai Massage and passive rest on 
recovery in basketball players during the 
competition. 

 
METHODS  

 
Study design and participants 

 
This study was a crossover randomized 

controlled trial, approved by the ethics committee of 
Khon Kaen University, Thailand (HE602113). The 
included participants were 16 males (mean age 
20.13 ± 1.31 years), with a mean age of 20.13 ± 1.31 
years, average of 72.69 ± 11.25 kilograms, average 
body mass index of 177 ± 6.68 cm, and average 
body mass index of 24.05 ± 5.79 kg/m2. They were 
3-year experienced basketball players with no 
history of serious disease. Before participating in 
this study, the participants were advised to refrain 
from eating, drinking alcohol, smoking, and 
consuming caffeine for at least 2 hours. 

 
Procedure and protocol 

 
The participants were basketball players of 

Sakon Nakhon Rajabhat University. They were 
provided with orientation to understand the criteria 
of the research and consent to participate in the 

study. The participants will divide into two groups. 
The first group was intervened by traditional Thai 
massage (TTM), receiving massage for ten minutes. 
The second group is controlled group (C), allowed to 
gain passive rest for ten minutes. This research is a 
crossover randomized controlled trial. All 
participants were examined for two times. That is, 
an individual participant would receive traditional 
Thai massage; then passive rest. 

 

 
 
 
 

 
 
Heart Rate Variability (HRV) 

 
The participants sat on a comfortable chair with a 

backrest, with eyes opened. HRV parameters were 
measured three minutes by using the device, called 
Ubio macpa, Korean version. The values of HR, 
RMSSD, SDNN, HF, LF, and LF / HF ratio were 
used to evaluate HRV. 
 
Physical Fitness 

 
Sit and reach test (SRT) was measured as 

described by [15]. Subjects sit with the soles of their 
feet against the box, and with their hips flexed to 
about 90˚ to assume an upright sitting position. And 
then subjects flex their hip joints and vertebral 
column (with possible contributions from shoulder 
joint flexion and scapular elevation) to reach 
forward as far as possible. A centimeter scale is 
printed on the top surface of the box. 

Grip strength test (GST) was measured using a 
Grip dynamometer (TKK 5401, Japan). The 
participants griped the dynamometer with four 
fingers, except the thumb, and controlled the width 
of the handle. The arms were naturally lowered. 
Maximum strength was applied to the dynamometer 
without touching the body. [16]. 

Back strength test (BST) back strength of the 
participants was measured using a Back-leg-chest 
dynamometer. The participant was positioned with 
body erect and knees bent so that the grasping hand 
rests at proper height. Then, by straightening the 
knees and lifting the chain of the dynamometer, 
pulling force was applied on the handle. The body 
would be inclined forward at an angle of 60 degrees 
for the measurement of back strength [17]. 

Leg strength test (LST) leg strength was also 
measured using a back-leg-chest dynamometer. The 

Figure 1 Diagram of study protocol and variable 
measured. TTM and C group:  10 minute for 
each protocols, 1 trial per protocol, wash out 3 
day. TTM: Traditional Thai Massage. 
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participant was asked to stand erect with knees bent 
so that the grasping hand rests at proper height. The 
individual then lifted the handle of the dynamometer, 
bending his legs, and then straightened the legs [17]. 

 
Traditional Thai massage (TTM) and Passive rest 

 
The participants in Traditional Thai Massage 

group are given 10 minutes of massage whereas the 
controlled group are given 10 minutes to rest. In the 
room, the temperature is controlled at 25-26 °C. In 
the TTM group, Thai traditional and Effleurage 
massage techniques are applied throughout the body 
of the participants including biceps and triceps 
(arms), deltoid (shoulders), latissimus dorsi, thoraco-
lumdar fascia, trapezius (back), and stretching 
muscles which consist of hamstrings, rectusfemoris, 
arms, and back. In the C group, the participants are 
provided with a regular passive rest (half time). 

 
Statistical analysis 

 
The data were presented as mean ± SD. Shapiro-

Wilk test was used to verify normality of data. 
Crossover study design analysis was employed. The 
paired t-test statistic was used to compare the mean 
between the groups. The independent sample t-test 
statistic was used to compare mean between groups. 
Statistical significance value was set at p <0.05. 

 
RESULT 

 
Table 1 shows the comparison of the statistic 

values in each group. The results of RMSSD, SDNN, 
HF, LF, SRT, GST, BST, and LST, were 
significantly increased (P<0.05). whereas HR, was 
significantly decreased (p<0.05) in  two group. 
 
Table 1 Comparison of the results in each group 

 
 
 
 
 

However, the LF/HF ratio increased significantly (P 
<0.05) only in the TTM group. HF values were 
significantly different (P <0.05) and no significant 
differences in the comparison of results between 
groups is presented in Table 2. 
 
DISCUSSION 

 
The result showed that Thai traditional massage 

has acute effect on recovery from fatigue in 
basketball players in both groups. According to the 
HRV and physical fitness results, the average 
recovery level in the Thai traditional massage group 
was higher than in the non-Thai traditional massage 
group that received only passive rest. The positive 
result on recovery in the group treated by Thai 
traditional massage was considered as the process 
that body systematically reacts to the massage, 
including the biochemical processes in cellular, 
tissue and organ level.  
     It was found that body relaxation contributes to 
lower blood pressure because the stimulation of 
parasympathetic from the massage [18]. In this 
study, the basketball players significantly noticed the 
mental and muscle tension, refreshment and power 
boost to play more effectively in another half of the 
game. This result was consistent with the previous 
studies that stated that massage can increase HRV 
[2], reduce sympathetic activity, and increase 
parasympathetic activity [19], [20]. Even with the 
different types of massage, the result showed the 
decrease of HR and increase of SDNN, RMSSD, LF, 
HF, and LF-HF Ratio. Thus, the results indicated 
that Thai traditional massage can reduce sympathetic 
activity and increase parasympathetic activity which 
contribute to the greater recovery rate in basketball  
 
 

 
 
 
 
 

Results TTM group (n=16) Controlled group (n=16) 
Before After Before After 

RMSSD(ms) 12.08±3.2 21.49±3.63* 12.23±2.65 18.46±4.02* 
SDNN (ms) 38.83±13.15 46.43±13* 41.56±9.47 46.08±11.44* 
HR (bpm) 130.53±10.54 98.86±6.95* 134.74±8.12 104.6±8.04* 
HF (ms2) 6.56±0.76 7.95±0.77* 6.34±0.84 7.57±0.67* 
LF (ms2) 7.86±0.9 8.84±0.78* 7.86±1 9.2±0.86* 
LF-HF ratio 1.18±0.04 1.25±0.08* 1.17±0.05 1.19±0.11 
SRT (cm) 11.56±5.05 13.13±5.06* 12.19±5.02 12.13±5.03* 
GST (kg) 39.66±4.96 40.6±5.46* 39.28±6.58 38.74±6.25* 
BST (kg) 127.94±18.65 143.47±20.12* 131.72±25.06 138.42±22.21* 
LST (kg) 150.41±26.97 162.63±27.22* 154.59±34.33 161.36±31.71* 

Data are expressed as mean ±SD. TTM – traditional Thai massage; RMSSD – the square root of the mean 
squared differences of successive normal R-R intervals; SDNN – the standard deviation of the normal-to 
normal intervals; HR – heart rate; HF – high frequency; LF – low frequency; LF/HF ratio – low frequency per 
high frequency ratio; SRT - Sit and reach test; GST - Grip strength test; BST - Back strength test; LST - Leg 
strength test. Significant change within group, * p<0.05 
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Table 2 Comparison of the results between two groups 

 
 
 
 

 
players. 
     Thai traditional massage dilates the blood vessels 
[4], [5], [21], which helps remove oxygenated blood 
and waste from the muscle e.g. lactic acid; as a 
consequence, the acidity in muscles is diminished. 
This leads phosphofructokinase - an enzyme that 
controls process of glycolysis - to generate the 
energy to the muscles, and improves the binding of 
protein myosin and actin in muscle contraction; as a  
result, the muscles work effectively [22]. Moreover, 
Thai traditional massage helps the blood vessels to  
transport oxygen to the muscles so that the muscles 
can perform better. In additional, Thai traditional  
massage at the arms, legs, and back helps tissues 
around these organs improve flexibility, especially 
when they contract [23]. All these effects of massage 
may contribute to improve overall performance of 
the basketball players.  

 

 
 
 
 

 
For Thai traditional massage, the mechanical 

pressure is used by pressing on the muscle tissues to 
increase muscle flexibility for several benefits: to 
reduce the tension at the joints and muscle, and 
increase the degree of movement and elasticity [24]. 
The mechanism of massage has an effect on 
autonomic nervous system resulting in better mental 
relaxation because the massage can reduce the 
process of sympathetic activity while increasing 
parasympathetic activity [25]. This reduces the 
cortisol level, which in turn, lowers anxiety, 
eventually leading to relaxation [24], [26]. This 
result was in accordance with the previous studies of 
[2] and [27] indicating that massage helps reduce the 
anxiety. Likewise, [5] revealed that massage 
alleviates muscle tightness and heals the sore muscle 
after intense exercise. 

 
 

Results 

Compared before Compared after 
TTM –Traditional 

Thai massage 
(n=16) 

Passive rest 
(n=16) 

TTM –Traditional 
Thai massage 

(n=16) 

Passive rest 
(n=16) 

RMSSD (ms) 12.08±3.2 12.23±2.65 21.49±3.63 18.46±4.02 
SDNN (ms) 38.83±13..15 45.31±12.32 30.24±8.78 25.58±8.86 
HR – heart rate (bpm) 130.53±10.54 134.74±8.12 98.86±6.95 104.6±8.04 
HF – high frequency (ms2) 6.56±0.76 6.34±0.84 7.95±0.77* 7.57±0.67 
LF – low frequency (ms2) 7.86±0.9 7.86±1 8.84±0.78 9.2±0.86 
LF/HF ratio – low frequency 
per high frequency ratio 1.18±0.04 1.17±0.05 1.25±0.08 1.19±0.11 

SRT - Sit and reach test (cm) 11.56±5.05 12.19±5.02 13.13±5.06 12.13±5.03 
GST - Grip strength test (kg) 39.66±4.96 39.28±6.58 40.6±5.46 38.74±6.25 
BST - Back strength test (kg) 127.94±18.65 131.72±25.06 143.47±20.12 138.42±22.21 
LST - Leg strength test (kg) 150.4±26.97 154.59±34.33 162.63±27.22 161.36±31.73 

Results TTM – Traditional  
Thai massage (n=16) 

Passive rest 
(n=16) 

Different 
(95% CI) 

RMSSD (ms) 9.41±2.74 6.23±2.69 -3.18(-5.56 to -0.80) 
SDNN (ms) 7.61±5.87 4.51±5.87 3.1(-1.14 to 7.33) 
HR – heart rate (bpm) -31.68±8.05 -30.14±5.79 -1.54(-3.53 to 6.60) 
HF – high frequency (ms2) 1.39±0.95 1.23±0.77 -0.16(-0.79 to 0.45) 
LF – low frequency (ms2) 0.98±1.06 1.34±1.22 -0.36(-1.18 to 0.47) 
LF/HF ratio – low frequency 
per high frequency ratio 0.08±0.1 0.03±0.1 0.05(-0.02 to 0.12) 

SRT - Sit and reach test (cm) 1.56±0.96 -0.06±1.61 1.62(0.67 to 2.58) 
GST - Grip strength test (kg) 0.94±2.07 -0.54±4.44 1.48(-1.01 to 3.99) * 
BST - Back strength test (kg) 15.53±16.79 6.7±13.04 8.83(-2.02 to 19.69) 
LST - Leg strength test (kg) 12.22±10.32 6.76±13.21 5.46(-3.10 to 14.02) 

Table 3 Comparison of the mean change scores (pre–post) of HRV and physical fitness tests between the 
(TTM) and control groups 
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CONCLUSION 
 
The results of this study showed that Thai 

traditional massage has more acute effect on the 
recovery of basketball players than the passive rest. 
Hence, Thai traditional massage is an effective 
approach for muscle recovery since it improves the 
performance of basketball players during the 
competition. This method of Thai traditional 
massage could be applied to the basketball players 
during the breaks of the game, or even to other types 
of sports that are held with the breaks  during the 
competition e.g. football, Sepak takraw, volleyball, 
etc. Therefore, sport massage as an alternative 
recovery method for athletes, trainers or interested 
parties could be applied in sports for greater 
performance and success. 
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ABSTRACT 
 

     This environmental biotechnology research aims to obtain a diversity of freshwater tropical microalgae which 
has the ability to form a floc naturally to be utilized as bioflocculants in the process of harvesting other tropical 
microalgae biomass that does not have such ability. The microalgae Chlorella vulgaris, Chlorella sorokiniana, 
Chlorococcum sp., Closterium sp., Oscilatoria sp., Monorapidhium sp, Ankistrodesmus sp and Scenedesmus 
obliquus are cultivated in batch culture and their environmental condition are controlled at 25°C, fed with 5% pure 
CO2 with flow rate of 5 L/min. To determine the ability of microalgae strain as microalgae flocculant or not, it is 
necessary to calculate recovery efficiency. The addition of Scenedesmus obliquus and Ankistrodesmus sp as 
flocculant microalgae followed by slow mixing allows better interaction between flocculant microalgae and non-
flocculant microalgae, so the floc size increases. Scenedesmus obliquus and Ankistrodesmus sp can be used as 
flocculant species because the value of settling for both types of microalgae is more than 50% for 60 minutes while 
other microalgae species can be categorized as non-flocculant microalgae since within 60 minutes settles less than 
50%. The study also proved that no greenhouse gas was formed during the bioflocculation process. Thus the 
method of bioflocculation with Scenedesmus obliquus and Ankistrodesmus sp is feasible to be applied to harvest 
microalgae biomass on an industrial scale. 
 
Keywords: Bioflocculation, Tropical microalgae, Flocs, Harvesting, Diversity 
 
 
INTRODUCTION 

 
In a series of microalgae biomass production 

systems, the harvesting stage must be through first 
before entering any processing stage of the 
microalgae, such as to be bioenergy raw materials, 
foodstuffs, raw materials of drugs and cosmetics. In 
order to obtain high biomass production, it is 
necessary to do research on harvesting with the right 
method without causing new problems. Since 
microalgae biomass concentrations are often very low 
with size only a few micrometers (1 to 30 μm ), then 
harvesting of microalgae becomes difficult [1] and 
expensive [2]. The cost of harvesting can be reduced 
significantly by choosing a more efficient and 
economical harvesting technique. Although  some 
harvesting techniques have currently known, the main 
disadvantage of such of them is  requiring expensive 
operational costs due to high energy dependence and 
less environmentally friendly. 

Centrifugation is one of the most commonly used 
harvesting techniques because its ability to produce 
80-90% harvested biomass from cultivation results in 
only one stage thus increasing efficiency in the 
harvesting stage [3], [4]. Harvested microalgae can 

reach up to 20% of total solids when using 
centrifugation [1]. However, centrifugation is a 
technique with high capital, energy and operational 
costs [5].  

In addition, this process allows the components in 
the cell to be damaged [3], [6]. Another technique that 
is commonly used is sedimentation, but this technique 
is inefficient with time and requires space to build a 
storage pond. Harvesting of microalgae using 
filtration techniques can only be done to harvest 
microalgae which larger than 100 μm and have 
filamentous or colonized cell shape, such as Spirulina 
sp. and Micractinium sp [7].  
      Harvesting of microalgae biomass using chemical 
flocculants and biofalms has been done by previous 
researchers. mentions that flocculation is ideal for 
harvesting microalgae smaller than 100 μm and not 
colonizing. Flocculation using chemicals can also 
lead to nutrient degradation, changes in temperature 
and dissolved O2 [8]. Chemical flocculants may 
contaminate the water used as microalgae culture 
medium. Water remaining after harvesting when 
disposed directly into the environment must be 
processed first to meet the required quality standards. 
The process requires a lot of money and energy. The 
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addition of chemical compounds can also cause 
changes in the composition of microalgae cells [9], 
[10]. 
      Bioflocculation is a technique of harvesting 
microalgae whose principle is similar to flocculation, 
which is the difference is the flocculant material used. 
Bioflocculation uses living things such as bacteria, 
fungi, or microalgae as flocculants. Flocculation 
using bacteria [11] and fungi [12] are alternatives to 
replace chemical flocculants, so the effects of 
chemical pollution on culture media can be reduced. 
However, the use of fungi and bacteria as flocculants 
requires additional special media as a source of 
energy for its growth. In addition, bacteria and fungi 
can contaminate microalgae [11], [13]. 
      The use of microalgae as flocculants does not 
require different growth media so it reduces 
additional costs. In addition, it will prevent bacterial 
contamination of the microalgae to be harvested [13]. 
Most importantly, bioflocculation by utilizing 
microalgae is more environmentally friendly because 
residual water harvesting that  not contain chemicals 
can be reused or can be disposed of without  require 
special treats with high cost.  
       In addition, microalgae flocculants can reduce 
dependence on energy used in the harvesting process 
until microalgae processing becomes a useful 
product. Thus, the problems to be studied include the 
fastest and most stable microalgae floc formulation 
test by taking into account the gradient criteria of floc 
forming speed. In addition, optimal flocculant 
microalgae ratios of non-flocculant microalgae need 
to be determined to obtain maximum yield. To find 
out how far the bioflocculation technique gives an 
effect of efficiency in harvesting, it will be extracted 
to obtain by products, such as lipids and starch. 
        By studying the floc forming speed gradient, it 
is particularly expected to provide information on the 
diversity of microalgae as the flocculant agent that 
gives the highest biomass yield. In general, this 
research is expected to provide scientific contribution 
to the development of microalgae biomass production 
technology that is more economical, efficient and 
environmentally friendly.  
 
RESEARCH METHODOLOGY 
Cultivation of Flocculant and Non Flocculant 
Microalgae 
 
       Microalgae were cultivated using an artificial 
growth medium of Provasoli Haematococcus Media 
(PHM). Microalgae that grow in light and climate are 
controlled 25 °C in temperature, fed with 5% pure 
CO2 with a flow rate of 5 L⋅min-1, illuminated by 
fluorescent lamps (4000 lux)) with 16/8 hour 
light/dark cycle [14]. All  microalgas  were tested on 
its ability to improve the recovery efficiency. 

 
 
 

 
Fig. 1  Scheme of Microalge Cultivation in  Batch 
           Culture, not to scale   
(1) aerator, (2) regulator to regulate aeration rate, (3) 
silicone hose for aeration channel, (4) bottle of 
culture,  (5) fluorescent lamps 
 
The Study of Flocculation (%) of Microalgae by 
Flocculants and Fioflocculants 
 
The precipitation of non flocculating microalgae with 
bioflocculant is obtained from the calculation of 
OD750 (Optical Density) data using equation 1 [13]. 
 

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 (%) =  𝑂𝑂𝑂𝑂750(𝑡𝑡0)− 𝑂𝑂𝑂𝑂750(𝑡𝑡)
𝑂𝑂𝑂𝑂750(𝑡𝑡0)

 . 100 (1) 

 
 
OD750(t0) is the turbidity of sample taken at time zero 
and ODa750 (t) is the turbidity of the sample taken at 
time t. 
 
       To determine the ability of microalgae strain as 
microalgae flocculant or non-flocculant microalgae, 
it is necessary to calculate recovery efficiency, i.e. 
recovery by non-flocculant microalgae to 
flocculating microalgae divided by non-flocculant 
microalgae recovery without presence of flocculant 
microalgae [13]. 
 
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑟𝑟𝑓𝑓𝑓𝑓𝑓𝑓𝑟𝑟𝑓𝑓𝑟𝑟𝑓𝑓𝑟𝑟𝑟𝑟 (%) 

=  �1 −  
𝑂𝑂𝑂𝑂𝑎𝑎750(𝑡𝑡)
𝑂𝑂𝑂𝑂𝑎𝑎750(𝑡𝑡0)
𝑂𝑂𝑂𝑂𝑏𝑏750(𝑡𝑡)
𝑂𝑂𝑂𝑂𝑏𝑏750(𝑡𝑡0)

�  . 100                             (2) 

 
 
 

      ODa750(t0) and ODa750(t) are the turbidities of 
samples of non-flocculating microalga with 
flocculating microalga taken at time zero and at time 
t, respectively. ODb750(t0)is the turbidity of sample of 
non-flocculating microalga taken at time zero 
andODb750 (t) is the turbidity of the same sample taken 
at time t (Fig. 2) 
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Fig. 2 Determination of Recovery Efficiency 

      
RESULT AND DISSCUSION 
 

Flocculation tests have been performed on 8 
types of microalgae identified morphologically, as 
shown in Figure 3. The 6 of 8 microalge  were 
Chlorella vulgaris, Chlorella sorokiniana,  
Chlorococcum sp., Closterium sp., Oscillatoria sp., 
and Monorapidhium sp. (Fig. 3 a, b, c, d, e, f) in the 
first 1 to 6 hours visual observation remained 
unflocculated and sedimentated, while the other 2 
species were Scenedesmus obliquus,  Ankistrodesmus 
sp. (Fig. 3g, h)  experienced floc formation followed 
by a settling time of less than 60 minutes of 
observation.   

The experimental results have shown that the 
addition of Scenedesmus obliquus and 
Ankistrodesmus sp as flocculant microalgae followed 
by slow mixing allows better interaction between 
flocculant microalgae and non-flocculant microalgae, 
so the floc size increases.  

Settling time depends greatly on flock size. The 
larger the size of the floc that is formed, the faster 
settling time. Flocculation efficiencies is influenced 
by several factors, i.e  pH [14], dosage of 
biofloccurrent [11], [15] and proper mixing [12] . 
Initial pH values of culture can be adjusted to improve 
flocculation efficiency [14]. Incorrect doses may 
decrease flocculation efficiency. Mixing is necessary 
to increase the contact between microalgae cells so as 
to facilitate the formation of large flocs in a shorter 
time than without adequate mixing [12].   

 
 

 
 
Fig. 3 Non flocculant microalgae: a) Chlorella 
vulgaris, b) Chlorella sorokiniana, c) Chlorococcum 
sp., d) Closterium sp., e) Oscilatoria sp., f) 
Monorapidhium sp. Flocculant microalgae: g) 
Scenedesmus obliquus, h) Ankistrodesmus sp. 
 
Flocculant formation occurring in the flocculant 
microalgae can be seen in Fig. 4, while the microalgae 
flocculation capability and ability within 60 minutes 
of observation can be seen in Fig. 5. Figure 5 shows 
that the addition of Scenedesmus obliquus into culture 
followed by slow mixing allows  increasing 
interaction between the flocculant microalgae cells 
and the non-flocculant microalgae so that the 
flocculation performance is efficient. 
 

 
 
Fig. 4 The formation of floc on Scenedesmus obliquus 
within 60 minutes of observation 
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Fig. 5. The ability of microalgae flocculation within 
60 minutes of observation: a) Chlorella vulgaris, b) 
Scenedesmus obliquus c) Chlorella sorokiniana, d) 
Chlorococcum sp., e) Closterium sp., f) Oscilatoria 
sp., g) Monorapidhium sp. 
 
      On a laboratory scale, the effectiveness of 
dewatering technology in relation to the process of 
harvesting of many microalgae biomass has been 
reported to have achieved significant efficiencies, but 
increasing to a larger scale still make problems, i.e 
less economically viable if harvesting implemented to 
produce products such as biofuel [5], [16]. In 
contrary, bioflocculation harvesting is an 
environmentally friendly method, consuming less 
energy, can take place relatively quickly (within 
minutes).  
      The flocculant and non-flocculant microalgae 
species were determined from the settling percentage 
(%) calculated on the basis of the OD750nm value of 
each microalgae (Eq. 1). The value of OD750nm for 
S.obliquus and Ankistrodesmus sp. initially 0.20 ± 
7.16x10-3 and 0.18 ± 9.17x10-3 respectively and 
subsequently decreased rapidly after the first hour to 
0.09 ± 4.13x10-3 and 0.095 ± 3.89x10-3, then 
decreased slowly until the 12th hour became 0.04 ± 
6.16x10-3 and 0.05 ± 3.38x10-3. Salim et al. [13] states 
that species potentially made as microalgae 
flocculants are microalgae with a settling  value (%) 
of 50 or more within 60 minutes. 
  
Table 1. Percentage of the settling value in the first 60 
minutes 

Tropical microalgae Settling value 
Flocculant microalgae 

1. Scenedesmus 
obliquus 

2. Ankistrodesmus sp 

 
55.1% + 1.24 
52.3% + 3.71 

Non flocculant microalgae 
1. Chlorella vulgaris  
2. Chlorella 

sorokiniana  
3. Chlorococcum sp. 
4. Closterium sp.  
5. Oscilatoria sp.  
6. Monorapidhium sp. 

 
17.3% + 0.88 
16.7% + 1.13 
21.5% + 1.19 
25.1% + 1.36 
27.3% + 2.11 
17.8% + 1.89 

 

      
 
       This indicates that Scenedesmus obliquus and 
Ankistrodesmus sp can be used as flocculant species 
because the value of settling for both types of 
microalgae is more than 50% for 60 minutes while 
other microalgae species can be categorized as non-
flocculant microalgae since within 60 minutes settles 
less than 50% (Table 1). The fastest of settling occurs 
in the ratio of flocculant and non-flocculant 
microalgae is 4: 4 compared to 1: 4, 2: 4 and 3: 4 
ratios. This suggests that the addition of more 
flocculant species may increase theprecipitation 
percentage. Salim et al. [13] suggest that the addition 
of flocculant species with higher concentrations in 
harvesting will increase the settling percentage. 
       The results of this study also show that the 
difference of settling rate (%) among non-flocculant 
microalgae species is affected by the size of each kind 
of microalgae. The size of non-flocculant microalgae 
ofChlorella sp. is measuring 2.0-10.0 μm, 
Monorapidhium sp. is 2-11 μm., Chlorococcum sp. is 
5.0-12.0 μm, Closterium sp. is 10-15 μm, Oscilatoria 
sp. is 10-150 μm with filament 2-20 μm while 
Scenedesmus and Ankistrodesmus have sizes of 15-
20 μm and 12-14 μm respectively. According to [10] 
the rate of particle precipitation is influenced by the 
size of the particle, the larger the size of a particle the 
easier the settling. 
       Sathe [19] mentions that bioflocculation is a 
spontaneous flocculation of microalgae cells 
occurring as a result of extracellular polymeric 
substances (EPS) secretion when the microalgae are 
under stress conditions. Lack of nutrients is a major 
factor causing microalgae cells to overexpress the 
substance of the extracellular polymer [20]. The 
substance of the extracellular polymer produced by 
the microalgae will trigger the formation of cell 
clumps, which then will form a precipitated biomass 
       The results of bioflocculation observations under 
a microscope with 10x magnification showed 
microalgae forming large networks connected to each 
other. At the beginning of mixing (t=0) visible cells 
flocculant and non-flocculant microalgae are still 
separated and not bounded at all. Gradually the 
binding process begins to occur as the cells begin to 
experience stress due to decreased nutrition and 
trigger the microalgae to secrete the extracellular 
polymer. The resulting extracellular polymer creates 
bonds between microalgae cells. The bond between 
the flocculant and non-flocculant microalgae cells at 
5th hour has begun to appear with the bond formation  
between the microalgae species. More 
microscopically bonds begin to appear  at 12th hours, 
when non-flocculant species are bound to flocculant 
species and form larger batches of biomass, causing 
the flocs cells to settle. 



SEE - Nagoya, Japan, Nov.12-14, 2018 

957 
 

         
       The study also proved that no greenhouse gas 
was formed during the bioflocculation process. Thus 
the method of bioflocculation with Scenedesmus 
obliquus and Ankistrodesmus sp is feasible to be 
applied to harvest microalgae biomass on an 
industrial scale. 
 
Conclusion  
It is work examined the flocculation performance of 
the 6 freshwater microalgae i.e Chlorella vulgaris, 
Chlorella sorokiniana, Chlorococcum sp., 
Closterium sp., Oscilatoria sp., Monorapidhium sp 
induced by the bioflocculant Ankistrodesmus sp and 
Scenedesmus obliquus.  This research is an advanced 
research as an effort to obtain the technique of cheap 
harvesting and environmentally friendly, so that 
economic feasibility in microalgae biomass 
production can be improved. Thus biofloculation can 
be industrialized. Furthermore, further research is 
needed to analyze the biochemical composition of 
microalgae harvested by bioflocculation to produce 
biofuel. Further information on energy consumption 
and process costs should also be further investigated 
for the development of commercialization of 
microalgae based products 
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ABSTRACT 

 
Citarum River as the largest river in West Java gives an important role for the life of the community either 

directly or indirectly. However the pollution that occurs on the Citarum River is very high that its tributary water 
cannot be used properly. One of the efforts to rehabilitate the quality of the Citarum River is by utilizing the 
water quality modeling. The purpose of this study was to obtain the maximum BOD values that can be accepted 
by the Citarum River for the rehabilitation purpose. The modeling prepared in this research was using Streeter-
Phelps equation. The data analyzed in this study is derived from the West Java Province Government monitoring 
sampling in 2013, 2014 and 2015. Sampling area covers Dayeuhkolot area to Nanjung. The calculation result 
using Streeter Phelps equation provides the concentration value of deficit oxygen and BOD load. The deficit 
oxygen calculated by the model show its concentration was ranging between 3.20 mg/L and 3.68 mg/L, while 
the maximum BOD load concentration is ranging between 8.06 mg/L and 23.83 mg/L. Using this value, the 
government can create a strategy for managing the Citarum River so that its water quality can be returned in 
accordance with its designation. 
 
Keywords: Deficit oxygen, BOD, Upstream Citarum River, Water quality modeling 
 
 
INTRODUCTION 

 
Citarum River is the main river and one of the 

largest river in West Java with a length of ± 297 km, 
and the watershed area of 6.614 km2. Citarum River 
at Wayang Mountain located in District Kertasari 
Bandung Regency at an altitude of 2182 m above 
sea level and empties into the Java Sea. Citarum 
River crosses 7 districts and 2 cities of Bandung, 
Sumedang, Cianjur, Bogor, Purwakarta, Karawang, 
Bekasi, Bandung and Cimahi. The Citarum rivers 
amount to ± 36 tributaries. The Citarum River and 
its tributaries are utilized for various needs such as 
agricultural irrigation, industrial activities, raw water 
sources [1a], water sources for fisheries and as 
hydroelectric power plants. 

Environmental damage in the upper part of the 
Citarum river can be seen from the community's 
behavior such as dumping garbage directly into the 
river, resulting in the accumulation of garbage, the 
decrease of land conservation areas, the density of 
population settlements, river pollution by domestic 
and industrial waste, and others causing floods, 
drought, and landslides often occur in the upper 
reaches of the Citarum River. This indicates that the 
quality decline has already begun in the upstream 
area of Citarum [2]. 

Monitoring is the important aspect that needs to 
be conducted properly in stakeholder’s 
responsibilities, authorities and resources [3]. One 
effort to monitor and control river water pollution is 
to analyze the water quality data of the river using 

the modeling. Modeling is a more time-saving effort, 
effort and cost compared to direct measurement. The 
purpose of this research is to analyze the water 
quality of Upper Citarum River by modeling 
dissolved oxygen (DO) and biochemical oxygen 
demand (BOD) with Streeter Phelps method as the 
effort to determine the maximum organic pollutant 
load that can be discharged to water body. The 
maximum load will contribute to regulate 
wastewater discharge of industries and other 
activities along upstream region of Citarum River. 

 
METHODOLOGY  
 
Research Location 
 

This location the research takes place on the 
upper region of Citarum River with segments from 
Dayeuhkolot to Nanjung. Some of the problems of 
the Upper Citarum Watershed especially for the 
Dayeuhkolot area to Nanjung are the development of 
settlements around river banks. The housing were 
developed without good planning. There are many 
daily activities of people who throw garbage directly 
into the river, the remnants of fertilizers or pesticides 
from agricultural areas, hospital waste, and cattle 
manure waste. There are also development of the 
textile industry and dispose of its waste into the 
river, so that the river becomes the final disposal 
without first processing. Figure 1 shows the Citarum 
watershed as well as the research sites on the 
upstream. The figure also gives information of 
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watershed performance of Citarum River, where the 
light brown shaded indicates a rather poor 
performance area and the yellow shaded indicates 
poor performance area, considering the 
environmental quality. 

 

 
Figure 1. Citarum Watershed [4] and research 
location. 
 

Figure 2 shows the location of the sampling 
station on the upstream Citarum River. 

 

 
Figure 2. Sampling station points. 

 
There are 5 points along the upper Citarum River 

sampled. The sampling points have the following 
coordinates: 6°59'29.8"S 107°37'47.5"E, 
6°59'21.3"S 107°37'28.7"E, 6°59'07.3"S 
107°33'46.7"E, 6°58'41.5"S 107°33'06.3"E, 
6°56'50.8"S 107°32'05.1"E respectively for Stations 
1, 2, 3, 4 and 5. While along the segment is divided 
into sub-segment as the area of pollution load 
calculation. Determination of sampling point is with 
the consideration that the point can represent the 
water quality condition of Upper Citarum River, can 

represent the level of pollution caused by activity of 
industry, agriculture and domestic and can represent 
condition of incoming creek discharge. Figure 3 
shows the schematic diagram of the research 
segment for the purposes of calculating water quality 
and pollutant load. Samplings were conducted 
during dry season. 

 

 
Figure 3. Diagram of domain segmentation.  
 
Laboratory Analysis 
 

Laboratory analysis was conducted using 
Standard Methods [5]. The BOD measurements 
consist of sample dilution, incubation for 5 days at 
20°C and dissolved oxygen measurements before 
and after incubation. Dissolved oxygen 
concentration was measured using electrochemical 
method. The method of determining dissolved 
oxygen by electrochemical method is a direct way to 
determine dissolved oxygen by means of DO meter.  

 
Equations  
 

Some of the equations used in the calculation of 
water quality and pollutant load in this study are 
equations for calculating ultimate BOD (Eq. 1)[6], 
[7], Streeter Phelps’ oxygen deficit (Eq. 2)[7] and 
maximum pollutant load (Eq. 3). The maximum 
pollutant load equation was modification of classic 
Streeter Phelps equation which focusing in the 
remaining capacity of river water in receiving 
pollutant. 

)1(0

x
u
k

a

d

eLL
−

=
  Where: 

La = concentration of BOD ultimate (mg/L) 
L0=concentration of  BOD5 at initial position (mg/L) 
Kd = deoxygenation rate coefficient (1/day)  
x =  distance from initial position (m) 
u = flowrate (m/s) 
 

)2(.
0 








−

−
+=

−−− x
u
kx

u
k

da

ad
x

u
k ada

ee
KK
LKeDD

Where: 
D = deficit oxygen concentration ( mg/L) 
ka = reaeration rate coefficient (1/day) 
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La = concentration of BOD ultimate (mg/L) 
D0= concentration dissolved oxygen in x=0 (mg/L) 
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Where: 
Dall : allowed oxygen deficit (mg/L) 
 
RESULT AND DISCUSSION 
 

According to the water quality monitoring, the 
DO concentrations measured were under the 
government standard. Figure 4 shows the 
concentration of DO in the upstream Citarum River 
of the year 2013, 2014 and 2015. Figure 5 display 
the concentration of BOD of Citarum River in the 
year of 2013, 2014 and 2015.  
 

 
Figure 4. DO concentration in the upstream Citarum 
River. 
 

 
Figure 5. BOD concentratioin in the upstream 
Citarum River. 
 
 The monitoring of BOD concentrations were also 
indicated that pollution has been occurred in the 
recent year. Almost all BOD concentration were 
recorded above the maximum allowed standard. 
High concentration of BOD can be indicated as the 
pollution activities from the domestic and 
agricultural area. 
 Based on the monitoring results, primary 
samplings were conducted in the more detail 

segmentation between Dayeuhkolot and Nanjung 
area.  

Table 1 shows the result of sample river water 
analysis for the parameter of temperature, pH, DO 
and BOD.  

 
Table 1. Laboratory analysis result 

*) Standard of West Java Province, Governor 
Decree no.39, year 2000  
 
DO concentrations of almost all sampling points 

do not meet the B class standard. 39 of 2000 except 
only point 4 that meets the predetermined quality 
standard of 6.1 mg/L. B class of the standard that 
regulate the water quality for the purpose of raw 
water for drinking water. BOD concentrations that 
meet the quality standard of Group B of Governor's 
Decree no. 39 of 2000 are at point 1, 3 and 5. At that 
point, there is already a pollutant input from 
domestic and non domestic waste, but still within the 
standard limit. Calculations using the Streeter Phelps 
model use DO and BOD data as the basis for 
determining pollution profiles. The Phelps Streeter 
model links the rate of change in oxygen deficit with 
distance to deoxygenation rate (oxygen depletion) 
and deoxygenation or reaeration (addition of oxygen 
in water). 

In order to calculate the oxygen deficit and actual 
DO, the value of saturated DO is necessary. The 
saturated DO concentrations were obtained based on 
actual temperature of river water. Table 2 displays 
the saturated dissolved oxygen in the sampling 
stations. 

 
Table 2. Saturated DO 

Sampling 
Station 

Temp 
(oC) 

Saturated DO 
(mg/L) 

1 23.8 8.47 
2 24.9 8.30 
3 26.5 8.06 
4 25.3 8.24 
5 24.1 8.43 

 
In every tributary point, the concentration of DO, 

BOD and temperature after mixing were calculated 
using the mass balance equation considering each 
water discharge, then Eq. 1 was used to calculate the 
ultimate BOD. The deoxygenation constant used is 
the range kd for the Cikapundung River flow 
between 0.10 - 0.37 [8], where Cikapundung River 
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is one of the tributaries Citarum. This value is 
similar and in the range of urban rivers in Indonesia 
deoxygenation rate coefficient, i.e Citepus River, 
Rangkui River, Cimanuk River [9]-[11]. The 
ultimate BOD value can be seen in Figure 6. 

 

 
Figure 6. BOD ultimate  

 
At km 0 to km 12.51 before mixing the BOD 

value still meet the quality standard that is less than 
6 mg/L. At km 12.51 after mixing up to km 16.23 
before mixing the BOD value increases and exceeds 
the quality standard that is more than 6 mg/L due to 
the influent of domestic waste into the river. High 
concentrations of BOD occurred due to influent of 
waste from plastic factories and other industries 
entering the river and densely populated areas. At 
km 16.23 after mixing up to km 19.03 BOD 
decreases which is usually due to the occurrence of 
dilution by rain water. 

The value of dissolved oxygen concentration can 
be seen in Figure 7.  
 

 
Figure 7. Concentration of Dissolved Oxygen 
(mg/L) 
 

For DO concentrations ranging from km 0 to km 
19.03 up and down and did not meet the quality 
standard of Group B Governor's Decree no. 39 of 
2000 is less than 6 mg/L, due to the large number of 
domestic waste due to the density of the population 
and industrial waste due to the existence of some 
industries around the location of observation and 
dispose of its waste directly to the river and 
processing first. 

The calculation of maximum load of BOD is 
used Eq. 3. The maximum load is affected by the 
actual BOD load and the deoxygenation rate. 
Maximum load values can be viewed in Figure 8. 

 

 
Figure 8. Maximum BOD load. 
 

The modeling results show that the maximum 
pollutant loads in the middle part of the research 
segment are low. The lowest BOD load is 8.06 mg/L 
located at km 12.51, whereas the highest BOD load 
is 18.47 mg/L at km 19.03. In the middle section, the 
pollution has already high and the river capacity to 
perform self purification restricts any additional 
pollutant to enter the water body. 

 
CONCLUSION 
 

Several important findings can be summarized 
from this research, i.e.: 
• The pollutant source for Upstream Citarum River 

comes from domestic waste, agricultural waste 
and industrial waste. 

• The sample measurement data shows for DO 
parameters that almost all points did not meet the 
quality standard of Group B of Governor's 
Decree No. 39 Year 2000. 

• BOD concentration of the sample water also 
show pollution in several points. 

• The calculation result with Streeter Phelps 
method shows that the DO concentration range is 
as low as 3.20 mg/L to 3.68 mg/L. BOD 
maximum load value of 8.06 mg/L to 23.83 
mg/L. 

• Based on the research results, the water quality 
of the Upper Citarum River shows that they do 
not meet the quality standard. 

Based on the results, it is recommended a major 
rehabilitation on the river water quality of Citarum 
River, both in the pollution sources and in the river. 
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Abstract 
 
A preliminary study to reduce the turbidity of drinking water by electrocoagulation method has been 

previously investigated. Subsequent studies were then conducted with various turbidity and initial precipitation 
treatments. Cikapundung River and Cisangkuy River are the main drinking water sources in Bandung with very 
fluctuating turbidity. In the water supply system, turbidity is one of the important factors to be observed due to 
several reasons such as aesthetic, consideration of  load to filtration, and disinfection process. This study aims to 
applying the electrocoagulation process to reduce turbidity as an alternative to conventional coagulation system 
by utilizing Poly Aluminum Chloride (PAC). Electrocoagulation is one method of water treatment by combining 
the process of coagulation, flotation and electrochemistry. In this work, the electrocoagulation experiments were 
set up by varying the current density from 10-30 volts with 5-30 minutes detention time so that  the turbidity 
variation could be created in a range of 25 Nelphelometric Turbidity Unit (NTU) up to 400 NTU. In addition, the 
experiments were carried out by a precipitation process prior to the electrocoagulation process. The optimum 
conditions of the electrocoagulation process with both initial and non-precipitated depositions occurred at an 
initial turbidity of 400 NTU with electrocoagulation time and with a 100 RPM fast stirring for 10 minutes to 
have a turbidity reduction of 99.52% and 98.28 %. The optimum current density for non-precipitating conditions 
was 21.33 A / m2, whereas it is with precipitating of 46.22 A / m2. This optimum condition is useful for a pilot 
scale development. 

 
Keywords: electrocoagulation, optimum conditions, precipitation, raw water, turbidity 
 
 
INTRODUCTION 

 
Drinking water sources of Bandung City come 

from surface water that are Cikapundung River and 
Cisangkuy River [1] – [3]. These raw water sources 
are affected by upstream conditions, pollution along 
the stream, as well as the climate and weather that 
result in this surface water quality changing over 
time. Water quality in Cikapundung river also 
influenced by hydrological and land cover factors 
[4]. Such conditions lead to the need for raw water 
treatment before being utilized. Turbidity is one of 
pollutant parameters that is of primary concern as it 
often exceeds the quality standard.  According 
Sawyer (2003) in the system of drinking water 
supply turbidity is one important factor for several 
reasons including aesthetic factors, filterability, the 
number of harmful organisms that affect the 
disinfection process [5]. 

Raw water treatment process of Bandung City 
generally use Poly Aluminum Chloride (PAC) as 
coagulant to bind turbidity. The use of PAC 
increasingly large due to the condition of the quality. 
of raw water is getting more and more decreased [6]. 
The large use of PAC leads to a large and dangerous 
sludge of processing waste. In this regard, more 
efficient raw water treatment alternatives are needed 
and produce less sludge. 

 
Electrocoagulation is one method of water 

treatment by combining the process of coagulation, 
flotation and electrochemistry. The 
electrocoagulation mechanism follows the basic 
principle used in the electrolysis cell system, where 
the anode and cathode are the site of the reduction 
oxidation reaction. The electrical energy applied to 
the anode dissolves the aluminum into the solution 
which then reacts with the hydroxy ion from the 
cathode to form aluminum hydroxy.  Hydroxy 
coagulates and flocculates suspended particles 
resulting in a removal of solids from treated water 
[7] 

The research that has been done on 100 NTU 
turbidity concentration, obtain optimal condition of 
removal process under conditions with stirring, 
optimum detention time 10 minutes, optimum 
voltage 10 Volt, and optimal current density 21.33 A 
/ m2 [8]. In this research, the raw water treatment 
process by electrocoagulation method is used to set 
aside the variation of turbidity concentration at the 
optimum condition of previous research. In this 
study also tested the initial precipitation process 
before the electrocoagulation process, as an effort to 
eliminate suspended particles. 

The aim of this research is to analyze the 
efficiency of the electrocoagulation process using 
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aluminum plate electrode to decrease the 
concentration of turbidity parameters in Cisangkuy 
River and Cikapundung River, which further 
become the reference in pilot scale research. 

 
RESEARCH METHODS 
Tools and Materials 

The tool components consist of: batch scale 
reactor made of glass with dimensions of 12 cm x 9 
cm x 12 cm with a working volume of 1 liter 
equipped with 100 RPM magnetic stirrer, and 
floculator with a speed of 60 RPM. The dimension 
of the submerged aluminum plate is 7.5 cm x 7.5 cm 
x 0.15 cm. The dc power supply used is with an 
output voltage of 0 - 30 volts. Artificial turbidity is 
made from mud samples originating from 
Cikapundung and Cisangkuy Rivers. 

 
Methods 

The research was conducted on each current 
density at each variation of turbidity with the 
influence of the initial deposition process and 
without the influence of the initial deposition 
process. 

The research flow diagram can be seen in Figure 
1 

 

 
Fig. 1 Flow Chart of Research 

 
Reactor Design 

The sketch of electrocoagulation reactor design 
can be seen at Figure 2. 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 2. Electrocoagulation reactor design [8]. 
 
Overall, the reactor design to be operated is as 

follows: 
 

Table 1. Reactor operation 
 

Electrode Type Aluminum Plate 
Distance between 

Electrodes 1,5 cm 

Optimal Voltage 10 Volts 
Optimal Detention 

Time 10 minutes 

Number of Electrodes One pair 
The submerged plate 

area 7,5 cm x 7,5 cm 

Rapid mixing 
100 rpm, during 

electrocoagulation 
process 

Slow mixing 10 minutes  60 rpm 

Variety of turbidity 25, 50, 100, 200, 300, 
and  400 NTU 

Time of precipitation 
after electrocoagulation 

process 
15 minutes 

The height of the plate 
from the bottom of the 

reactor 
2,5 cm 

 
Data Collection 
Samplig 

Samples are taken at a height of ½ - ⅔ from the 
bottom of the reactor and approximately 5 cm from 
the edge of the reactor using a pipette. 
 
Sample Turbidity Test 

Testing of sample turbidity by using Lutron 
turbidimeter model TU-2016. 

 
Electrical Conductivity Test (DHL) 
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The sample was tested for conductivity by using 
conductivity / TDS meter of Lutron model Yk-22Ct 
model. 

 
Data Analysis 

Turbidity of samples that have been treated with 
electrocoagulation method then compared with 
initial turbidity. Electrocoagulation performance can 
be known from the efficiency percentage in reducing 
the turbidity level to meet the drinking water quality 
standard of Indonesian Ministry of Health 
Regulation No. 492 / MENKES / PER / IV / 2010. 
Meanwhile, the effectiveness of pollutant removal 
can be calculated by the formula [9]. 

 
R% = (Cin − Cef)/Cinx 100%  (1) 

Where : 
R =  Removal efficiency (%) 
C in =  Influent concentrations (NTU) 
C ef =  Effluent concentrations (NTU) 

 
RESULT AND DISCUSSION 

The research was conducted based on optimum 
condition of preliminary research that has been 
done. The research was conducted using 
electrocoagulation process which was equipped with 
fast stirring using magnetic stirrer at 100 RPM for 
10 minutes, followed by slow stirring using 
floculator with speed 60 RPM for 10 minutes. 
Precipitation is done for 15 minutes. 

The research was conducted on several variations 
of turbidity, ie 25 NTU - 400 NTU. In addition, a 
study was conducted by combining the 
electrocoagulation process with the initial 
precipitation process to see how much the effect of 
the initial precipitation on turbidity removal. 

 
Electrocoagulation Process in Each Variation of 
Turbidity 

The turbidity variations used in the study were 
25, 50, 100, 200, 300, and 400 NTU. Each turbidity 
variation was treated using any variation of current 
density resulting from 10, 20, and 30 Volt voltages 
with a detention time of 10 minutes. The results 
were then compared with drinking water quality 
standards. The results were obtained as follows: 

 
Table 2. Electrocoagulation efficiency for each 

variation turbidity 

No 
Initial 

Turbidity 
(NTU) 

Detention 
Time 

(minutes) 

Current 
Density 
(A/m²) 

Turbidity 
after 

Processing 
(NTU) 

Efficiency 
(%) 

1 
25 10 

21.33 2.07 91.72 
2 46.22 1.92 92.32 
3 67.56 1.57 93.72 
4 

50 10 
21.33 3.38 93.24 

5 46.22 2.56 94.88 

No 
Initial 

Turbidity 
(NTU) 

Detention 
Time 

(minutes) 

Current 
Density 
(A/m²) 

Turbidity 
after 

Processing 
(NTU) 

Efficiency 
(%) 

6 67.56 1.79 96.42 
7 

100 10 
21.33 1.74 98.26 

8 46.22 0.94 99.06 
9 67.56 0.42 99.58 

10 
200 10 

21.33 0.37 99.82 
11 46.22 0.00 100.00 
12 67.56 0.00 100.00 
13 

300 10 
21.33 0.90 99.70 

14 46.22 0.49 99.84 
15 67.56 0.00 100.00 
16 

400 10 
21.33 0.66 99.84 

17 46.22 0.21 99.95 
18 67.56 0.00 100.00 

 
Turbidity value through electrocoagulation 

process on each variation of turbidity and current 
density already meet the applicable quality standard. 
Graphically, the turbidity removal on each variation 
of turbidity and current density can be seen in the 
Fig. 3 

 

 
Fig.3 Turbidity removal at each variety of 

Current Density 
Based on Fig. 3, it can be seen that the final 

turbidity value of the processing result is better 
along with the increasing of current density used. 
The higher the initial turbidity value the higher the 
effluent value produced by the treatment, although 
there is no significant difference.  

Processing using the lowest current density to the 
highest, all of which already meet the applicable 
drinking water quality standards. Percentage of 

25 NTU 

100 NTU 
300 NTU 300 NTU 
Standard 

50 NTU 
200 NTU 

400 NTU 
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processing efficiency can be seen in Fig.4. 
 

 
Fig 4. Processing efficiency at any variety of 

turbidity 
From Fig. 4 it can be seen that the processing 

efficiency has been very high, up to exceed 91% 
although using the lowest current density. The 
higher the current density given the higher the 
processing efficiency. 

 
Electrocoagulation Process with Initial 
Precipitation 

Further experiments were carried out by 
combining the initial precipitation process with 
electrocoagulation. The turbidity variations used in 
this experiments were 25, 50, 100, 200, 300, and 400 
NTU. Turbidity is then processed by using the 
current density generated by a voltage of 10 and 20 
volts. After the experiments, the results obtained as 
follows :  

 
Table 3. Efficiency of turbidity removal with 
initial precipitation and electrocoagulation 

N
o 

Initial 
Turbid

ity 
(NTU) 

Turbidity 
after 

Initial 
Precipita

tion 
(NTU) 

Curre
nt 

Dens
ity 

(A/m
²) 

Turbidi
ty After 
Process

ing 
(NTU)  

Efficie
ncy 
(%) 

1 25 19,27 

21,33 

5,23 72,86 
2 50 26,27 5,62 78,60 
3 100 34,96 5,66 83,80 
4 200 41,06 5,55 86,49 
5 300 55,00 7,05 87,19 
6 400 62,67 6,90 88,99 
7 25 19,27 

46,22 
3,57 81,47 

8 50 26,27 3,29 87,48 

N
o 

Initial 
Turbid

ity 
(NTU) 

Turbidity 
after 

Initial 
Precipita

tion 
(NTU) 

Curre
nt 

Dens
ity 

(A/m
²) 

Turbidi
ty After 
Process

ing 
(NTU)  

Efficie
ncy 
(%) 

9 100 34,96 2,98 91,47 
1
0 200 41,06 2,79 93,20 

1
1 300 55,00 2,23 95,95 

1
2 400 62,67 1,93 96,92 

 
At a current density of 21.33 A / m², the turbidity 

value after the initial precipitation and 
electrocoagulation on each turbidity variation has 
not been able to meet the applicable quality 
standards, while at the current density of 46.22 A / 
m² the effluent obtained is able to meet the 
applicable quality standards.  The turbidity removal 
by electrocoagulation and the initial precipitation in 
each turbidity variation can be seen in Fig. 5. 

 

 
Fig. 5 Decrease of turbidity with initial 
precipitation and electrocoagulation 

 
Based on Fig. 5 it can be seen that at a current 

density of 21.33 A / m2 the final turbidity value 
increases with increasing initial turbidity of the 
sample. However, at a current density of 46.22 A / 
m² the value of the final turbidity decreases with the 
increasing initial turbidity. The processing efficiency 
can be seen in Fig. 6. 

25 NTU 

100 NTU 

300 NTU 

50 NTU 

200 NTU 

400 NTU 

Standard 
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Fig 6. Efficiency of turbidity removal with initial 

precipitation and electrocoagulation 
 
From Fig. 6 it can be seen that the efficiency of 

the turbidity removal at the initial precipitation 
followed by the electrocoagulation process gives 
better results at a current density of 46.22 A / m2. 

 
 
Comparison of Electrocoagulation With and 
Without Initial Precipitation 
 

Turbidity removal with electrocoagulation and 
with or without initial precipitation at current density 
of 21.33 A / m2 can be seen in Fig. 7. 

 

 
Fig. 7 Decrease of turbidity at current density 

21.33 A / m² 
 
 
Based on Fig. 7, it can be seen that the final 

turbidity value of the processing with the initial 
precipitation still can not meet the quality standard, 
while for the processing without the initial 
precipitation can meet the quality standard. The 
removal of turbidity with electrocoagulation with 
and without precipitation at a current density of 
46.22 A / m2 can be seen in Fig. 8. 

 
Fig. 8 Decrease of turbidity at current density 

46.22 A / m² 
 
Based on Fig. 8, it can be seen that the final 

turbidity value of the processing with and without 
the initial precipitation already meet the quality 
standard. The processing efficiency with and without 
initial precipitation at a current density 21.33 A / m² 
can be seen in Fig. 9. 

 
Fig. 9 Efficiency of turbidity removal at current 

density 21.33 A / m² 
 
From Fig. 9 it can be seen that the efficiency of 

electrocoagulation process without initial 
precipitation gives higher yield than using the initial 
precipitation. In each variation of turbidity there is a 
significant difference in efficiency when using 
current density 21.33 A / m2. The processing 
efficiency with and without initial deposition at a 
current density 46.22 A / m² can be seen in Fig. 10.  
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Fig. 10 Efficiency of turbidity removal at current 

density 46.22 A / m² 
 
From Fig. 10 it can be seen that the efficiency of 

electrocoagulation process without initial 
precipitation gives higher yield than using the initial 
precipitation. At initial turbidity of 25 NTU there is 
significantly difference in efficiency, whereas for 
other initial turbidity variation there is no 
significantly difference. The large number of 
particles causes the distance between the particles 
closer, resulting in faster flocculation, larger floc 
size and more particle bonding. While at the time of 
initial deposition, large particles have precipitated in 
advance so that floc is more difficult to form  

 
CONCLUSION 
 
• At the current density 21.33 A/m2 the final 

turbidity value of the electrocoagulation process 
with the initial precipitation still can not meet the 
quality standard, while for the processing 
without the initial precipitation can meet the 
quality standard. 

• At the curent density 46.22 A/m2 the final 
turbidity value of the electrocoagulation process 
with and without the initial precipitation already 
meet the quality standard. 

• The results in this study became the basis of 
subsequent research on a pilot scale 
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ABSTRACT 

 
Tsunami risk assessment is required to support preparedness activities and effective disaster reduction. In this 

study, the analysis of physical and social vulnerability for tsunami risk assessment was applied for tsunami 
mitigation activities in coastal areas. The analysis was applied in the southern coastal area of East Java, 
Indonesia. The application of Geographical Information System (GIS) was used to capture, store, manipulate, 
analyze, manage, and visualize geographic data that used for tsunami risk analysis. GIS make possible in 
integrating a complex layer of geographic phenomenon and the parameter of tsunami vulnerability. In this case, 
the spatial overlay of physical and social vulnerability was done using spatial multi-criteria approach. Physical 
vulnerability parameters analyzed in this study were elevation, slope, land use, and distance from the coast. 
While the social vulnerability parameters include number of population, age distribution, number of women, and 
people with disabilities. The results described the visualization of possible damage and loss areas that may result 
from tsunami attack. The analysis illustrated that the most vulnerable areas of the tsunami were areas with low 
elevation, very sloping slopes, areas that close enough to the coastline and the land use type of residential class. 
The areas with high vulnerability class also illustrated by social vulnerability parameters especially population 
density. The estimates of affected areas due to tsunamis can help the decision-makers in mitigating the possible 
consequences of tsunamis, managing the emergency response related to tsunami disaster, and developing plans 
for recovery and reconstruction after the tsunami event. 
 
Keywords: Geospatial, Tsunami, Vulnerability, Risk 
 
 
INTRODUCTION 

 
The tsunami disaster has been considered a 

major disaster such that many researches have been 
done to assess both its vulnerability and risk for 
coastal areas. Tsunami risk assessment has been 
done to quantify the potential damage and losses 
area due to tsunami [1]–[2]. Tsunami risk 
assessment needs an integrated analysis of 
geospatial data related to the tsunami hazard and the 
element of risk [3]. In order to assess tsunami risk, 
the assessment of vulnerability is necessary. In 
common, risk assessment implies two dimensions; 
the assessment of hazard (external part), and the 
assessment of vulnerability (internal) [4]. Tsunami 
vulnerability is analyzed after the evaluation of 
tsunami potential and probability. It depends on how 
close the communities are to the hazard source, and 
their social and economic characteristics [5]. 
Vulnerability also defines as “The conditions 
determined by physical, social, economic, and 
environmental factors or processes, which increase 
the susceptibility of a community to the impact of 
hazards”[6]. Vulnerability is trans-disciplinary and 
multi-dimensional, which covers social, economic, 
physical, political, engineering and ecological 

aspects and dimensions [7]. 
The negative impact of tsunami occurrence in 

coastal areas is not a recent phenomenon, but model 
of study for assessing the impact damage, 
vulnerability, and risk is a relatively new trend [8]. 
The project of Coastal Risk Analysis for Tsunamis 
and Environmental Remediation (CRATER) has 
been applied for assessing tsunami vulnerability in 
coastal area using the parameters of infrastructural, 
geomorphological, and ecological features, 
elevation, coastal proximity, and parameters of land 
use [9]. Moreover, the Papathoma Tsunami 
Vulnerability Assessment (PTVA) model has been 
applied also for providing initial assessments of 
building vulnerability [10]–[11]–[12]. 

Indian Ocean includes South area of East Java 
Indonesia is located at one of the most active 
geological subduction zones. During December 
2004 and July 2006 most recent seaquakes followed 
by huge tsunamis and it is expected to occur also in 
the near future [7]. Highly destructive tsunamis have 
been recorded at a number of locations in South 
Java, Indonesia (East Java in June 1994, Cilacap and 
Pangandaran in July 2006) [13]–[14]. It affected 
almost every sector of economy, including 
agriculture, fishery, tourism, transportation, housing, 
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and health [15]. 
In order to construct better disaster mitigation 

due to tsunami, appropriate analysis related to the 
tsunami vulnerability and risk assessment is 
necessary. The application of geospatial analysis for 
tsunami vulnerability and risk assessment has also 
applied using remote sensed dataset [12]–[16]–[17]–
[18]–[19]. Another geospatial approaches has also 
applied soil type, urban form and social dataset for 
assessing potential natural hazard [20] and has 
determined the tsunami-vulnerable area by 
comparing the map tsunami-affected area and the 
topography data, which is related to land elevation, 
land use class, and the distance from the coast [21]. 
This study tried to assess the potential of affected 
area as the impact of tsunami, in which tsunami 
vulnerability areas will be calculated using both 
physical and social vulnerability parameters. 

 
METHODS  

 
Research Area 

 
Tsunami vulnerability mapping using physical 

and social vulnerability parameter was applied in the 
coastal area of Blitar district, East Java, Indonesia 
(Fig. 1). This area is bordered by District of Malang, 
East Java on the East part. It also directly faces the 
Indian Ocean on south part.  

Geographically, Blitar district is located at the 
southern of East Java with a height of 167 meters 
above sea level, at coordinates of 111° 40 '- 112° 10' 
East longitude and 7° 58 '- 8° 9' 51 "South latitude. 
Blitar district has a 45 km-long coastline with 
26,100 hectares of 4 nautical miles areas, and 63,330 
hectares of 12 nautical miles. 

 

 
 

Fig. 1 Research area. 
 
 
 
 
 
 
 

Dataset 
 
In order to create tsunami vulnerability map of 

research area, the parameter of both physical and 
social vulnerability was collected. Physical 
vulnerability parameter includes elevation, slope, 
land use, and coastal proximity. Moreover, social 
vulnerability parameter consists of population 
density, gender, age, and disabilities.  The elevation 
and slope data was created from The ASTER Global 
Digital Elevation Model (ASTER GDEM) version 2. 
ASTER GDEM was collected from 
https://gdex.cr.usgs.gov/gdex/. The analysis of 
Landsat 8 OLI satellite image was applied to create 
land use map. Landsat image was collected from 
https://earthexplorer.usgs.gov/. In addition to 
prepare coastal proximity, digital vector map of the 
research area was applied. Social vulnerability data 
was collected from Indonesia Central Bureau of 
Statistics. 
 
GEOSPATIAL ANALYSIS 

 
 Data analysis was done through geospatial 
analysis. The analysis consists of four steps (Fig. 2). 
It starts with data acquisition, pre-processing, 
geospatial analysis, and result. Data consist of two 
data type, raster and vector dataset. ASTER GDEM 
was applied for elevation and slope data as one of 
physical vulnerability data. Moreover, Landsat 8 
OLI satellite image as raster data was applied in 
order to create land use map. 
 

 
Fig. 2 Research step. 

https://gdex.cr.usgs.gov/gdex/
https://earthexplorer.usgs.gov/
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 Vector data includes base map of research area, 
and it was applied for creating costal proximity, the 
distance from coast line to the hinterland. All 
parameters were classified in five classes based on 
the physical tsunami vulnerability. Social 
vulnerability data was taken from Indonesia Central 
Bureau of Statistics. Data were classified and scored 
based on the criteria of social tsunami vulnerability. 
It consists of population density, gender, age, and 
disabilities. 
 Data analysis for creating tsunami vulnerability 
map, as a combination of physical and social 
tsunami vulnerability, was done using cell-based 
modelling in the term of geographical information 
system. All parameter applied in the model were 
converted to raster dataset. This data consist of a 
matrix of cell and were classified in different weight. 
Weighted overlay is a type of suitability analysis 
that helps in analyzing geographic data based on 
multiple criteria. Weighted overlay allows the user 
to combine weight of several different types of 
information and visualize it, in which multiple 
factors can be evaluated at once [22]–[23]. The 
illustration as described in Fig. 3. 
 
 
   

 
 

Fig. 3 Illustration of weighted overlay through 
cell-based modelling. 

 
Physical Vulnerability 

 
 Four physical vulnerability parameters were 
converted to raster cell type and analyzed using 
weighted overlay to create map of tsunami 
vulnerability. Raster cells of all parameters were 
classified based on its value to five classes of 
vulnerabilities represent low, slightly low, medium, 
slightly high and high vulnerability. The 
vulnerability classes and its weight as described in 
Table 1, and tsunami vulnerability map as described 
in Fig. 4. 
 

 
Table 1 Physical vulnerability classes and weight 

[12]–[24]–[25]–[26] 
 

 
1=low, 2=slightly low, 3=medium, 4=slightly high and 
5=high vulnerability 
 

 
Vulnerability classes 1 2 3 4 5 

      
 

Fig. 4 Tsunami vulnerability map based on 
physical parameter 

 
 Figure 4 describes tsunami vulnerability map in 
coastal area of Blitar district based on physical 
parameters. Diverse elevation of research area 
causes the different level of vulnerability. In some 
coastal areas close to the ocean covered by high 
cliffs and it described low class of tsunami 
vulnerability. The area of high vulnerability is found 
only in areas with elevations close to 0 or less than 5 
meters. This area identified as bay area with some 
settlement   
 
Social Vulnerability 

 
 Social vulnerability can be defined as the 
exposure of groups or individuals to unexpected 
changes and disruption to livelihoods [27]. Social 
vulnerability also can be measured as a result of 
social and place inequalities [28]. 
 Moreover, it defined also as the limitation of a 
community to the impact of natural disasters that 
influence its ability or resilience in order to mitigate, 
recover, and preparedness from the impacts. [29]. 
Social vulnerability map was created using four 

physical vulnerability 
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parameters and weighted equally. The calculation 
was based on the criteria as described in Table 2. 
Social vulnerability map as described in Fig. 5. 
 
Table 2 Social vulnerability criteria and weight 

[3] 
 

 
* determine the factor of each village divided by number 
per sub-district 
** the same value for all places on all the social variables 
*** number of elderly and children 
 

 
Vulnerability classes 1 2 3 4 5 

      
 

Fig. 5 Tsunami vulnerability map based on social 
parameter 

 
DISCUSSION 

 
 Vulnerability represents the susceptibility of a 
given population to damaging effects from exposure 
to hazardous events [30]–[31]. The combination of 
physical and social parameters for assessing tsunami 
vulnerability area using cell-based modelling is one 
of the approaches in order to support risk analysis. 
Cell-based modelling calculated every single pixel 
of the parameter based on its score and weight. The 
analysis follows arithmetic logic as below. 
 
Vulnerability = ∑ Wi Xi                (1) 
Total vulnerability =  
∑ (physical vulnerability*weight)+(social 
vulnerability*weight)           (2)  
 

Total vulnerability illustrated the vulnerability area 
due to tsunami in which four parameters of physical 
vulnerability and four parameter of social 
vulnerability were combined (spatial overlay) as 
described in Fig. 6. 
 

 
Vulnerability classes 1 2 3 4 5 

      
 
Fig. 6 Tsunami vulnerability map 
 
Table 3 Total vulnerability area   

 
No Vulnerability classes  Area (Ha) 
1 low  50,3204 
2 slightly low  176,5883 
3 medium  824,6320 
4 slightly high   383,9447 
5 high  4,2357 

 
 Vulnerability maps as described in Fig. 6 
includes the information of total area per 
vulnerability classes (Table 3) may be good for 
communication tool for disaster preparedness [32]. 
The information of the map also plays an important 
role for effective early warning system. People often 
do not understand their risk; the social vulnerability 
map provides information on village or sub-districts 
with relatively high vulnerability. By integrating the 
physical and social vulnerability in the early warning 
system, coastal communities will be aware of their 
risks. As consequent, it will enhance community’s 
preparedness for tsunami. 

 
CONCLUSION 
 
 Geospatial model followed by the weighted cell-
based processing described good result in assessing 
tsunami vulnerability area. The combination of 
physical and social vulnerability parameters in 
model also described good approaches in order to 
create tsunami vulnerability map. The map is 
important in determining the possibility area that 
could be affected by tsunami wave. The result 
illustrated important information in many 
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applications to support disaster risk management and 
mitigation strategies. Furthermore, in order to obtain 
an accurate tsunami vulnerability map and 
inundation map, this method can be applied by 
adding other vulnerability parameter such as coastal 
ecology (coral reef), barrier island, coastal type, and 
also tsunami direction. 
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ABSTRACT 

Water pollution is largely associated with the growth of agriculture, urbanization, and industrialization. By the 
year 2016, the quality of significant surface water sources in Thailand has been evaluated and categorized as 34% 
good quality, 46% fair quality and 20% poor quality. According to the Pollution Control Department of Thailand, 
the lower Lam Taklong river, one of the critical watersheds of Thailand, is considered to have a poor water quality. 
In Lam Taklong watershed, non-point sources area approximately covered 89% of the total area, those sources 
became the significant contributors of water pollutants, particularly nutrients to the Lam Taklong watershed. Plus, 
water quality researches of the watershed were carried out with many different watershed models, but SWAT 
model has not been applied to allot the pollutant loading from diffuse sources. Therefore, the main objective of 
this study is to apply the SWAT model to simulate flow and nitrate from 2007 to 2013, and allocate NO3- loading 
in upstream is lower than downstrem of the Lam Taklong watershed. The results of the study can be a useful tool 
for the management of surface water resources in the Lam Taklong watershed. 

Keywords: SWAT, Lam Taklong watershed, Nitrate, Diffuse source 

1. INTRODUCTION

Lam Taklong watershed (LTW) is one of the 
critical watersheds of Thailand. It is a part of the Mun 
river watershed, in the Northeastern region of 
Thailand. In addition, it has a role of drainage, 
recreation, and environmental conservations. LTW 
was covered with extended large forests in the past. 
At the present, most areas have been invaded, 
deforested and converted into communities, 
farmland, orchards and deserted areas and others to 
keep up with local progress. 

Lam Taklong watershed has a high economic 
growth rate but is still facing water scarcity. 
Wijitkosum [1] analyzed the water situation in the 
Watershed which was subject to the economic plan of 
the government. LTW was on the brink of a water 
shortage and this problem was at the peak during the 
maximum water usage and minimum water asset. As 
result of the economic value, it is necessary to 
conduct a hydrological and water quality modeling 
research in Lam Taklong watershed. The results show 
the accuracy of the flow simulation, helping planners 
to come up with a reasonable flow and water quality 
management. 

Netnapa [2] applied Soil and Water Assessment 
Tool (SWAT) model for evaluations streamflow, 
sediment, nutrient loading simulations in Lam 
Takong River basin. That author demonstrated that 

SWAT model could be a useful tool for water 
resources managements in Lam Takong River basin. 

The water flow change at the outlet of Kosynthos 
river watershed affected the nutrient loads [3]. 
Previous studies in Lam Taklong basin have not 
estimated relationship between flow and nitrate in 
LTW. 

In this study, ArcGIS integrated with the SWAT 
model, which can realistically represent the spatial 
variability of watershed characteristics, will be used 
to study upstream and downstrem areas in Lam 
Taklong River basin. SWAT model is selected for this 
study because it is included channel degradation 
routine with detail appropriate for watershed 
management [4]. The results could be a useful tool for 
water resources planning in LTW. 

2. MATERIALS AND METHODOLOGY

2.1. Study Area 

Lam Taklong River basin is a part of the Mun 
watershed in Northeastern region of Thailand, is also 
a sub-basin of the great Mekong river. The length of 
the river is 220 km, originated from Khao Yai 
National Park, has an area of 3,518 km2 covering six 
districts in Nakhon Ratchasima province and more 
880,000 population reside [5] (Fig. 1). 
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Fig. 1  Lam Taklong watershed. 
(Wijitkosum, 2010) 

LTW is under the influence of southwest and 
northeast monsoon. From May to October, the 
southwest monsoon brings moisture from the Indian 
Ocean causing rain, peaking in August and 
September. The average amount of rainfall is 1,454 
mm (2010). 

2.2 Model Description 

ArcGIS 10.1 software is integrated the 
SWAT2012 (Soil and Water Assessment Tool) model 
to calculate the flow in Lam Taklong watershed. 
SWAT model was selected for this study due to a 
wide variety and with proper testing [6]. 

The subwatershed discretization of SWAT 
divides the watershed into 29 subbasins. Then, 
subbasins continue to be partitioned into 309 multiple 
hydrologic response units (HRUs) based on soil and 
land use distribution of the watershed. For each HRU, 
the land phase of the hydrological cycle is modeled, 
and flow from each HRU are calculated. Then flow 
from HRUs within a subbasin are summed to get flow 
from this subbasin.  

For a subbasin located downstream of another 
subbasin, flow from land phase are added at the outlet 
of the upstream subbasin and then continue to be 
routed through the channel. 

The necessary data is collected for simulation of 
flow in the Lam Taklong river. The main input data 
for simulating the hydrological processes in Arc 
SWAT are the base map data, meteorological data 
and observed flow data. 

The ArcSWAT2012 interface is used to delineate 
the Lam Taklong basin based on an automatic 
procedure using Digital Elevation Model (DEM) 
data. A DEM grid map with a 30m spatial resolution 
was available. Moreover, a mask map which 
identifies the focused area for delineation to reduce 
the processing time and a burn-in river map which 
helps to accurately predict the location of the stream 
network was also input. 

Calibration is used autocalibration tools in 

SWAT-CUP. Automatic calibration and uncertainty 
analysis capability is directly incorporated in 
SWAT2012 via the SWAT-CUP software developed 
by Swiss Federal Institute of Aquatic Science and 
Technology [7]  and R2 [8] will be selected as the 
efficiency criterion. SWAT-CUP includes automated 
as well as the semi-automated program SUFI2 for 
model calibration. 

The sensitive parameters from the sensitivity 
analysis results will be considered in the calibration 
process. The following parameters will be included in 
the calibration CN2, ALPHA_BF, GW_DELAY, 
GWQMN. 

2.3 Input Data 

The main input data for simulating the 
hydrological processes in ArcSWAT are the base map 
data, meteorological data and observed data. The 
necessary data is showed in Table 1. 

Table 1 Model input data sources for the Lam 
Taklong watershed 

Data type Source Detail 
Topography 
(DEM) 
30mx30m

Land Development 
Department Elevation, slope 

Soil Land Development 
Department

Spatial soil variability 
Soil types and properties

Land use Land Development 
Department

Land cover classification 
and spatial representation

Weather 
stations 

Thai Meteorological  
Department 

Daily precipitation  
Temperature  
Relative humidity 
Wind speed 
Solar radiation

Flow of 
water 

Lam TaKlong Water 
Supply &Maintenance 
Project

M89 and M164 stations  
(m3day-1) 

Water 
quality

Regional Environment 
Office 11

Sediment (mgl-1) 
Nitrate nitrogen (mgl-1)

The base map data is overlayed by land use and 
soil data. Climate data input consists of temperature, 
relative humidity, wind speed, solar radiation; the 
weather data and the rainfall data. Observed data 
consists of concentration of sediment and nitrate 
nitrogen. 

3. RESULT AND DISCUSSION

The Lam Taklong watershed is delineated into 
sub-basins using the digital elevation map (30m) and 
it is divided in 29 subbasins outlet of Lam Taklong 
River (Fig 2). 
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Fig. 2 Subbasins of lam taklong watershed. 

Land use data are required for pollution 
assessment because of activities that we do on land 
can affect on generate the pollutants. The digital land 
use data were obtained from Land Development 
Department (LDD) in the year 2011.  

The U.S. Natural Resource Conservation Service 
(NRCS) classifies soils into 4 hydrologic groups 
based on infiltration characteristics of the soils 
including group A (high infiltration rate), group B 
(moderate infiltration rate), group C (slow infiltration 
rate) and group D (very slow infiltration rate). Soil 
data was obtained from LDD including fourteen soil 
series with soil texture class and quantitative particle 
size distribution analysis by LDD were transformed 
to hydrologic soil group. 

The delineated sub-basin map, land use, and soil 
map will be overlaid. SWAT simulate different land 
use in each sub-basin. Lam Taklong River 
watershed’s DEM, land use and soil data are 
integrated to accumulate flow direction, and stream 
network in Lam Taklong River (Fig 3). 

Fig. 3  Stream network of Lam Taklong watershed 

3.1 Simulated monthly flow in Lam Taklong 
Watershed 

Calibration is conducted in lower LTW by 
adjusting input four parameter values CN2 (-0.1516), 

ALPHA_BF (0.287), GW_DELAY (51.42), 
GWQMN (1.89) from initial default conditions. 

The sensitive parameters were replace SWAT 
model to simulate flow and nitrate loading. The 
simulated flow was compared to observed flow in 
upstream LTW. 

Fig. 4 Simulated monthly flow and observed 
monthly flow at upstream of LTW 

The simulated flow values are compatible with 
minimum observed flow values in lower LTW from 
0.4 to 1.8 m3/s (Fig. 4). Similarly, simulated flow 
values in upper LTW from 1.6 to 2.7 m3/s is close to 
the average observed flow value. The simulated flow 
at subbasin outlet of LTK is shown Fig. 5 during 7 
years. 

Fig. 5 Simulated monthly flow and observed 
monthly flow at downstream of LTW 

The average monthly observed and simulated 
flow from 2007 to 2014 for an outlet of LTW is 
presented in Fig. 5. SWAT has simulated during a 
time period when the average daily precipitation is 
input date. The model was validated for an average 
time period from January 2007 to July 2014. Test 
results show that with the modified values for the 
model SWAT, the Nash-Sutcliffe R2 for monthly total 
flows was 0.66. 

Results obtained by using the model’s modified 
values for simulating flow accentuate the critical need 
for model calibration in order to ensure that 
hydrologic processes are well represented on a 
watershed. 
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3.2 Nitrate loading simulation in Lam Taklong 
Watershed 

Sediment and nitrate was calibrated after flow 
calibration. Simulated nitrate values in downstream is 
higher upstream.  

Fig. 6 Simulated nitrate loading in upstream and 
downstream of LTW. 

However, the upper area has the high nitrate loading 
from July to September and from March to June in the 
lower area. In contrast, both of two areas had the low 
nitrate loading is from december to January. This 
result is consistent with Netnapa’s study [2] that 
September was the month with the highest NO3-N 
while January and December were the lowest months. 

3.3 The influence of the flow on nitrate nitrogen 
loading  

3.3.1 Upstream area 

The simulated results of flow and nitrate loading in 
upstream of LTW showed that they have a 
proportional relationship (Fig. 7).  

Fig. 7  Relationship of flow and nitrate loading 
in upstream of LTW 

Both of flow and nitrate loading value in LTW 
upstream have the lowest value in January and the 
highest in September. 

3.3.2 Downstream area 

In contrast to upstream, downstream flow values are 
inversely proportional to nitrate loading values. They 
are showed in Fig. 8. 

Fig. 8 Relationship of flow and nitrate loading in 
downstream of LTW. 

As the flow rate increases, nitrate loading values tend 
to decrease from May to October. However, from 
November to January flow and nitrate loading value 
have the same downtrend. 

4. CONCLUSION

For this study, calibration process was conducted 
with four parameters CN2, ALPHA_BF, 
GW_DELAY, GWQMN. The R2 value 0.66 is 
compared to the results from Zhao et al [9] the 
regression coefficient of measured value and 
simulation value was 0.63 and it shows that the 
correlation between observed and simulated monthly 
runoff is good. This means that the SWAT model is 
suitable for fluid flow and nitrate. Determination of 
accurate parameters in calibration when modeling 
watersheds are vital for simulating streamflow data 
corresponding to measured values. 

The simulated flow and nitrate loading values in 
LTW upstream have a proportional relationship, 
oppositely in downstrem they have inverse ratio from 
May to October. 
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ABSTRACT 

Water quality refers to the chemical, physical, or biological characteristics of water, in which assessing the 

condition of water relative to the requirements of biotic species or to any human purposes. The aim of this study 

was to analyze the water quality of the Way Kuripan River based on the Water Quality Index (WQI) calculation 

method. Water samples were taken from five different areas (WK01, WK02, WK03, WK04 and WK05). WQI 

was calculated on the basis of six parameters; dissolved oxygen (DO), biochemical oxygen demand (BOD), 

chemical oxygen demand (COD), pH, total suspended solid (TSS) and ammoniac-nitrogen (NH3-N). The 

calculation started by identifying the equation of the Sub-Index (SI) based on the parameter value, calculating 

the Sub-Index (SI) of each parameter, and calculating the Water Quality Index. The results show that WK01 and 

WK04 have WQI values of 70.3 and 70.11.  Those values show that water quality of the Way Kuripan River was 

in class III or slightly polluted. WK02 (WQI = 55.8) and WK03 (WQI=53.8) were highly polluted. The lowest 

WQI of the Way Kuripan River was in WK05 = 38.3, and classified as Class V (highly polluted). Moreover, 

Geospatial analysis was done to identify the distribution of water quality geographically. It shows that home 

industry and human activities, were spread along the river flow, and it caused the fluctuation of water quality. 

The results of this study can be used as a reference by the local government for water resources management. 

Keywords:Water quality index, Way Kuripan River, Chemical, physical, and biological characteristics 

INTRODUCTION 

Water pollution increases day by day in many 

places in the world. On the other hand the 

availability of water supply decreases continuously. 

Based on the circumstance, water quality in many 

parts in the world is dropped continuously. Water 

quality is always an important and interesting topic 

to discuss. 

Water quality is one of the most important 

factors that must be considered when evaluating the 

sustainable development of region [1]. The most 

useful tool to monitor and assess the water quality is 

by using the water Quality Index (WQI) which is a 

single number like a grade explains the total water 

quality at a certain area and time based on several 

water quality parameters [2]. It also assesses the 

suitability of the quality of the water for a variety 

uses such as agriculture, aquaculture, and domestic 

use [3]. WQI was first proposed by Horton 1965, 

later, numerous of indices have been developed all 

over the world such as Weight Arithmetic (WA), 

National Sanitation Foundation (NSF), Canadian 

Council of Ministers of the Environment (CCME), 

British Columbia, Oregon etc [4]-[5]-[6]-[7]. Over 

the years, many researchers have been conducted to 

monitor and study water quality [8]-[9]-[10]-[11]-

[12]-[13]-[14].  

In Southeast Asia regions, the most recognized 

WQI is DOE WQI. The WQI was developed by the 

Department of Environment of Malaysia [15]. DOE 

WQI calculation has been used as standard 

calculation for water quality in Water Quality 

Monitoring Program in Malaysia [7].  

In this study, DOE-WQI method [9] was applied 

to analyze the water quality of Way Kuripan River. 

Way Kuripan River is one of the largest rivers in 

Bandar Lampung city, Indonesia. Along the river, 

there are landfill, industrial, residential and 

agriculture. The water body of the river practically 

receives, industrial waste, liquid waste from landfill, 

domestic wastes and drainage water from the 

residential area. The river were utilize for some 

purposes such as cleaning and sanitizing by the 

people living in surrounding areas. To identify the 

distribution of water quality in the Way Kuripan 

River some approach is needed. The integrated 

analysis of geospatial and water quality index 

calculation will describe the distribution of water 

quality along the river and determine the class of 

polluted water.  

METHOD 

Study Area 

https://en.wikipedia.org/wiki/Chemical_property
https://en.wikipedia.org/wiki/Physical_property
https://en.wikipedia.org/wiki/Biology
https://en.wikipedia.org/wiki/Water
https://en.wikipedia.org/wiki/Chemical_property
https://en.wikipedia.org/wiki/Physical_property
https://en.wikipedia.org/wiki/Biology
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The analysis applied in the area of Way 

Kuripan River, Bandar Lampung city. In general, 

Lampung can be described as hilly to mountainous 

terrain, and characteristic of steep slopes with a 

slope of more than 25% and an average altitude of 

300 meters above sea level. Way Kuripan River was 

created by the confluence of Way Simpang Kiri 

River and Way Simpang Kanan River. The length 

and the catchment area of the Way Kuripan River 

were 9.6 km and 60.81 km
2
. Research location as 

described on Fig. 1. 

Fig.1 Research location 

Data Collection 

The water samples consist of 5 points and were 

taken during January 2017. Each sampling site was 

positioned by Global Positioning System (GPS), as 

illustrated in Table 1 and Fig. 2. 

Table 1 Sampling point coordinate 

ID Latitude (S) Longitude (E) 

WK01 05˚26.458’ 105˚15.026’ 

WK02 05˚26.712’ 105˚15.169’ 

WK03 05˚26.910’ 105˚15.387’ 

WK04 05˚26.194’ 105˚15.461’ 

WK05 05˚26.212’ 105˚15.778’ 

The surface water sample was collected about a 

half of the river depth due to the velocity of water 

flow less than 5m
3
/s [16]. Water samples from each 

station were stored in one liter polyethylene bottles 

for analysis of selected parameters included: pH, 

Biological Oxygen Demand (BOD), Chemical 

Oxygen Demand (COD), Dissolve Oxygen (DO), 

Ammoniac Nitrogen (NH3-N), Total Suspended 

Solid (TSS). 

Fig.2 Sampling point 

The surface water sample was collected about a 

half of the river depth due to the velocity of water 

flow less than 5m
3
/s [16]. Water samples from each 

station were stored in one liter polyethylene bottles 

for analysis of selected parameters included: pH, 

Biological Oxygen Demand (BOD), Chemical 

Oxygen Demand (COD), Dissolve Oxygen (DO), 

Ammoniac Nitrogen (NH3-N), Total Suspended 

Solid (TSS).  

Data Analysis 

The algorithm applied for calculating WQI was 

developed by the Department of Environment of 

Malaysia. The algorithm was described as follows: 

     SICODSIBODSIDOWQI 16.019.022.0 

)12.0()15,0( SIpHSIAN   )1(

Where, WQI = Water Quality Index, SIDO = Sub-

index DO, SIBOD = Sub-index BOD, SICOD = Sub-

index COD, SIAN = Sub-index AN, SISS= Sub-index 

TSS, SIpH= Sub-index pH. 

Every sub-index was calculated based on the 

equation in certain condition which is: 

SIDO; SIDO = 0 for x ≤ 8; SIDO = 100 for x ≥ 92; 

SIDO = -0.395 + 0.030 x
2 
- 0.00020x

3
 for 8 < x < 

92.  

SIBOD; SIBOD = 100.4 – 4.23x for ≤ 5; SIBOD = 

108* exp (-0.055x) – 0.1x for x >5. SICOD; SICOD 

= -1.33x + 99.1 for x ≤ 20; SICOD = 103*exp (-

0,0157x) – 0.04x for x > 20. SIAN; SIAN = 100.5 – 

105x for x ≤ 0.3; SIAN = 94*exp (-0.573x) – 5*│x - 

2│ for 0.3 < x <4; SIAN = 0 for x ≥ 4. SISS; SISS = 

97.5* exp (-0.00676x) + 0.05x for x ≤ 100; SISS = 
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71*exp (-0.0061x) – 0.015 for x < 1000; SISS = 0 

for x ≥ 1000. SIpH; SIpH = 17.2 – 17.2x + 5.02x
2
 

for x < 5.5; SIpH =  -242 + 95.5x – 6.67x
2
 for 5.5 ≤ 

x < 7; SIpH = -181 + 82.4x - 6.05x
2
 for 7 ≤ x < 

8.75; SIpH = 536 – 77x + 2.76x
2
 for x ≥ 8.75.  (2) 

General rating scale for the DOE WQI was 

between 0 and 100. The interpretation of the value 

applied in some water resources development 

purposes is described below: 

 For general use of water: 0≤x<60 = high polluted

water; 60≤x<80 = slightly polluted water; x>80 =

clean water. For classification of water: 0≤x<40 =

Class V; 40≤x<50 = Class IV; 60≤x<80 = Class

III; 80≤x<90 = Class II; x>90 = Class I.

 For public water supply: 0≤x<40 = not

acceptable for public water supply; 40≤x<50 =

doubtful for public water supply; 60≤x<80 = needs

expensive treatment for public water supply;

80≤x<90 = needs minor purification for public

water supply; x > 90 = no need treatment for

public water supply.

 For recreation water: 0≤x<20 = not acceptable

for recreation; 20≤x<30 = obvious pollution

appearing, still not acceptable for all recreation;

30≤x<40 = only for boating; 40≤x<50 = doubtful

for water contact; 50≤x<70 = acceptable for water

contact but needs bacteria count; x>70= acceptable

for all water sport.

 For fisheries: 0≤x<30 = not acceptable for

fisheries; 30≤x<40 = only for coarse fish; 40≤x<50

= only for handy fish; 50≤x<60 = doubtful for

sensitive fish; 60≤x<70 = marginal for trout; x>70

= acceptable for all fish.

 For navigation: 0≤x<30 = not acceptable for

navigation; 30≤x<40 = obvious pollution

appearing; x>50 = acceptable for all navigation.

 For water transportation: 0≤x<10 = not

acceptable for water transportation; x>10 =

acceptable for water transportation.

RESULT AND DISCUSSION 

Water Sample Analysis 

Water samples were analysis at Health 

Laboratory of UPTD/Local technical 

implementation unit includes five parameters; 

Dissolved Oxygen (DO), Biological Oxygen 

Demand (BOD), Chemical Oxygen Demand (COD), 

Ammonia (AN), Suspended Solid (SS) and Degree 

of Acidity (pH). The result of analysis as described 

in Table 2.  

The value as shown in Table 2 were compared 

with the water quality standard in accordance with 

Government Regulation of the Republic of 

Indonesia No. 82, year of 2001 (Table 3) on the 

Management of Water Quality and Control of Water 

Pollution [17]. 

Table 2 Analysis result 

No 

Para 

Meters 

(mg/l) 

Analysis Result 

WK

01 

WK

02 

WK

03 

WK

04 

WK

05 

1 DO 3.69 3.56 4.04 1.45 3.05 

2 BOD 2 30 29 4 131 

3 COD 6 9 32 6 468 

4 AN 0.03 0.03 0.12 0.16 0.03 

5 SS 1 1 1 1 1 

6 pH 7.56 7.36 7.20 7.47 7.61 

Table 3  Goverment regulation of the Republic of 

Indonesia No. 82, year of 2001 

Quality Standard 

Class I 

(mg/l) 

Class II 

(mg/l) 

Class III 

(mg/l) 

Class IV 

(mg/l) 

6 4 3 0 

2 3 6 12 

10 25 50 100 

0.5 - - - 

50 400 400 400 

6-9 6-9 6-9 5-9 

Table 2 shows the value of Dissolved Oxygen 

(DO) at sample points of WK01, WK02, WK05 

were 3.69 mg/l; 3.56 mg/l and 3.05 mg/l, and it 

included in water quality standard of class III [17]. 

While at the sample points WK03 and WK04 have 

DO value of 4.04 mg/l (Class II) and 1.45 mg/l 

(almost close to Class IV). DO is one of the 

important parameters in water quality analysis. The 

DO value indicates the amount of oxygen available 

in a body of water. The greater the DO value on 

water, indicating the water has good quality. 

Conversely, if DO value is low, it can be seen that 

the water has been contaminated. The value of DO 

also shows the extent to which the water body is 

able to accommodate water biota such as fish and 

microorganisms. The results shows that the value of 

DO increasingly smaller the downstream. As for the 

BOD value there was an increase from upstream to 

downstream. The increasing of BOD value was 

above the standard of the class IV water quality, and 

this occurred at sample points of WK02, WK03 and 

WK05; 30 mg/l, 29 mg/l and 131 mg/l, respectively. 

The highest BOD value occurred in the 

downstream area (WK05=131mg/l) while the 

upstream of the river had a low BOD value of 2 

mg/l, and included in class I. The BOD value 

indicates the amount of oxygen required by 

microorganisms to decompose dissolved organic 

substance and some of the organic substances 

suspended in water. The greater the value of BOD 
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means the process of decomposition of organic 

substance occurs in large quantities and will absorb 

oxygen in water thereby reducing the amount of 

dissolved oxygen (DO). The increase in BOD value 

from upstream to downstream indicates the quality 

of river water has decreased. This is because the 

source of pollutants is not only from the previous 

water flow but also from the surrounding settlements 

that dispose of domestic waste directly into the river. 

In addition, the activities of ships entering the 

estuary by disposing of waste from ships such as 

engine oil and others also increase the source of 

pollutan to downstream areas.  

In addition, COD value at sample point of 

WK01, WK02, WK04 were 6 mg/l, 9 mg/l and 6 

mg/l, and included in the standard of water quality 

class I. COD value at sample point of WK03 was 32 

mg/l, and it almost close to the standard of water 

quality class III. While the COD value for the 

downstream area (WK05) was very high, equal to 

468 mg/l, far exceeds the water quality standard 

required by the government.  

The downstream region requires the greatest 

amount of oxygen compared to other regions for 

chemical reaction processes to decompose the 

contaminants. Level of ammonia (AN) at sample 

point of WK 02 to WK 04  has increased with 

highest AN concentration occurring at sample point 

of WK 04 (0.16 mg/l). It did not exceeding 

recommended quality standard based on Goverment 

regulation No. 82, 2001 (equal to 0.5 mg/l). In this 

area the dominant activity is the settlements whose 

effluents are directly discharged into river bodies 

and poor sanitation of the people. This is in 

accordance with the statement of Effendi (2003) 

which states that high ammonia level is an indication 

of the contamination of organic materials derived 

from domestic waste, industries and run-off 

agricultural fertilizers [16].  

SS (Suspended Solid) parameter of Way Kuripan 

River at sample point of WK01 up to WK05 has the 

same value (1 mg/l). Concentrations of SS from 

upstream to downstream described the water quality 

standard of class I and Class II based on 

Government Regulation, so that SS content of river 

water of Way Kuripan did not affect to the allocation 

of raw water, facilities/infrastructure of recreational 

water, animal husbandry and fishery interests. 

Although SS was not a toxic but with the increasing 

value of SS means increasingly penetration of light 

obstructed into the river.  

Moreover, pH was classified as normal, and it 

indicated that life of aquatic biota still in good 

enough condition. The overall analysis of water 

quality of Way River Kuripan illustrated that some 

the result did not meet the criteria of quality standard 

according to Government Regulation of Republic of 

Indonesia No. 82, year of 2001 on the Management 

of Water Quality and Control of Water Pollution 

[17]. 

Analysis of DOE - Water Quality Index (DOE-

WQI) 

Based on the analysis of Way Kuripan River 

water samples (Table 2), it can be calculated the 

sub-index value of each parameter. The analysis of 

water quality used DOE-WQI method applying the 

equation (1). The results of DOE-WQI calculations 

are presented in Table 4. 

Table 4  WQI Value of Way Kuripan River 

No. 
Sample 

Location 
WQI Class 

1 WK01 70.3 III (Slightly Polluted) 

2 WK02 55.8 IV (Polluted) 

3 WK03 53.8 IV (Polluted) 

4 WK04 70.11 III (Slightly Polluted) 

5 WK05 38.3 V (Highly Polluted) 

The analysis of WQI described the decreasing 

value of water quality from upstream to 

downstream; it is related to the contamination level. 

At the sample point of WK01 the WQI value was 

70.3, it means that the water quality in upper river 

area is slightly polluted. Based on the investigation 

of pollution source in upstream area occured due to 

erosion of vacant land and residential area. 

Upstream water can be used for drinking water 

needs, although it requires processing first. It also 

safe for fisheries activities and suitable for all types 

of water sports, shipping and water transportation. 

The areas between upstream and downstream at the 

sample points of WK02, WK03, WK04 have WQI 

values of 55.8, 53.8 and 70.11. The source of 

pollution was dominated by domestic and household 

wastes generated from the contribution of Karang 

City urban village with dense population Village 

(see land use map on Fig 3).  

The water quality at the sample points of 

WK02 and WK03 were worse compared to WK04, 

due to the existence of SABO DAM between sample 

points WK03 and WK04. The high concentration of 

contaminants from the previous water flow (WK02 

and WK03) became lower when through SABO 

DAM due to an increase in water discharge. Water 

discharge gives a significant influence on the 

improvement of water quality level. Water quality 

on WK02 and WK03 were doubtful for drinking 

water use because the pollution level was higher 

than WK01. The class category of this area was 

Class IV (polluted). It needs routine bacterial control 

if apply for sport in contact with water. While for 

fisheries only allowed for fish that are cultivated but 

still doubtful for more sensitive fish but permitted 

for shipping and water transportation.  
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WK04 has a value approaching WK01. While 

the downstream of Way Kuripan River (WK05) has 

a WQI value of 38.3, including in the highly 

polluted category (Class V). The source of pollution 

was caused by market or shops (Purwata and Karang 

City urban village), home industry, temporary 

shelter which is widely located along the river flow, 

the flow of in and out of traditional fishing boats and 

from dense settlements in Purwata. River water in 

the downstream area can not be used for drinking 

water, whereas for fisheries only fish can live in 

permissible dirty water. Sailing and water 

transportation were permitted even though there was 

still polluted. Overall the Way Kuripan River 

condition from upstream to downstream has been 

contaminated with varying levels of pollution. 

Geospatial Analysis 

Spatial analysis describes an approach which 

study entities using geographic properties. It also 

defined as an approach to applying statistical 

analysis and other analytic techniques to geo-

reference dataset [18]. All sampling points and result 

of measurement were plotted based on its 

geographical information on thematic map. The 

maps showed not only the information of water 

quality value, but also illustrated the relationship 

between water quality distribution and surrounding 

land use.  

Sampling point of Way Kuripan River spatially 

spread from coastal line to the hinterland in around 

2.8 km of length. The land use surrounding sampling 

point illustrated urban or settlement area (Fig. 3), in 

which the forest area found at north and west part of 

the area.  

Fig.3 Land use map 

As described in laboratory test of water 

quality, the sampling point of WK02 and WK03 

illustrated highly polluted water. This area consist of 

two different sub-district in both side of the river, in 

which mostly covered by urban area. 
Mapping the water quality parameters using 

spatial analysis, a Geographical Information System 

approach, can be useful for taking quick decisions as 

graphical representation. It would be easy to 

facilitate government or policy maker in taking a 

decision especially in water resources management. 

The analysis specially designed for handling a 

geographical data. The advantage of using a 

geospatial analysis is handling attribute data in 

conjunction with spatial features. 

CONCLUSION 

In general, the water quality of Way Kuripan 

River is in contaminated status with varying level of 

pollution. The results of the analysis show that 

WK01 and WK04 have WQI values of 70.3 and 

70.11, with the category of river water quality of 

class III (slightly contaminated). At the sample 

points of WK02 and WK03 have WQI values of 

55.8 and 53.8. The water quality at the sample points 

is included in polluted category (Class IV). The 

value of WQI at the sample point of WK05 is 38.3 

with the status of highly polluted water quality 

(Class V). The results of this study can be used as a 

reference by the local government to overcome the 

contamination of Way Kuripan River water with 

water pollution control strategy, utilization, 

monitoring and maintenance of water resources in 

Way Kuripan watershed.  
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ABSTRACT 

 
Social media have become an important role in society and people widely use social media platforms to 

express and criticize their opinion. With the previous studies, there is much of research to develop and harvest 
information and knowledge from social media data for decision making and prediction. The awareness of 
environment conservation has become a significant issue nowadays and building and raising environment 
awareness is to conserve and protect the nature for the benefits of humans. Opinion mining is one of text mining 
approaches to assess the attitude in a given subject and the attitude may be positive or negative opinion. The 
paper proposes to conduct social media opinion mining in case of the awareness of environment conservation of 
Thai people. This study shows that social media effects to build and raise the awareness of environment 
protection and furthermore this research can apply to other fields and industries aspects as well.   . 
 
Keywords: Sentiment analysis, opinion mining, awareness, environment conservation, social media 
 
 
INTRODUCTION 

 
Urban growth in all regions of the world is 

undeniable, especially in capital cities or economy 
cities, and  the growth of the city means the 
movement of a large group of people who come 
together to pursue a career and live. This situation 
causes enormous consumption and environmental 
degradation. Environmental crisis is one of the 
major problems in the world that affects the viability 
of the most biological systems in the future. 
Therefore, the requirement to quickly resolve 
environmental degradation problem is an essential to 
cultivate good moral traits in environmental 
awareness. The Environment awareness is the 
foundation of the psychology to acknowledge the 
human actions that cause to deteriorate environment 
and the result will get back to destroy human life. 

Nowadays, social media are increasingly used to 
disseminate information and express everyone’s 
opinion to an online society where users can 
communicate and convey their attitude through 
social network. Social media has become a new 
digital medium that has played a significant role in 
the rapidly changing society in terms of being part of 
the current news media process. When the internet 
technology is growing by leaps and bounds, social 
media takes an action to be a channel for news 
media and affects to the digital economy of the 
country. There are many kinds of social media 
platforms according to the purpose of using as 
following [1]: social networking (Facebook, 
Linkedln, Google+), microblogging (Twitter, 
Tumblr), photo sharing (Instagram, Snapchat, 
Pinterest), and video sharing (YouTube, Facebook 

Live, Periscope, Vimeo). Social media becomes a 
vital part of everyday life and the number of social 
users has rapidly increased to reach 3.196 billion, up 
13 percent year-on-year [2]. Therefore, the use of 
social media to disseminate information is a new 
phenomenon of Thai social life and it has an 
influence in people’s behavior and decision making 
in various fields.  

Also, the trend of using online media is likely at 
a rapid pace and the influence of user generate 
content plays an increasingly important role to 
impact on people’s behavior because user generate 
content is more reliable and generates faster and 
stronger streams. The power of social movement 
through online media acts as the communication 
mechanisms to interact and integrate online 
community for driving the purpose of social issues 
in Thai society.  

Opinion mining is one of text mining approaches 
to assess the attitude in a given subject and the 
attitude may be positive or negative opinion and 
sentiment analysis is the analysis of emotions and 
feelings from the text to express the feelings of 
people such as positive feelings or negative feeling. 
The information of people think has always been a 
crucial part to influence on decision making. Social 
media sentiment helps to understand the perceived 
positive or negative mood what people post on 
social media This research proposes to conduct 
social media opinion mining in case of the 
awareness of environment conservation of Thai 
people to understand and perceive the feeling of the 
awareness of environment conservation of Thai 
people.  
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RELATED WORKS   
 
A literature reviews of relevant researches for 

exploration and adaptation information shows that 
sentiment analysis is the instrument to understand 
what people think and what feeling they are. It 
amalgamates with many other fields like natural 
language processing, statistics, and text analysis to 
extract the emotional feeling from text. According to 
M. Baykara and U. Gürtürk [3], tweets from twitter 
were analyzed to classify users' categorization in 
news, politics, and culture.  Bollen et al. [4] 
investigated the tweets posted on Dow Jones 
Industrial Average (DJIA) to measure positive vs. 
negative mood and Google-Profile of Mood States 
(GPOMS) by using Self-Organizing and Fuzzy 
Neural Network and the result shown that the mood 
states will directly affect investment decisions and 
stock market. Facebook posts were performed on 
sentiment analysis to measure data available to 
public domain [5]. The comments of fan page 
Facebook and tweet of Twitter were classified into 
some categories, positive, negative, and neutral 
sentiment by using TF-IDF in Indonesia; Gojek, 
Grab, and Uber and the results indicates that the 
comments on social media are evaluated the 
performance of these business transport online [6]. 
Barbosa et al. [7] propose a method to identify 
sentiments from tweets and the data sources was 
provided by labels to solve different bias. The social 
media analytics engine, by employed fuzzy 
similarity-based classification method, was proposed 
to automatically classify text into sentiment 
categories (positive, negative, neutral and mixed) 
and it is able to collect, filter, classify, and analyze 
social media text data and describes and predicts 
analytic information on dashboard [8]. Also, 
explained extends six emotions on new smart 
services over mobile devices, the approach is used 
emotional dictionaries and considers linguistic 
parameters to identify results [9].  

There are several approaches proposed to extract 
information from social media and it can be 
classified to 2 main techniques as follows: statistical 
technique and machine learning technique. Linear 
discriminant analysis (LDA), one of the statistical 
technique, was applied to explore relationship 
between Facebook fan pages and visitor 
engagements of the exhibitions [11] and logistic 
regression was used to analyze textual data from 
social [12]. Machine Learning was applied to extract 
information from text data and for example, Gurkhe 
et al. [10] implemented the machine extracted the 
polarity (positive, negative or neutral) of social 
media data set by using naive Bayesian technique. 
With the advance technologies, the enhancement of 
this research is continually move forward to 
widespread in various other fields.   
 

RESEARCH METHODOLOGIES  
 
This section describes how to conduct this 

research and the methodologies applied in this 
project as follows: Data preparation; Feature 
extraction; Model Building and Testing and 
Evaluation.      

Data Preparation  
In the first stage, data were collected form social 

media and internet web sites and it was posted to 
express the opinion about environment conservation. 
Tweepy API [13] is used to retrieve the tweets and 
data, like twitterID, hashtag, date of created tweet, 
tweet text, and retweet count, was stored in the 
database. Some selected Thai hashtags were 
presented in Table 1. The second type of data source 
is news and related web sites related to the concept 
of environment conservation. Data is the text format 
that requires to be preprocessing to clean and 
manage data before analyzing text mining. 
Preprocessing step of the data set is following: 
removing URLs, hashtags, username, and symbols; 
replacing the emotion icons and correcting the 
spelling words.  
 
Table 1 Example of selected Thai hashtags 
 
#รกัโลก #รกัษ์โลก #โลกรอ้น #ประหยดัไฟ 
#พกถุงผา้  
#ปลูกต้นไม้  #ใช้จ ักรยาน  #ประหย ัด น้ํ า 
#คดัแยกขยะ  
#ง ด ถุ ง พ ล า ส ติ ก  #ร ัก ษ า สิ่ ง แ ว ด ล้ อ ม 
#ขยะรีไซเคลิ  
#ข ย ะ ย่ อ ย ส ล า ย  #อ นุ ร ั ก ษ์ พ ล ั ง ง า น 
#ลดเลกิเพือ่ชว่ยโลก  
#ปลูกป่าช่วยชาติ #รกัษาป่าไม้#ลดมลพิษ 
#อนุรกัษ์สิง่แวดล้อมและป่าไม ้#วนัรกัต้นไม ้
#พ้ืนที่สี เขียว #ร ักษาผืน ป่า #ปลูกต้นไม ้
#ล ด เ มื อ ง ร้ อ น ด้ ว ย มื อ เ ร า 
#ปลูกฝังจิตสํานึกรกัษ์โลก #การจดัการขยะ 
#ป ลู ก ป่ า เ ทิ ด พ ร ะ เ กี ย ร ต ิ
#ป ร ะ ห ย ัด พ ล ัง ง า น ไ ฟ ฟ้ า  #จิ ต อ า ส า 
#ทดแทนคณุแผน่ดนิ #ปลูกเพือ่ให ้ 
 

 
However, Thai language is different from English 
because it’s no marks or symbols to indicate the 
scope of each word or sentence.  
The figure 1 was shown the system overview and 
data was collected from tweeter and related web 
sites. LEXiTRON Corpus was used to analyze 
words and meaning of words [14]. This research was 
specified related domains collected from similar 
related information.  
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Fig. 1 The System Overview. 
 

Feature Selection  
Feature Selection is the reduction of data size by 

reducing the original data size and losing key 
features using the selection technique. This process 
of extracting comments is to pull out the feature of 
the comment to determine what features use this 
project. Thai stop word is removed the insignificant 
words without meaning change. For example, the 
sentence is “ร ้ า น ก า แ ฟ ห ล า ย ร ้ า น 
ถ ้ า พ ก แ ก ้ ว ไ ด ้ ส่ ว น ล ด ด ้ ว ย ค่ ะ 
ช่วยลดโลกรอ้นและประหยัดตัง” and the result was 
presented in figure 2. 

 

 
Fig. 2. Example Sentence. 

 
For instance, the word “ค่ ะ ” is a non-significant 
word and in the feature selection process, the feature 
will be cut off. Thai segmentation technique is 
applied to extract data and data extraction stage is 
the process to extract data and labels the training set, 
annotated positive, negative or neutral, to identify 
the category of text by hand. The data consists of 
2,964 sets and assigned weight each set as a positive, 
negative and neutral review. Labels were used as 1 
for a positive review, 0 for a neutral review and -1 
for a negative review. TF-IDF (Term Frequency-
Inverse Document Frequency) was applied to 
determine indexing for using for training process. 
 
𝑾𝑾(𝐟𝐟,𝐝𝐝) = 𝑻𝑻𝑻𝑻(𝐟𝐟,𝐝𝐝) × 𝑰𝑰𝑰𝑰𝑻𝑻(𝐟𝐟)                        (1) 

 
 

𝑰𝑰𝑰𝑰𝑻𝑻(𝐟𝐟) = 𝒍𝒍𝒍𝒍𝒍𝒍 |𝑰𝑰|
|𝑰𝑰𝑻𝑻(𝐟𝐟)|

   (2) 

 
Where TF (f, d) presents the frequency of the feature 
(f) in documents (d) and W (f, d) shows the weight 
of a feature (f) in (d).  |D| explains the number of 

documents in the training data set (Training Set) and 
|DF (f)| is the number of documents that feature (f) 
appears. IDF(f) is inverse document frequency used 
to identify positive , negative or neural. Unlike 
TFIDF mentioned above, this study divides data into 
two parts, one for positive data, and one for 
negative. Furthermore, according to K. Ghag, K. 
Shah [15], SentiTFIDF was applied to this project to 
classify the positive, negative and neutral emotional 
mood and then the set of emotional words were 
stored in database to be further next process.   

Model Building  
To build model, Naïve Bayes and Support Vector 
Machine (SVM) were used to build a sentiment 
classifier. The data were divided to be 2 sets: 
training and testing sets with the ratio 70:30.   
Naive Bayes classifier, based on Bayes' theorem, is 
one of the crucial techniques in machine learning 
used to many fields like customer segmentation or 
sentiment analysis.  
 
𝑷𝑷(𝒄𝒄|𝒙𝒙) = 𝑷𝑷(𝒙𝒙|𝒄𝒄)𝑷𝑷(𝒄𝒄)

𝑷𝑷(𝒙𝒙)
                                               (3) 

 
P (c|x) is the posterior probability of the attribute X 
that has set the label of class C. P (x|c) is the 
likelihood that the data in class C contains attribute 
X. P(c) is prior probability of class C. P (x) is the 
predictor prior probability.  
Support Vector Machine is the significant 
supervised algorithm that can solve a classification 
problem and the concept of SVM is to define data in 
the feature space and create hyperplane to separate 
different class labels.  

Testing and Evaluation 
Accuracy, recall, precision and F-measure were used 
to evaluate the performance of text models.  
 
𝒑𝒑𝒑𝒑𝒑𝒑𝒄𝒄𝒑𝒑𝒑𝒑𝒑𝒑𝒍𝒍𝒑𝒑 = 𝑻𝑻𝑷𝑷

𝑻𝑻𝑷𝑷+𝑻𝑻𝑷𝑷
   

                                        (4) 
 
𝒑𝒑𝒑𝒑𝒄𝒄𝒓𝒓𝒍𝒍𝒍𝒍 = 𝑻𝑻𝑷𝑷

𝑻𝑻𝑷𝑷+𝑻𝑻𝑭𝑭
            (5) 

 
𝑨𝑨𝒄𝒄𝒄𝒄𝑨𝑨𝒑𝒑𝒓𝒓𝒄𝒄𝑨𝑨 = 𝑻𝑻𝑷𝑷+𝑻𝑻𝑭𝑭

𝑻𝑻𝑷𝑷+𝑻𝑻𝑷𝑷+𝑻𝑻𝑭𝑭+𝑻𝑻𝑭𝑭
          (6) 

 
 
𝑻𝑻 −𝒎𝒎𝒑𝒑𝒓𝒓𝒑𝒑𝑨𝑨𝒑𝒑𝒑𝒑 = 𝟐𝟐×𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩×𝐑𝐑𝐩𝐩𝐩𝐩𝐑𝐑𝐑𝐑𝐑𝐑

𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩+𝐑𝐑𝐩𝐩𝐩𝐩𝐑𝐑𝐑𝐑𝐑𝐑
          (7) 

 
Where TP represents the number of correctly 
classified documents (True Positive), FP is all 
documents retrieved (False Positive) and accuracy is 
the percentage of documents correctly classified, 
recall is the percentage of relevant documents 
correctly retrieved (TP) with respect to all relevant 
documents (TP + FN) and F-Measure is consisted of 
a single measure Precision (P) and Recall (R). 
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EXPERIMENTAL RESULTS  
After preprocessing data, to label data with polarity 
words from the comments were applied to set train 
data of extracted words. Then, sentiment analysis 
was used to label each comment to three groups of 
similar comments: positive, negative and neutral 
based on their polarity scores. The result gained 
from the experiment by using Naïve Bayes 
classification and SVM algorithms as shown in table 
2. The data from this project was collected from 
social network and accuracy, precision and F-
measure was used to evaluate the effective of 
classification models.  
 
Table 2 classification performance  
 Accuracy Precision Recall F-score 
SVM 80.5 82.5 85.7 83 
Naïve 
bay 

72.6 79.7 76.8 74.2 

 
The SVM classification model is better than 

Naïve bay with accuracy of 80.5, precision of 82.5, 
recall of 85.7 and f-measure of 83 as displayed in fig 
3. The result when using the model shows that the 
model can use to detect the concept of environment 
conservation and the positive awareness is more the 
other awareness in the number of words and the 
average length of Tweet’s on data set.      
 

 
Fig. 3.The Results of Classification Performance. 

 

CONCLUSION   
The awareness of environment conservation has 
currently become an important topic and to educate 
and implant environment awareness social media 
has influenced in society and people. Therefore, the 
sentiment analysis is the powerful approach to 
identify opinion, to extract opinion’s feature, to 
classify sentiment, and to display the results in 
visualization and summarization. This research 
describes the methods to conduct social media 
opinion mining in case of the awareness of 
environment conservation of Thai people. This 
approach collected data from twitter and related web 
sites and then it shows how to preprocess and 
extraction the results. The results show that social 
media effects to build and raise the awareness of 
environmental protection and furthermore this 

research can apply to other fields and industries 
aspects as well. However, there are some errors with 
word wrapping and comment extraction because of 
the typing error and occurring of new social words. 
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ABSTRACT 

 
In Japan, the conventional cut-and-fill method is often used in banking construction methods. However, this 

construction method is pointed out that it causes land subsidence and/or landslide in soft ground. For solving these 
problems, various new construction methods using the ground materials such as EPS (styrofoam), recycled foamed 
waste glass and expanded polystyrene beads have been developed as new lightweight and workable composite 
geomaterials. These new construction methods are believed to be effective for construction on soft ground and 
landslide-prone areas. In existing researches of this field, they aimed to identify areas for improvement and the 
problems associated with the use of these new ground materials. However, there are few researches that focused 
on negative impacts to land use, by exhausting air pollution and GHGs (Green House Gases) with recycling from 
the perspective of environmental economics field. Thus, in this research, we compared conventional cut-and-fill 
method and some new ground materials such as the expanded polystyrol construction method using the new EPS 
geomaterial, the lightweight embankment construction method with EPS beads and the foamed waste glass 
construction method using embankment material with recycled waste by analyzing the negative impacts to land 
use considered ecosystem services and life cycle cost (LCC) including external cost by emissions of GHGs and 
air pollutants such as SOx and NOx using life cycle impact assessment analysis. 
 
Keywords: Life Cycle Assessment, Life Cycle Impact Assessment, Life Cycle Cost, New Ground Material 
 
 
INTRODUCTION 

 
In Japan, social assets including roads that were 

constructed from the postwar period to the high-
growth period are facing a renewal period. In this 
context, it will be important from now on for 
establishing a circulation-type society that include the 
reuse of materials recycled from wastes and the 
selection of environmentally friendly construction 
methods. Currently, the conventional cut-and-fill 
method is most widely used among embankment 
construction methods. The conventional cut-and-fill 
method is considered to have a chance of causing 
ground sinking and/or landslide at soft grounds and 
the areas likely to experience landslide, construction 
methods that take advantage of new ground materials 
like expanded polystyrene (EPS) are believed to be 
effective for the construction on soft grounds and the 
areas likely to experience landslide because of their 
lightweight properties and construction properties, 
etc.  

While there are previous researches such as a 
comparative analysis done by Ito et al. [1] on the 
influences and costs caused to environments by the 
various construction methods and a study performed 
by Ochiai et al. [2] in which the potential of mixed 
ground materials made from wastes is discussed.  

However, no research has ever been conducted 
where the impacts made by new recycling-friendly 

ground materials on land use including air-pollution 
substances, global greenhouse gas (GHGs) and 
ecosystem services are comprehensively assessed as 
external costs. 

Thus, the purpose of this research is to do a 
comparative analysis by life cycle impact assessment 
(LCIA) for each kind of embankment construction 
methods using new ground materials. Specifically, 
this research performs, while taking account of the 
presence or absence of the recycling of wastes, a 
comprehensive assessment of external costs 
converted to a currency for the respective 
embankment construction methods including the 
external costs attributable to the emission of air-
pollution substances and GHGs and those resulting 
from the land use at every lifecycle stage.  

 
LITERTURE REVIEW  

 
In the previous researches about the lifecycle 

assessment (LCA) that pay attention to new ground 
materials and the presence or absence of the recycling 
of wastes, Ito et al. [1] revealed that environmental 
burdens and lifecycle costs could be reduced in each 
kind of embankment construction methods utilizing 
new ground materials (EPS) and wastes (expanded 
beads and expanded waste glass) if recycling would 
be done while considering lifecycle stages. However, 
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any external cost was not considered in this research.  
Ochiai et al. [2] organized additional values, 

physical natures and the grouping of constitutional 
materials of various mixed ground materials in their 
previous researches regarding the materials 
constituting mixed ground materials, which reported 
more than one research result on mixed ground 
materials. In addition, they assessed environmental 
burdens and the recycling efficiency of mixed ground 
materials made from wastes. However, since these 
researches figured out environmental burdens only 
from the production process of embankment 
materials, environmental burdens were not analyzed 
through the entire lifecycle.  

Amano et al. [3] visualized the potential of 
recycled materials in paving roads. More specifically, 
they revealed that environmental burdens could be 
reduced to a maximum by around 40% with the use 
of recycled materials at both the stages of 
construction and maintenance/repair, by totaling the 
environmental burdens and costs associated with the 
construction of paved roads and their 
maintenance/repair for respective stages of initial 
construction and maintenance/repair and by 
evaluating the lifecycle of paved roads from both the 
sides of environmental burdens and costs. Both of the 
environmental burdens and costs for asphaltic 
pavement at the stage of its maintenance/repair 
accounted for 40 to 50% of those at its entire stages. 
This research, however, didn’t deal with an impact on 
road structures and surrounding environments in the 
entire lifecycle.   

In their previous research that employed LCA and 
environmental economy assessment methods, Ito et al. 
[4] performed an LCIA of biodiversity and ecosystem 
services based on the extinction risk of living things 
while focusing on the construction of wooden 
residences and steel residences. Then, this research 
assessed an impact on biological ecosystems and 
ecosystem services that would disappear due to the 
alteration and occupation of land occurring in the 
entire lifecycle. However, this research only made an 
assessment of residence construction, not new ground 
materials.  

Inazumi et al. [5] previously conducted an 
assessment research of social and environmental 
efficiency regarding the recycling of construction 
polluted mud as a ground material. Specifically, they 
discussed an evaluation method of social and 
environmental efficiency assessing the recycling of 
wastes from a social perspective by internalizing 
environmental burdens as an environmental cost, in 

addition to environmental assessments, LCAs using 
environmental accounting methods, social and 
environmental efficiency and cost calculation 
utilizing the Monte Carlo simulation. However, this 
research dealt with construction polluted mud and its 
impact assessment of land use was not enough.  

Kamemura et al. [6] implemented a research with 
regard to the lifecycle cost assessment of civil 
engineering structures with considering the risk. 
Specifically, it showed the size and characteristics of 
risks as well as the effects of objects by optimizing 
cost statistics regarding the construction costs for 
structures and their operation/maintenance costs 
while they are in use. However, this research only 
made an assessment on the lifecycle cost.  

Omine et al. [7], after organizing the additional 
values, physical natures and the grouping of 
constitutional materials of various mixed ground 
materials, estimated the CO2 emission at the 
production stage of cement stabilization soil, bubble 
mixed lightweight soil, fluidization disposal soil, clay 
mixed calcination fixation agent and tire chip mixed 
soil, although they didn’t assess impacts resulting 
from polluted substances other than CO2.  

While Minegishi et al. [8] explained about the 
strength and impacts of repeated stress ratios made on 
the deformational characteristics of EPS mixed 
lightweight soil, Kagawa [9] analyzed the 
characteristics and physical strengths as earth fill of 
the EPS civil engineering method as well as the 
durability, weather resistance, environment in soil 
and drug resistance of EPS. Such previous research 
analyzed the strength, etc. of EPS but didn’t make its 
lifecycle assessment.      

Onitsuka et al. [10] demonstrated the potential of 
expanded waste glass materials as new materials by 
doing an experiment for improving the engineer 
characteristics of expanded waste glass materials and 
fundamental road bases, although they didn’t 
implement an environmental assessment with the 
LCA method.  

It is concluded from the above that no research has 
ever, while focusing attention on respective 
construction methods using new ground materials, 
conducted a comprehensive assessment in terms of 
external costs resulting from the emission of air-
pollution substances and GHGs as well as those due 
to the land use including ecosystem services.   

 
METHOD AND SYSTEM DETAILS 
 

In this research, the Mineoka area in mountainous 
roads located in the southern part of Chiba prefecture 
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was selected as case study area as well as in the 
previous research [1], and then compared above 4 
construction methods. The summary of each 
embankment construction method using new ground 
materials is shown in Table 1. 

We also set a same functional unit that provides a 
logical basis for comparing the environmental 
performance of alternatives for applying LCA to 
these four construction methods based on the 
previous research [1]. We defined the target road 
condition (2 lanes, 7 m wide and 1m long) as a 
functional unit and then, it was hypothesized that the 
inclined a the angle between the mountain and the 
road is 35°. 
 
Setting of Recycle Method in Each Construction 
Method 

 
For the purpose of analyzing recycled 

embankment materials and environmental burdens, 
this research conducted a survey on how to recycle 
embankment materials by doing a questionnaire 
survey and an interview survey with ten construction 
companies and then set a recycling method based on 
the results of such surveys. In order to take account of 
recycling, this research based on the presumption 
established from the results of the research by Ito et 
al. [1] that roads would be reconstructed in 100 years 
from the start of their service, assumed that 
embankment construction work would be done four 
times in total as well as the system boundary.  

In addition, since the interview survey had found 
that recycling was difficult in the EPS construction 
method, it was assumed that roads would be 
reconstructed every 100 years with virgin materials. 
This research aims to identify future tasks and 
improvement plans through the calculation of the 
total environmental burdens and costs generated 
depending on the presence or absence of recycling.    

Estimation Method for External Costs 
Attributable to Air Pollution and GHGs 
   

The impacts made including on environments, 
human health and social assets by air-pollution 
substances and GHGs that are emitted in road 
construction throughout the overall lifecycle are 
integrated in terms of a currency. In this research, a 
LCIA was performed utilizing the values representing 
the emission amounts of air-pollution substances and 
GHGs estimated in the research by Ito et al. [1] 
External costs were estimated in a way to integrate 
them by multiplying the total amounts of air-pollution 
substances and GHGs that are emitted in all lifecycle 
stages by the original unit for external costs per unit 
emission amount in respective environmental impact 
fields used in the Life-cycle Impact assessment 
Method based on Endpoint modeling (LIME2) 
environmental impact integration software [11]. 
 
Estimation Method for External Costs Caused by 
Influences on Land Use 
 

The impacts made on land use by the alteration 
and occupation of land in the entire lifecycle are 
substantial. In this respect, the impacts given on 
ecosystem services from the perspective of land use 
are assessed in term of a currency with classifying 
land use into four categories such as forests, tidelands, 
waters and desserts. Regarding the analysis method, 
the influenced area is calculated by land use 
classification for respective construction methods and 
then the external costs resulting from the loss of 
ecosystem services are estimated.  

First, the recycling methods and the utilization 
amounts of materials per unit area for respective 
construction methods that were set in the previous 
researches are shown in Table 2 and Table 3. Then, 
the setting of land use classification is illustrated in 

Table 1 Summary of each embankment construction method using new ground materials 

Expanded Polystyrol
Construction Method

EPS blocks are stacked as embankment materials and are integrated by dedicated clamps.
When stacked, these ultra-lightweight embankments have advantages of their compressive
resistance, durability, and independent stack design.

Lightweight EPS Bead
Mixture Method

Lighter soil is used, comprising EPS beads mixed with soil and sand. This method is
effective for use in soil fills on soft ground and in landslide-prone areas due to its
capability of reducing the applied load on the ground more effectively than ordinary soil
and sand.

Foamed Waste
Glass Method

Foamed waste glass is a porous embankment material manufactured by pulverizing,
burning, and foaming recycled waste glass. The specific gravity and degree of water
absorption can be controlled during manufacturing according to the requirements of specific
applications. Hence, foamed waste glass is used in a wide range of applications including
civil engineering, greening of slopes and rooftops, agriculture, water purification, and heat
insulation. This material is lightweight, water permeable, water retentive, fire resistant, and
a good thermal insulator.
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Table 4 and the conversion factors for calculating 
impacted area by fuel/energy consumption in each 
lifecycle based on JEMAI-LCA database [12], 
existing research [4] and the hearing survey to 
construction companies are shown in Table 5.  

The estimated results of influenced land area per 
unit amount are obtained by figuring out the 
influenced area per functional unit based on the 
ultimate recoverable reserves of materials used in 
respective construction methods and such area. Table 
6 shows the estimated/calculated results of impacted 
area by land use classification for respective 
construction methods. 
 
Table 2 Recycling methods 
 

 
 
Table 3 Utilization amounts of materials per unit area 
for respective construction methods 
 

 
 
Table 4 Land use classification of impacted area 
 

 
 
RESULTS AND DISCUSSION 
 
Estimated Results of External Costs Due to 
Emission of Air-Pollution Substances and GHGs 
 
The estimated result of external costs attributable to 
the emission of polluted air substances and GHGs 
demonstrated that the external costs for the EPS  

Table 5 Conversion factors for calculating impacted 
area by fuel/energy consumption 
 

 
 
construction method were the smallest as shown in 
Figure 1. Also, it was found that the emission of SOX 
being a cause for air pollution would make substantial 
impacts on the increase in external costs, that the 
biggest external costs were those for the expanded 
waste glass materials construction method, and that 
the said external costs would be in the same range as 
those for the expanded beads lightweight soil 
construction method if taking account of recycling. 

Construction method Recyle (first time) Recyle (from second time)

Cut & Fill (R) Virgin material is used for first time Used banking material mixed with
cement is reused from second time

EPS (V)

Lightweight EPS
bead mixture method (V) Virgin material is used for first time Used banking material mixed with

cement is reused from second time

Lightweight EPS
bead mixture method (R)

After used styrofoam was blasted,
it is used by mixing soil and cement

EPS beads is removed from
demolished banking material and then
recycle the styrofoam

Foamed waste
glass method (R) Virgin material is used for first time Demolished banking material is

recycled

No resycle because EPS block cannot be recycled

Soil Cement EPS
Block Aluminum Zinc EPS

beads
Foamed

waste glass
Clamping
materials

Unit kg/m2 kg/m2 m3/m2 kg/m2 kg/m2 kg/m2 kg/m2 kg/m2

Cut & Fill (R) 15,750 645 - - - - - -

EPS (V) - - 367.08 2.15 1.70 - - 734.17

Lightweight EPS
bead mixture method (V) 19,250 1,790 - - - 161.22 - -

Lightweight EPS
bead mixture method (R) 19,250 1,790 - - - 161.22 - -

Foamed waste
glass method (V) - - - - - - 5,250 -

Foamed waste
glass method (R) - - - - - - 5,250 -

Energy Crude Oil Electricity Natural Gas Coal

Country Saudi Arabia Japan Australia Australia

Type of
Land Use

Oil field
Desert area Tideland Sea area Mine

Impact
Impact by
oil field

development

Impact to tideland
by reclamation for

constructing thermal
power station

Impact by
developing

 natural gas field

Impact by
coal mine

development

Impacted area by
obtaining aggregate 4.00E-04 ㎡/kg

Impacted area by
obtaining lime 1.10E-03 ㎡/kg

Impacted area by
obtaining aluminum 6.88E-05 ㎡/kg

Impacted area by
obtaining zinc 3.63E-03 ㎡/kg

Impacted area by
constructing and
operating refinery

4.02E-03 ㎡/kg

Impacted area by
constructing and
operating zinc
refinery

3.57E-02 ㎡/kg

Impacted area by
constructing and
operating cement
works

7.90E-07 ㎡/kg

Impacted area by
constructing and
operating manufacturing
plant of EPS block

2.92E-05 ㎡/kg

Impacted area by
manufacturing clamping
materials

4.0.E-05 ㎡/kg

Impacted area by
manufacturing
expandable beads

2.92E-05 ㎡/kg

Impacted area by
constructing and
operating recycling
factory of waste glass

1.10E-02 ㎡/kg

Impacted area by
constructing and
operating recycling
factory of styrofoam

1.54E-04 ㎡/kg

Impacted area by
constructing and
operating recycling
factory of steel

6.20E-02 ㎡/kg

Impacted area by
reclaiming waste
material

1.39E-01 ㎡/㎥

Impacted area by
extracting crude oil 2.00E-04 ㎡/kg

Impacted area by
generating electric power 2.60E-07 ㎡/kWh

Impacted area by
extracting natural gas 4.70E-01 ㎡/kg

Impacted area
by mining coal 7.50E-04 ㎡/kg

Estimation Item

Impacted area
by obtaining
construction
 materials

Impacted area by
recycle facility

Impacted area at
production phase

Impacted area by
extracting energy

Conversion Factor
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Estimated Results of External Costs Caused by 
Impacts on Land Use 
 

The impacts made on land use by the alteration 
and occupation of land in the entire lifecycle are 
substantial and therefore there is a need to assess the 
impacts on ecological services from the perspectives 
of land use such as forests, tidelands and waters. In 
this context, the influenced area was calculated by 
land use classification for respective construction 
methods and then the external costs resulting from the 
loss of ecology services were estimated.  

First, the total amounts of fuels and energies per 
functional unit were estimated according to the 
JLCA-LCA database [12] and also the interview 
survey and the total amounts of all raw materials to 
be used in respective database were calculated. Then, 
the influenced area by each land use was figured out 
by multiplying such amounts by respective 
influenced areas per estimated unit amount. Also, the 
areas influenced by the collection of construction 
materials and respective fuels/energies as well as by 
each land use such as the occupation of factories, etc. 

were calculated, then by summing up which 
influenced areas the influenced areas by land use 
classification for respective construction methods 
were figured out. Lastly, external costs were 
estimated by multiplying the estimated influenced 
areas by land use classification for respective 
construction methods by the economic value of 
ecological services per unit area which was estimated 
in the previous research.  

Consequently, the external costs for the EPS 
construction method were found to be the smallest as 
shown in Figure 2 because the estimation was made 
on the presumption that crude oil being the raw 
material for EPS blocks would be produced in the 
desert areas of Saudi Arabia and therefore its impact 
on ecological services was considered to be small. 
The external costs for the expanded waste glass 
materials construction method V which causes a 
considerable impact on tidelands by occupying the 
land were estimated to be the biggest. Further, it was 
shown that external costs would be substantially 
influenced depending on the presence or absence of 
recycling.   

Material

Forest Forest Tideland Tideland Sea area Forest Tideland Sea area

Cut & Fill
①V②-④R

36.8 1.0 2189.3 3.8.E-05 0 37.8 2189.3 0

EPS
①－④V

0 1.0 1.4 1.5.E-04 0.4 1.0 1.4 0.4

Lightweight EPS bead mixture
①－④V

38.7 1.0 10703.1 1.8.E-04 0 39.7 10703.1 0

Lightweight EPS bead mixture
①－④R

38.7 1.0 2675.9 1.1.E-04 0 39.7 2675.9 0

Foamed waste glass
①－④V

0 1.0 3150.0 1.3.E-03 178.1 1.0 3150.0 178.1

Foamed waste glass
①V②－④R

0 1.0 787.5 3.4.E-04 44.5 1.0 787.5 44.5

Total Impacted Area of each Land Use for 300 Years

　           　Total Impacted Area（㎡）

Construction Method

Impact to Land Energy Total

Table 6 Impacted area by land use classification for each construction method 

Figure 1 Estimated results of external costs of emission of air-pollution substances and GHGs 
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Estimated Results of Total External Costs 
 
   Figure 3 shows the total external costs by summing 
up the life cycle cost estimated by existing research 
[1] and all external costs by emission of GHGs, air-
pollution and impacts on land use.  
   As the result, the total external costs were increased 
in the order of EPS, cut & fill, foamed waste glass 
method (R), lightweight EPS bead mixture method 
(R), lightweight EPS bead mixture method (V) and 
foamed waste glass method (V).  

In addition, it was shown that total external costs 
would be substantially influenced depending on the 
presence or absence of recycling. In terms of foamed 
waste glass method (V), since the external cost of 
GHGs and air pollution at extraction of raw materials 
phase was very big, the technical improvement for 
reducing those emissions is necessary.  
 
 
 

CONCLUSION 
 

This research, while paying attention to the 
presence or absence of recycling, made a 
comprehensive LCIA including of external costs 
generated by land use as well as by air-pollution 
substances and GHGs in addition to market prices. 
External costs by life stage for respective construction 
methods were clarified through such effort and 
accordingly future tasks for reducing the external 
costs were presented.   

From now on, there is a need to identify future 
tasks including the elaboration of original units for 
external costs with considering regional 
characteristics.   
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ABSTRACT 

About 66 copper mines operated in Sadamisaki Peninsula from middle Meiji to Taisho era although at 

present all the mines closed. From the previous study, seaweed metal concentration sampled around the Takaura 
mine was clarified to be high. Metal concentrations of seaweed are generally high compared to metal 

concentrations of seawater because of bio-concentration process and depend on long term living under 

surrounding condition. Then, seaweeds were sampled at both copper mine area and non-copper mine area. The 

mine area is around Sadamisaki Peninsula and the surrounding non copper mine areas are Yashiro Island in 

Yamaguchi prefecture and Kada in Wakayama prefecture. Copper, iron, manganese, lead, zinc, calcium, 

magnesium and arsenic concentrations of seaweeds were measured and their concentrations were studied with 

sampling location, seaweed type and sampling season. As a result, copper, iron and manganese concentrations of 

green seaweed were 334, 8195 and 1109 mg/kg high, high, arsenic concentration of brown seaweed was 0.6 to 

196 mg/kg, high and magnesium concentration in Ulvales was higher than Sargassum fusiforme. Iron and 

magnesium concentrations in Oshima were high. Oshima is a geology that contains a lot of iron and magnesium. 

It was found that the concentration of trace elements in seaweed was greatly affected by the surrounding 

environment and the geology of the growing place. 

Keywords: Trace element, Mine, seaweed, Ulvales, Geology 

INTRODUCTION 

Seaweed contains many kinds of trace elements, 
because sea water contains various kinds of elements. 

The elements are in indispensable for human beings 

and marine creatures [1]. Seaweed gets nutrition and 

heavy metal by taken in seawater. Then, seaweed 

stores nutrition and the heavy metals such as arsenic 

in the body for long term. This characteristic is 

bioconcentration. It is clear that heavy metal 

concentration in seaweed is higher than that in 

seawater by bioconcentration. In previous studies, 

characteristics of trace element concentration in each 

region were studied [2]-[6]. 

The one of the study area is the Sadamisaki 

Peninsula located in the western part of Ehime 

prefecture and the area is famous for many closed 

copper mines operated in Taisho to beginning of 

Showa era [7]. And development of mines was 

actively carried out in Taisho era. 
Figure.1 shows points of mining trace in the 

Sadamisaki Peninsula. There were 66 mine traces 

operated during the heyday. Although at present all 

mines closed, waste water from some closed mines 

and from tailings of mines still flows into sea. As the 

most area of the Sadamisaki Peninsula is 

mountainous and its coast is steep slope and cliff, 

waste water directly flows into sea.  

Therefore, seaweed sampled around the 

Sadamisaki Peninsula can be assumed as seaweed in 

metal contamination sea. Then, seaweed in the 

Sadamisaki Peninsula and the other areas of the Seto 
Inland Sea are sampled and their trace element 

concentrations are measured and the influence from 

the surrounding environment is evaluated.  

Fig.1 Points of mining trace 

 at the Sadamisaki Peninsula 
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METHOD AND STUDY AREA 

Fig.2 shows study area, and Table 1 shows study 

area name and geology. Sanbagawa metamorphic 

belt mainly composed of green rocks (basaltic rocks 

metamorphosed) and granodiorite are rich for iron 

and magnesium.  

Fig.3 shows sampling points at Sadamisaki 
Peninsula. 

8 sampling points along the Seto Inland Sea are 

Lighthouse, Yobokori, Myoujin, Kojima, Ooe, 

Ikatagoshi, Mue and Izumi. 7 sampling points along 

the Seto Inland Sea are Uchinoura, Takaura, Inoura, 

Natori, Ooku, Futami, Mekkomisaki.  

The seaweeds for survey have been collected at 

the time of the ebb tide.The collected seaweeds were 

dried after water washing and the dried samples 

were dissolved with concentrated nitric acid. Heavy 

metal concentration of solution after filtration with 

0.45 micro meter filter was measured by ICP-AES. 

Trace element concentration in seaweed was 

calculated according to equation (1) 

                           ㎎ ㎏  
                       ㎎ ㎏                          

                       
 …(1) 

RESULTS 

The trace element concentrations in seaweed at 

the 7 study areas 

In the previous study, heavy metal concentration 

in seaweed at the Kii Peninsula was measured and 

heavy metal concentration pattern for each seaweed 
species was also clarified. It’s known that Cu and Fe 

concentrations in green seaweed were higher than 

those in brown and red seaweed and that there was 

no clear difference of Pb and Zn concentrations 

among green, brown and red seaweeds and that As 

concentration in brown seaweed was higher than 

those in green and red seaweed. In this research, to 

clarify the tendency for study area.  

First, to compare elements such as copper, lead 

and arsenic that will adversely affect the human 

body. 

Cu concentrations in seaweed 

Fig.4.1 shows Cu concentration in seaweed for 

study area. Green seaweed, brown seaweed, and red 

Light house

Uchinoura

Yobokori

Inoura

Takaura

Myojin

Natori

Ooku

Kojima
Ooe

Futami
Mekkomisaki

ikatagoshi

Mue

Izumi

Ashinari

Table 1: Study area name and geology 

Fig.2 Study area 

Fig.3 Sampling points at Sadamisaki Peninsula 

Fig.4.1 Cu concentrations in seaweed 
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seaweed are shown as circle, square and triangle. Cu 

concentrations in green seaweed were plotted at 1 to 

334 mg/kg, and among them, those in Ulvales at 

Takaura was high. Cu concentrations in brown 

seaweed, it was plotted at 0.2 to 89 mg/kg, and 

among them, those in Scytosiphon lomentaria at 

Takaura was high. Cu concentration in red seaweed 

were plotted at 0.8 to 14 mg/kg, and among them, 

those in Gloiopeltis furcata at Takaura was high. In 

most study points, Cu concentrations in green 

seaweed were higher than those in brown and red 

seaweed.  

Fig.4.2 shows Cu concentrations in green 
seaweed. Cu concentration in Ulvales at Takaura 

was 121 to 334 mg/kg, and Cu concentrations in 

Ulvales at the other study points were 1 to 27 mg/kg. 

Therefore, Cu concentrations in Ulvales at Takaura 

were higher than those at the other area.  

Mn concentrations in seaweed 

Fig.5 shows Mn concentrations in seaweed. Mn 

concentrations in green seaweed were plotted at 5 to 

1109 mg/kg, and among them, those in Ulvales at 

Yashiro Island was high. Mn concentrations in 

brown seaweed were plotted at 1 to 239 mg/kg, and 

among them, those in Sargassum siliquastrum at 

Shimonoseki was high. Mn concentrations in red 

seaweed were plotted at 4 to 50 mg/kg, and among 

them, those in Chondrus ocellatus Holmes at Kada 

was high. There is no difference in Mn concentration 

for each seaweed. And regardless of the study points, 

there were no difference. 

Pb concentrations in seaweed 

Fig.6 shows Pb concentrations in seaweed. Pb 

concentrations in green seaweed were plotted at 0.4 

to 50 mg/kg, and among them, those in Cladophora 

at Mekkomisaki was high. Pb concentrations in 

brown seaweed were plotted at 0.05 to 15 mg/kg, 

and among them, those in Sargassum muticum at 

Uchinoura was high. Pb concentrations in red 

seaweed were plotted at 0.9 to 78 mg/kg, and among 

them, those in Gloiopeltis furcata at Mekkomisaki 

was high. Therefore, there was no difference in Pb 
concentration for each seaweed.  Comparing the 

sampling site, Pb concentrations at Uchinoura, 

Takaura and Mekkomisaki were higher than those at 

the other study points. 

As concentrations in seaweed 

Fig 7.1 shows As concentrations in seaweed. As 

concentrations in green seaweed were plotted at 0.4 

to 19 mg/kg, and among them, those in Codium 

fragile at Shimonoseki were high. As concentrations 

in brown seaweed were plotted at 0.6 to 196 mg/kg, 

and among them, those in Sargassum macrocarpum 

at Yashiro Island were high. As concentrations in 

Fig.4.2 Cu concentrations in green seaweed 

Fig.5 Mn concentrations in seaweed 

Fig.6 Pb concentrations in seaweed 
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red seaweed were plotted at 0.8 to 19 mg/kg, and 

among them, those in Grateloupia turuturu at 

Kojima were high. As concentrations in brown 

seaweed were higher than those in green and red 

seaweed. But there was no difference by region. 

Fig.7.2 shows As concentrations in brown 

seaweed. It separates symbols for each kind of 

brown seaweed. Sargassum fusiforme and 

Sargassum thunbergii could be collected at most 

points. As concentrations in Sargassum fusiforme 

were plotted at 29 to 103 mg/kg. As concentrations 

in Sargassum thunbergii were plotted at 57 to 150 
mg/kg. Because it can be sampled easily and there 

are differences in concentrations, it is considered 

that these two seaweeds are suitable for comparison 

of As concentration.  

Next, to compare elements such as iron, zinc, 

calcium and magnesium that will be nourishing for 

the human body 

Fe concentrations in seaweed 

Fig.8.1 shows Fe concentrations in seaweed. At 

most points, Fe concentrations in green seaweed are 

higher than those in brown and red seaweed.  

Fe concentrations in green seaweed were plotted 
at 19 to 8195 mg/kg, among them, those in Ulvales 

at Takaura was high. Fe concentrations in brown 

seaweed were plotted at 27 to 1675 mg/kg, among 

them, those in Scytosiphon lomentaria at Izumi was 

high. Fe concentrations in red seaweed were plotted 

36 to 905 mg/kg, among them, those in Lomentaria 

catenata at Yashiro Island was high. Therefore, 

green seaweed is considered suitable for comparison 

of Fe concentration. 

Fig 8.2 shows Fe concentrations in green 

seaweed. Fe concentrations in Ulvales were plotted 
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at 19 to 8195 mg/kg, those in other green seaweed 

were plotted at 250 to 2580 mg/kg. Therefore, Fe 

concentrations in Ulvales were higher than those in 

the other green seaweed.  

Zn concentrations in seaweed 

Fig.9 shows Zn concentrations in seaweed. Zn 

concentrations in most seaweed were plotted 10 to 

100 mg/kg at most sampling points. Therefore, there 

is no difference in Zn concentration for each 

seaweed, and there was no difference for each region. 

Ca and Mg concentrations in the two seaweeds 

Fig.10 shows Ca concentrations in Ulvales and 

Sargassum fusiforme. A solid filled circle indicates 

Ulvales, and a square outline indicates Sargassum 

fusiforme. The solid line is the standard component 

concentration of Ulvales, and the dotted line is the 

standard component concentration of Sargassum 

fusiforme. This standard component concentration 

was quoted from the Ministry of Education, Culture, 

Sports, Science and Technology [8]. 

Ca concentrations in Ulvales were plotted 4300 

to 93000 mg/kg, and standard component 

concentration was 4900 mg/kg. Ca concentrations in 

Sargassum fusiforme were distributed 6500 to 37000 

mg/kg, and standard component concentration was 

10000 mg/kg. 

Fig 11 shows Mg concentrations in Ulvales and 

Sargassum fusiforme. Mg concentrations in Ulvales 

were distributed 9700 to 47000 mg/kg, and standard 

component concentration was 32000 mg/kg. Mg 

concentrations in Sargassum fusiforme were 
distributed 2900 to 15000 mg/kg, and standard 

component concentration was 6400 mg/kg.  

Ca and Mg concentrations in Sargassum 

fusiforme were no clear difference for each study 

point. But these concentrations in Ulvales were 

difference in each study points. Especially, Ca 

concentrations in Ulvales at Lighthouse and 

Innoshima2 were higher than those at the other study 

points.  

DISCUSSION 

At Takaura there is a large copper mine trace, 

and there is a drainage groove continuing from the 

mine trace. So, at Takaura it seems that the influence 

from the mining site extends to seaweed. 

When comparing study points, Fe concentrations 
in Ulvales at Sadamisaki Peninsula, innoshima and 

Ooshima were higher than those at the other study 

area. As a factor, it is conceivable that the geology 

of the three points contains a lot of iron. 

The Sadamisaki Peninsula is a peninsula made of 

cupriferous iron sulfide deposit. Therefore, about 66 

copper mines operated in Sadamisaki Peninsula 
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from middle Meiji to Taisho era although at present 

all the mines closed. The mine is composed of FeS2 

and CuFeS2, and waste water contains copper and 

iron. Among them, the Takaura mine becomes a 

large scale mine trace in the Sadamisaki Peninsula. 

Takaura faces Takaura Bay, and there is little 

influence from ocean current.  

At Oshima which is similar to Sadamisaki 

Peninsula, Fe and Mg concentrations in Ulvales 

were higher than those at the other study area. As a 

factor, the influence from geology is considered. The 

main geological features of the Sadamisaki 

Peninsula and Oshima with high Fe and Mg 
concentrations are composed of mafic rocks 

containing a lot of Fe and Mg minerals.  

As a factor that Fe and Mg concentrations in 

Ulvales were higher than those in the other seaweeds, 

it is thought that Chloroplasts in the body of the 

Ulvales are involved. The chloroplast contains 

chlorophyll.  Mg is a core element for chlorophyll.  

Takaura is considered to be the possibility of 

copper contamination comparing normal area such 

as the Kada and Yashiro Island areas. In addition, 

seaweed growing in a part of Sadamisaki Peninsula 

including Takaura and Oshima is considered to be 

rich in Fe and Mg concentrations due to geological 

influences. 

CONCLUSION 

Cu concentration in Ulvales at Takaura was 
higher than those at the other study area. Pb 

concentration in seaweed at Uchinoura, Takaura and 

Mekkomisaki were higher than those at the other 

study area. As concentrations in brown seaweed 

were higher than those in the other seaweed. 

Especially, As concentrations in Sargassum such as 

Sargassum muticum and Sargassum fusiforme were 

higher than those in the other brown seaweed. Fe 

concentrations in Ulvales at Takaura, Kojima and 

Oshima were higher than those at the other study 

area. Zn concentrations of seaweed at all sampling 

points were uniform and Zn concentration deference 

between each species was not found. Mg 

concentrations in Ulvales were 3 times higher than 

those in Sargassum fusiforme.  

Ulvales can be collected easily at each point, and 

Cu, Fe and Mg concentration range is wide. 
Therefore, it is considered that Ulvales is suitable for 

concentration comparison. Takaura is considered to 

be the possibility of copper contamination 

comparing normal area such as the Kada and 

Yashiro Island areas. In addition, seaweed growing 

in a part of Sadamisaki Peninsula including Takaura 

and Oshima is considered to be rich in Fe and Mg 

concentrations due to geological influences 
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ABSTRACT 

 
Biogas has many incentives to replace firewood and crop straw for cooking in rural area. However, to access 

sustained adoption of clean, carbon neutral and eco-friendly household fuels, raw biogas needs to be purified 
before used. Beside methane (CH4), raw biogas contains trace components adversely affecting appliances or end-
user. For example, carbon dioxide (CO2), the greatest impurities in biogas, affect the decrease of heating value. 
In some literature, the adsorption for CO2 was claimed to be cheap, simple and adoptable for CO2 removal. This 
study aims to investigate utilization rice straw-based biochar as partial substitute adsorbent for CO2 removal. 
Carbon dioxide removal using rice straw-based biochar combined with natural zeolite (Z-RB) at room 
temperature and gas pressure range of 5-7 bar. Carbon dioxide removal using  Z-RB increased the theoretical 
and empirical heating value of biogas from 1214.48 kJ to 1766.34 kJ and from 276 kJ to 288.55 kJ respectively. 
From this observation, the blue flame that appeared from the combustion of purified biogas using Z-RB went out 
for longer than using natural zeolite only (Z-Z). 

 
Keywords:Heating value, Biogas purification,CO2 removal,  Rice straw-based biochar, Methane  
 
INTRODUCTION 

 
In Indonesia, 96% of national energy needs are 

supplied from fossil fuels based energy such as 
petroleum, natural gas and coal [1]. The constantly 
increasing demand  for energy led to a long-term 
dependency on coal and other fossil fuels [2]. 
Nevertheless, the traditional biomass energy such as 
crop straw and firewood are still dominant in rural 
area [3]. The traditional biomass energy is burnt 
directly for domestic utilization such as cooking, 
heating and lighting. Unfortunately, combustion of 
these fuels leads to high level of health damaging air 
pollution from particulate matter (PM), carbon 
monoxide (CO), nitrous oxide (NO2) and poly 
aromatic hydrocarbons (PAHs) [4]. People in rural 
areas waste too much of their time to collect crop 
straw or firewood for cooking, moreover, they 
breath polluted air from the traditional biomass 
energy combustion that can threatens their life. 

Whereas the availability of clean, low cost and 
high efficient fuel could significantly improve the 
living quality, economic sector [5] and public health 
in rural area. Biogas is a clean and smokeless fuel, 
which can be an excellent substitute for these 
traditional biomass energies. H Pathak [6] and 
Amanda [7] claimed that biogas technology is an 
attempt of greenhouse gases (GHGs) mitigation. The 
multiple benefits of biogas technology should 

encourage government to promote biogas 
technology as a way to combat global warming and 
health hazards from the traditional biomass energy 
combustion. In some developing countries, biogas 
dissemination has some obstacle, such as 
Indonesian’s policy, public lack of skill and lack of 
biogas related research [8]. On the other hand, in 
Indonesia the existence of raw material of biogas, 
the natural resources of biomass-based livestock and 
agriculture sector, is abundant [9]. Biogas contains 
methane (CH4), a flammable gas with a heating 
value of 21-24 MJ/m3 [10]-[11]. A lower heating 
value of biogas is due to the considerable carbon 
dioxide (CO2) composition in the biogas content, so 
to increase the biogas heating value the removal of 
carbon dioxide (CO2) by biogas purification 
technology is required [10]-[13].  

According to some references, adsorption is a 
cheap, simple and adoptable method for CO2 

removal [14]-[15]. Carbon dioxide removal using 
the biomass waste-based adsorbent, such as biochar 
and activated carbon, has been developed [14], [16]-
[18]. However, the application of rice straw based 
biochar for CO2 removal in biogas purification is 
rare. This study aims to investigate the influence of 
rice straw-based biochar application as a natural 
zeolite partial substitute as adsorbent in biogas 
purification system. Because it is known that natural 
zeolite has the best ability to eliminate CO2 [15]. 
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METHODOLOGY  
 

Materials 
 
Rice straws were prepared to produce biochar as 

partial substitute of natural zeolite for CO2 removal. 
Agrotechnology Innovation Center of Universitas 
Gadjah Mada provided the biogas that will be 
purified. Biogas was generated from anaerobic 
digestion of cow manure. Aquadest, thermometer 
and biogas stove were prepared to calculate the 
heating value needed for boiling water. 
 
 
Experimental 
 
Rice straw-based biochar production 
 

Rice straws were collected from rice fields and 
chopped into 10-15 cm size. Rice straw-based 
biochar was produced through pyrolysis process. 
Before converted to biochar, rice straws were dried 
under direct sunlight to evaporate the water content. 
Pyrolysis was carried out at 500oC and was then held 
for 4 hours straight when a temperature was reached. 
The biochar-based rice straw was then characterized 
using infrared (IR) spectroscopy instruments to 
identify the surface functional groups. 
 
Biogas purification through removing CO2 

 
Carbon dioxide removal in biogas purification aims 
was to increase the biogas heating value. Stainless 
steel was used to make the adsorption column with 
40 mm diameter and 200 mm length. The detailed 
scheme of biogas purification unit was illustrated in 
Fig. 1 and the adsorbents formulations were 
formulated in Table 1. CO2 adsorption was carried 
out at room temperature and gas pressure ranged 
between 5-7 bar. The CH4 contents of before and 
after adsorption biogas samples then analyzed with 
gas chromatography (GC) instrument.  

 

 

 

 

Fig. 1  Details scheme of CO2 adsorption unit 

 
Table 1. Adsorbents for CO2 adsorption in biogas 

Code Column 1 
(40:40 grams) 

Column 2 
(40:40 grams) 

Z-Z Natural zeolite : 
natural zeolite 

Natural zeolite : 
natural zeolite 

Z-RB Natural zeolite : 
rice straw-based 

biochar 

Natural zeolite : rice 
straw-basesd 

biochar 
 
Calculation the heating value of biogas 

The heating value of the purified biogas samples 
was then calculated. Amanda stated that the heating 
value of biogas is correlated linearly with the 
content of CH4 dissolved therein [7]. The calculation 
of the biogas heating value was derived from the 
percentage of CH4 content, so theoretically heating 
value calculation can be written as follows: 

4biogas nE LHVx CH=           (1) 

Equation (1), biogasE  shows the heating value in 
biogas tank (kJ). LHV represents the lower heating 
value of CH4 (kJ/mol) and 4nCH represent the CH4 

content in biogas (mol). The heating value of raw 
biogas and purified biogas were then compared to 
investigate the CO2 removal effect on the heating 
value enhancement. 

Calculation the heating value needed to boil water 

The purified biogas then packed into a four bar 
pressure tank. In this study, the purified biogas then 
used to boiling water using a biogas stove. Each 
1000 ml is prepared and boiled with a biogas stove. 
The temperature rises and boiling time were 
recorded every 30 seconds until the water boiled. 
The needed heating value for boiling water was 
calculated with the formulation in Equation (2): 

Q mxcx T= ∆                                                       (2) 

 Q represents the needed heating value for boiling 
water (kJ), m  is mass of water (kg), c  is specific 
heat of water (kJ/kg K) and T∆  is the difference 
between initial and final water temperature (K).  

 
RESULTS AND DISCUSSION 

 
Characteristic functional groups of rice straw-
based biochar 
 

Rice straw-based biochar characterized using IR 
spectroscopy to determine functional group on 
biochar surface. IR spectroscopy sample was 
prepared using KBr pellets and analyzed with wave 
number ranges in between 400-4000 cm-1. The result 
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of IR spectroscopy analysis showed in Fig. 2. The IR 
spectra in Fig. 2 confirmed the typical bands of 
biochar’s functional groups were similar to the 
previous studies. The bands at 3503 cm-1 
corresponds to the hydroxyl groups vibration of the 
biochar [17]-[18]. The absorption at 1110 cm-1 also 
confirmed the C-O bonds vibration of phenol, 
alcohol or carboxylic group on biochar’s surface 
[17], [19]. The C=C aromatic carbons was 
confirmed from the absorption at 1609 cm-1 [17]-[19]  
justified. 
 

 
Fig. 2  IR spectra of rice straw-biochar 
 
The Biogas Heating Value Enhancement after 
CO2 Removal 
 

Carbon dioxide  removal process using 
adsorbents aims to enhance the biogas heating value 
through the increase in CH4 content. Methane played 
an important role in generating energy by biogas 
combustion [10]-[11]. The linear relationship 
between CH4 content and the biogas heating value 
was investigated in this paper. The comparison of 
CH4 content in raw and purified biogas after CO2 
removal using adsorbents according to Table 1. is 
shown in Fig. 3.  Fig. 3 showed that raw biogas 
(biogas before the CO2 removal) has a lower CH4 

content compared with purified biogas. This means 
the biogas purification using CO2 removal has been 
done successfully. Natural zeolite and rice straw-
based biochar are able to capture and trap CO2 

molecules on their cavities [15]-[16]. 
The greatest increase of CH4 content is shown by 

purified biogas with Z-RB adsorbent of 44.85% 
compared to Z-Z adsorbent of only 1.4%. It can be 
concluded that CO2 adsorption by rice-based 
biochar is greater than natural zeolite. Yu-Fong et al. 
[17] reported that the higher specific surface area of 
rice straw-based biochar play an important role in 
capturing CO2 molecules, well compared to Z-Z. 
Ambar et al. [18] and Margaretha et al. [19] also 
reported that the higher CO2 removal performed by 
combination of natural zeolite and livestock waste 
based-biochar compared to natural zeolite only. 

Natural zeolite used in this study is similar to natural 
zeolite used by Margaretha et al. [19] with specific 
surface area of 27.9 m2/g. And biochar, according to 
, has specific surface area about 200-300 m2/g [20]. 
It means that biochar has better capability of CO2 

removal than natural zeolite. 
 

 
Fig. 3  Methane content of raw and purified biogas 

The linear relationship between CH4 content and 
the biogas heating value was also shown in this Fig. 
4. The increase of biogas CH4 content was 
represented by the increase of the heating value. 
Before the CO2 removal using Z-Z, raw biogas had 
1513.65 kJ heating value per tank. There was an 
increase of 1534.31 kJ per tank in heating value after 
the CO2 removal. The higher increase in CH4 content 
was performed by Z-RB from 1214.48 to 1766.34 kJ 
per tank. The results support that the higher heating 
value depend on the CH4 content in the biogas. The 
same phenomenon of the heating value increased 
after biogas purification has also been reported by 
previous researcher [10]-[13]. Adalberto [10] 
reported that the raw biogas heating value is 50 
MJ/kg has increased to 45 MJ/kg (90% CH4 content) 
after purifying.  

 
Fig. 4  The heating value of raw and purified biogas 

Since purified biogas were prepared for domestic 
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utilization as combustion energy for cooking, 
combustion test are also necessary. Biogas 
combustion test was conducted by observation of 
boiling water with biogas. The biogas heating value 
was calculated from the energy it needed to boiled 
water. The empirical biogas heating value was then 
compared with the theoretical biogas heating value. 
The results of the needed energy to boiled water 
showed in Table 2. It was concluded that biogas 
purification using Z-RB were greater compared to Z-
Z. From the observation, the blue flame rose from 
the purified biogas combustion using Z-RB arise 
longer than the purified biogas combustion using Z-
Z. This is because the purified biogas using Z-RB 
adsorbent has a greater CH4 content that act as a 
fuel. The difference between empirical and 
theoretical heating values on the results of this study 
is due to the correction energy factors lost due to the 
use of biogas stoves (biogas stoves have an 
efficiency of 15-25%).   

Table 2. The empirical heating value of raw and 
purified biogas 
 
Code  Raw 

biogas 
(kJ) 

end-point 
time of 
blue 
flame 
(seconds) 

Purified 
biogas 
(kJ) 

end-point 
time of 
blue 
flame  
(seconds) 

Z-Z 239.44 140 249.44 270 
Z-RB 276 540 288.55 600 
 

From the findings showed that there was 
association between CO2 removal for enhancing 
heating value of biogas. The increase in heating 
value after biogas purification through CO2 removal 
using natural zeolite and biochar would encourage 
rural communities to use biogas energy for cooking. 
The higher efficiency energy of biogas has impact 
on the increasing types of cooking fuel that would be 
selected by rural communities. Although the use of 
biogas not fully replaces other fuels for cooking, it 
can be used as an environmentally friendly and clean 
alternative fuel for cooking in rural area. Cahyono et 
al. [21] also claimed that biogas purification is a 
good approach to sustainable bio-energy.  
 

CONCLUSION 

From this study result, concluded that rice straw-
based biochar can be used as alternative adsorbent 
for CO2 removal in biogas purification process. In 
addition, the use of natural zeolite combined with 
rice straw-based biochar gave greatest impact of 
increasing the biogas heating value. The theoretical 

and empirical biogas heating value after CO2 
removal increased from 1214.48 to 1766.34 kJ and 
from 276 to 288.55 kJ respectively. In other words, 
the CO2 removal in biogas could enhance the biogas 
heating value. Based on results in this study, the 
effort on quality upgrading by biogas purification 
through CO2 removal would encourage biogas 
technology adoption in rural areas. 
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ABSTRACT 

 
Improvement of public transport is an essential effort to encourage mobility. Declining mobility occurs due to 

increasing travel length for most people in big cities as consequence from urban development. Urban development 
with the phenomenon of urban sprawl has been a big issue since the beginning of 20th century which has effects on 
increasing traffic congestion, demand for mobility and air pollution. Research has addressed improvement of public 
transport, monorail system in minimizing air pollution cost due to urban sprawl. Air pollution cost is imposed on 
road users. Current research is insufficient to reveal the effects of urban sprawl on cost build-up caused by emission 
of air pollution. This paper examines the extent to which the improvement of monorail system is able to increase 
accessibility, reduce air pollution as well air pollution cost due to housing development in the suburbs. Comparative 
analysis was conducted to assess the influences of design of monorail system and existing public transport on 
differences of air pollution cost. The results show that design of monorail system has significant effect on the 
reduction of air pollution concentration and cost compared to the existing condition. The reduction of light vehicles 
due to the design of monorail shows a better accessibility and air quality of residents in the western regions 
ofSurabaya City as case study area in the morning peak hour. 
 
Keywords:Air pollution, Monorail system, Urban sprawl, Emission parameter, Mode choice
 
 
INTRODUCTION 

 
Urban development with the phenomenon of urban 

sprawl occurs in many cities the world-wide. The 
phenomenon of urban sprawl influences living condition 
due to the change of complex pattern of land use, 
transportation pattern, and socio economic development. 
Urban sprawl is a pattern of land use in urban area that 
illustrates low levels of some dimensions such as 
density, continuity, concentration, compactness, 
centrality, diversity and proximity [1]. Urban sprawl 
represents a rapid expansion of residential area at the 
outskirt of the town, causing a spatial mismatch of jobs 
and residential dwellings, further causing imbalance in 
transport with high dependence on automobile [2]. 
Some consequences of this phenomenon are the 
increase of personal mobility and automobile 
dependence, and associated with health hazards such as 
air pollution, vehicles accidents, and pedestrian injuries 
and fatalities [3]. 

Improvement of public transport were held in 
Georgia in order to capture transport issues [4]. 
Costabile and Allegrini [5] explained that the impacts of 
improvement of transport technology in the reduction of 
vehicles pollution could be integrated with ‘‘intelligent’’ 
transport management system. The integrated system 

 

 
 
 

was designed for the real case of Beijing in assessing 
the real-time traffic-related air pollution. They 
recommended further research to understand the 
mechanisms leading to air pollution impacts from 
transport emissions, to reduce the uncertainty in our 
ability to quantify the relationships between all 
emissions and all impacts, especially for NO2 and 
particles. 

The vehicle fleet is the largest single source of 
global air pollution. The fastestgrowing source of 
carbon dioxide emissions is exhausted from road traffic, 
having huge environmental problems with US$93 
billion worth of damage to health and environmental 
quality each year in the US [6]. 

The phenomenon of urban sprawl has been 
identified in most Indonesian cities since the beginning 
of the 20th century. A pattern of urban development 
with increasing settlement growth in the suburbs was 
reflected this phenomenon. The phenomenon occurs in 
the city of Surabaya as case study area, are 
characterized by an estimated 38% of the population 
lives in the suburbs [7]; most of them commute every 
day to work in the central urban area. This condition has 
significant consequences for mobility, increasing traffic 
congestion. It has strongly increased since the late 
1990s; predominantly due to increasing numbers of 
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motorcycles and private cars. Current mode choice by 
residents in the city of Surabaya: private car (30%), 
motorcycle (62%), and other vehicle types (8%, mostly 
minibuses). This situation results in significant increase 
of time, cost and productivity losses, and an increase in 
air pollution. Improvement of public transport is 
expected to change modal split from private vehicles to 

public transport, to reduce the amount of air pollution 
from motorized vehicles, and to lessen air pollution cost 
imposed to road users, as wellto decrease travel time 
and distance. Currently, a substantial sourceof 
environmental pollution and traffic congestion in urban 
areas due to private road transports. 

 
 
Numerous studies in transport strategies have been 

conducted such as transport demand management 
(TDM) withthe aims of reducing the air pollution from 
motor vehicles. Mitchell [8] explained that there was a 
significant level of environmental inequality in Leeds,in 
the UK. Briefly, environmental inequality was reduced 
by an analysis of transport strategies with natural fleet 
renewaland road-user charges. Another transport 
strategy has been conducted by two demand 
management measures, i.e. roadpricing and the vehicle 
quota scheme (VQS), revealed as effective instrumental 
in controlling both congestion and automobileownership 
[9]. These studies on transport strategies, such as TDM 
and the promotion of technology to control emission, 
found that those strategies were insufficient to control 
the phenomenon of urban sprawl. 

An insufficient number of studies have considered 
improvement public transport related to minimize the 
impacts of the phenomenon of urban sprawl and 
opportunity to reduce air pollution concentration and 
cost. Here with, this research focuses on improvement 
of public transport, i.e. monorail system related to 
impact assessment, particularly air pollution 
concentration in the existing condition and the condition 
with a design of monorail system. This study will assess 
air pollution cost imposed to road users with expansion 
of housing development in western region of the city of 
Surabaya. 

An extensive survey was conducted to estimate the 
mode choice of residents due to the design of monorail 
system. The results of this study are expected to inform 
an effectiveness of design of monorail system in order 
to minimize the phenomenon of urban sprawl and to 
assist in policy making with regard to addressing air 
pollution as part of the control of urban sprawl.  

This paper is structured as follows: data collection 
and methodology are elaborated in Section ‘‘Methods” 
consisting of  background information on the existing 
public transport and improvement of public transport in 
the city of Surabaya. Section ‘‘Results” details a 
simulation analysis of transport, measurement of air 
pollution values, procedure to assess change of transport 
modal split and air pollution cost and concentration. 
This section discusses the estimation of emission 
parameters and compares the impacts of each emission 
parameter as well air pollution cost  for each parameter. 
Section ‘‘Conclusions and recommendations” presents 
conclusions and recommendations for further research. 

 
METHODS 

 
The city of Surabaya is a case study area, the second 

biggest city in Indonesia. Surabaya City, the capital city 
of East Java Province, comprises 31districts and 163 
villages (Fig.1), the total area of 327 km², and is located 
at an altitude of 3-6 m above mean sea level.  

The city has a population of 2,765,908 [7]. The 
population density in 2011 was estimated more than 
11,000 people per km². A major problem related to 
settlement development occurs in the city. In the central 
urban area, several informal settlement areas are built, 
having a high density (45% built-up area). This situation 
is contrary to suburban, low density. Data was collected 
for each village (called desa) within the urbanized area 
of Surabaya City.  

 

 
Fig.1 The study area (Surabaya City), located in East 
Java Province, Indonesia 
 

Currently, Surabaya public transport network 
comprises minibus/paratransit and busses. There are 68 
available paratransit routes, and 22 bus routes. The 
Local Government has planned to improve transport 
infrastructures such as monorail and tram system as 
seen in Fig.2.  

The data was collected by 2010 Census data, 
secondary data from the Department of the 
Environment. Primary data was collected by distributing 
questionnaires to 163 villages (approximately 554 
respondents). The questions consisted of three parts: 
socio-economic background, trip characteristic, 
transport mode choice. Traffic counting, speed study 
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and road geometric inventory were investigated on the 
several road-sections of Surabaya City (31 roads). 
Vehicle emission values were determined based on 
traffic volume and speed. 

Fig. 2 The monorail routes 

Monorail accommodates the passengers in the 
western and eastern regions, as seen in Fig. 2. The 
assessment of the effect of monorail operation on the 
decrease of air pollution concentration and cost is 
conducted. 

The research framework consists of the background 
condition of public transport system and further plan of 
public transport development. The result is expected to 

reduce the use of private vehicles and air pollution, to 
increase the beneficial received from improvement of 
public transport as illustrated in Fig. 3. 

Improvement of Public Transport (PT) Systems 
The existing public transport consists of minibusses 

(paratransits) with 68 routes and busses in 22 available 
routes (minibus accommodates 8–12 passengers, while 
bus has 50–55 seats). The frequency of minibusses and 
busses are approximately 20–25 veh/h and 5–6 veh/h 
respectively. An on-board survey for bus 
andminibus/paratransit was conducted in order to 
understand the current performance ofpublic transport 
and monorail systems planned, such as capacity, quality, 
and efficiency. Each region of the city is served by 
approximately 26 minibus routes, except the southern 
region of the city, which is accommodated by 10 
minibus routes. 

The Government of Surabaya City plans a monorail 
system in order to decrease the amount of traffic 
congestion, to provide alternative options of public 
transport that are safe, comfortable and scheduled [10]. 
The properties of the proposed monorail system are: a 
ticketprice of approximately $0.82, stop spacing of 0.5–
2 km, seat capacity of 177 seats. The improvements to 
public transport are expected to encourage the users of 
cars and motorcycles to shift their transport mode.  

Fig. 3 The research framework 

Assessment of Emission Load 
The assessment was conducted in two analysis, i.e. 

the current public transport condition and the design of 
monorail system.  

The analysis of the motorized vehicle emissions 
were classified based on vehicle types and air pollutant 
substances. Subsequently, the values of pollutant can be 
calculated based on traffic volume and traffic 
composition [11], as follows: 

Air pollutant (gr) = traffic flow of each vehicle 
class (veh) x emission value for each parameter for 
each type of vehicles (g/veh.mile) x road length mile  (1) 

Unit emission loads (g/veh km) are vary for different 
modes and different speeds. Relevant emission 
substances are CO, CO2, NOx, SOx, and HC. The 
number of passengers was based on the average vehicle 
occupancy, i.e. automobiles/private cars, minibuses, 
medium buses, large buses, trucks and motorcycles 
accommodate 3 passengers, 8 passengers, 30 
passengers, 55 passengers, 2 passengers, and 2 
passengers respectively. The standard value of 
motorized vehicle emissions based on traffic volume 
and traffic composition isshown in Table 1. 
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Table 1. The standard value of motorized vehicle 
emissions in Peak Hours (gr/pas-mile) 

Mode HC CO NOx SOx 
Automobile 
Car Pool 
Diesel Bus 
(medium or large 
bus, truck) 

2.42 
0.88 
0.06 

18.13 
6.55 
0.81 

1.47 
0.53 
0.36 

0.05 
0.02 
0.05 

Source:[11] . 

Calculation of Air Pollution Cost 
The comparative analysis is conducted based on the 

existing condition and design of monorail system 
condition. According to [12], air pollution cost for urban 
road is calculated by using the following:  

Air pollution cost ($) =air pollution cost 
constant ($/veh-mile) x peak hour traffic 
volume (veh) x road length (mile)     (2) 

The air pollution cost constant is shown in Table 2. 

Table 2. Air pollution cost content ($/veh-mile) 
HC CO NOx SOx 
7.20 12 0.60 – 8.40 0.01 – 0.36 

Source: [11]. 
Note : the value will convert from USD into IDR 

RESULTS 

This section explains the assessment of modal split on 
existing condition and improvement of public transport 
situation, emission parameter concentration and cost 
imposed to road users. 

Modal Split 
The comparative analysis is conducted in order to 

know the change of modal split for each vehicle class 
based on the existing condition and design of monorail 
system condition. Three cases are simulated by 
OmniTRANS model, consisting of estimation of 
transport model parameters for each condition and 
emission parameters. Simulation model has been done 
in previous research [13]. 

The following the results of previous research as 
follows: 
a. The design of monorail systems (C3) encourages

the use of public transport up to 37% from the
current trend.

b. The number of cyclists in C3 also increases six
times compared to the current trend 2030. This
finding means that this case can influence the load
of traffic flow and air quality on the road
corridors.

Briefly, provision of sufficient PT is necessary to 

take over from users other modes. The increase of 
passengers in the monorail system reduces the use of 
private motorized vehicles, is expected to decline 
emission parameters. 

Value of Air Pollution Parameter 
Three cases are proposed in order to understand 

reduction of traffic volume because some private 
vehicle users change to use the monorail system. 

The loads of emissions based on specific weighted 
emission parameters regarding air quality for the city of 
Surabaya roads are required. The weighted emission 
parameters refer to air quality data containing the 
weighted emission values per vehicle kilometer (gr/veh-
km) and depend on average speed standard of each 
vehicle class for each road type (motorway, urban, and 
rural).The weighted parameters, such as CO, NOx, SOx, 
and HC are estimated. The values were analyzed for the 
current base 2010 according to [12], the procedure for 
determining air pollutants at micro level due to traffic, 
as explained as follows: 

qCO = 867.92. Uv
-0.8648  (3) 

qNOx= 0.0005. Uv
2-0.0656. Uv + 3.6586 (4) 

where Uv is average speed standard for each vehicle 
class for each road type in km/hr. 

The emission load for each parameter has been 
computed by simulation of the OmniTRANS model, 
based on the simulated flows on the transport network, 
for various cases; the results are presented in Table 4. 
Improvement of the PT system with the design of 
monorail system (C3) has an effect on decreasing the 
load of private vehicles (cars and motorcycles), as 
reflected in 30% (cars) and 50% (motorcycles) reducing 
CO emission compared to C2 as explained in Table 3. 

Table 3Weight emission for CO for each case 

Comparative analysis of emission parameter for 
different road corridor 

The operation of monorail in western part of 
Surabaya areas can reduce the air pollutant 
concentration. A great benefit for the community due to 
an increase of air quality and air pollution cost is 

Transport 
mode 

Concentration of CO 
Case 

(C1) 
Current 

Base 

(C2) 
Current 
trend 

(C3) 
Monorail 
system 

Cars 22.8 65.3 21.2 
Motorcycles 53.4 124 60.3 
PT 84.3 45.1 20 
Total (all 
vehicles) 

160.5 234.4 101.5 
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obtained. A significant difference of emission 
concentration and cost occurs on Lontar St. and 
Sungkono St. as described in Table 4.  

Reducing CO concentration is amounted 71% by 
assumption of ticket price of monorail 2,500 IDR more 
than the price of existing public transport (minibus and 
bus). It can be concluded that monorail operation can 
reduce the amount of CO pollutant, because of the 
decrease of user of motorized vehicle on the roads and 
increase of monorail user. 

The air pollution costs on each street can be 
calculated after the value of air pollutant on Lontar St. 
and Sungkono St. were identified, using the Equation 
(2, and converted into IDR (1 USD = 13,500 IDR).  

Table 4 The value of emission parameter on Lontar 
St.(gr) and Sungkono St 

Table 5 Prediction of vehicle emissions on Lontar St. 
and Sungkono St. with Monorail Operation (gr) 

From the results of change of mode split, the traffic 
volume reduction can be obtained as shown before, thus 
the air pollutant reduction can be calculated using 
Equation 1, as seen in Table 5. Three scenarios of 
monorail systems with the change of ticket price are set 
in order to know  the different concentration of air 
pollution parameterfor each vehicle type. First scenario 
is condition with monorail ticket 2,5000 IDR less cheap 
than the existing public transport. Second scenario is 
condition which is monorail ticket similar to the existing 
public transport. The third scenario is done by monorail 
ticket 2,5000 IDR more expensive than the existing 
public transport.  

Table 5 explains that CO is the major component of 
the motorized vehicle emission. Thus, motorcycle gives 
the largest contribution in air pollution, followed by 
automobile.As amount ofair pollution is influencedby 
the characteristics ofvehicle engine.  

Scenario 1 is the condition with monorail ticket is 
cheaper than the existing modes, the monorail 
passengers increase, thus the amount of emission is the 
lowest concentration. Meanwhile, scenario 3 is the 
highest emission concentration for each parameter due 
to less reduction of use of private vehicles. Scenario 3 
has the effect on reduction of 26% HC, 23% CO, and 
24% NOx. Scenario 2 has impacts on reduction of HC 
and CO up to 44% and NOx up to 47%. Meanwhile, 
scenario 1 has significant decreasing HC up to 66%, CO 
up to 71%, and NOx up to 82%. 

The difference of cost due to CO emission between 
road with business places and with residential areas in 
road corridors is approximately 3 billion IDR as seen in 
Table 6. 

Table 6. Prediction of Air Pollution on Lontar St. and 
Sungkono St. with Monorail Operation (IDR) 

There were a significant reduction between existing 
condition of air pollution cost (with no monorail) and 
the condition with monorail. By applying Scenario 3, 
the community can save about 26% of the air pollution 
cost, while applying Scenario 2 can save 44%. Scenario 
1 can reduce air pollution cost from 5.19 trillion IDR to 
1.71 trillion, or save about 67%. So, it can be concluded 

Vehicle 
Type 

Traf. Vol. 
(veh/h) HC CO NOX SO2 

Automobile 929 9,639 72,213 5,855 199 

Car Pool 22 332 2,471 200 8 

Diesel Bus*) 9 125 56 8 

Motorcycle 3,319 47,434 113,841 

Total 57,414 188,650 6,111 215 

Private car 4,108 410,451,825 684,086,376 256,532,391 10,831,368 

Public 
transit 78 7,793,389 12,988,982 4,870,868 205,659 

Bus 1 99,915 166,525 62,447 2,637 

Truck 17 1,698,559 2,830,932 1,061,599 44,823 

Motorcycle 9,607 959,885,756 1,599,809,594 599,928,598 25,330,319 

Total 4,578,682,562 

Sce. Mode 

Peak Hour  
(Average of Morning, Noon and Afternoon) 

Lontar St. Sungkono St. 

HC CO NOX SO
X

HC CO NOX SO
X

I 

Automobi
le 1,570 11,763 954 33 8007 59,983 4,864 165 

Car Pool 42 311 25 1 221 1,659 134 4 

Diesel 
Bus 221 1,658 134 5 266 1,995 162 6 

Motorcyc
le 7,191 53,877 4,369 149 21,524 161,25 13,074 445 

II 

Automobi
le 4,628 34,668 2,811 95 23,581 176,66 14,324 487 

Car Pool 194 1,451 118 4 983 7,359 597 20 

Diesel 
Bus 230 1,727 140 5 355 2,660 215 7 

Motorcyc
le 10,247 76,765 6,224 212 30,673 229,79 18,632 634 

III 

Automobi
le 6,637 49,722 4,032 137 33,814 253,33 20,540 699 

Car Pool 443 3,317 269 9 2,380 17,827 1,445 49 
Diesel 
Bus 248 1857 150 5 522 3,912 317 11 

Motorcyc
le 13,124 98,322 7,972 271 39,282 294,29 23,862 812 

Vehicle 
Type 

Peak Hour 
(Average of Morning, Noon and Afternoon) 

CO Total CO Total 

Private car 106.520.753 

855.111.763 

542.706.304 
Public 
transit 1.776.271 9.547.457 

Bus - 388.559 2.994.659.300 

Truck 5.273.305 5.883.898 

Motorcycle 315.954.207 945.697.792 
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that the investment of monorail will delivered a 
significant benefit in the savings of air pollution cost as 
illustrated in Fig. 4. 

Fig. 4 Total of Air Pollution Cost on Lontar St. and 
Sungkono St. due to Monorail Operation  

CONCLUSIONS AND RECOMMENDATIONS 
Conclusions 

This study demonstrated that improvement of public 
transport with the design of monorail system is 
necessary to address the mobility and emission 
problems in fast growing urban areas and the associated 
effects of urban sprawl. Consideration on air quality, i.e. 
i.e. HC, CO, NOx, SOx concentration is an important 
factor in urban transport planning with analysis of three 
cases. 
The case (C3) with improved PT systems such as 
monorail system was characterized by the smallest 
emissions rates of each parameter. This case (C3) also 
can reduce the use of private vehicles (cars and 
motorcycles) and decrease 30-50% of emission 
parameter compared to the existing public transport. 

Scenario 1 of monorail operation will decline HC up 
to 66%, CO up to 71%, and NOx up to 82% total on 
both streets. Thus the air pollution cost will decline up 
to 67%. Scenario 2 can reduce HC and CO up to 44% 
and NOx up to 47%, and the total air pollution of both 
streets on peak time is reduced about 44%. Scenario 3 
only lessened 26% HC, 23% CO, and 24% NOx, and 
the total air pollution of both streets on peak is saved 
26%. 

The highest air pollutant cost occur on road corridors 
as business places. The difference cost of CO emission 
between road corridor with business places and with 
residential areas is high cost about 3 billion IDR. 

Recommendations 
An integration of spatial-transport strategies as well 

an environmental assessment would provide more 
sophisticated and long-term advantages when designing 
improvements of public transport systems related to 
housing planning. The integrated approach should also 
be based on residents' preferences as regards the impact 
of such new developments. 

The further research for air pollutant cost assessment 
should be conducted in order to estimate the air 
pollutant suitable with the Indonesian road environment 
and the change of monorail tariff. 
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ABSTRACT 

 
Polluted sludge from the Pasig River, which connects Laguna de Bay to Manila Bay in the Philippines, exerts 

a very large environmental load on the surrounding area. The river used to be a good route for transportation and 
an important source of water for the old Spanish Manila. However, the river is now very polluted due to human 
negligence and industrial development, and biologists consider it unable to sustain aquatic life. Many researchers 
have investigated the purification of the Pasig River, without satisfactory results. Here, we investigate fine-bubble 
technology for purification of polluted sludge. The critical point in this technique is the activation of bacteria 
existing in the area using fine bubbles. Sludge is decomposed and purified by activating aerobic bacteria after 
creating an aerobic state. In this study, our objective is to test the performance of the purification system on the 
sludge and water in the Pasig River by comparing the results to a case study in Funabashi Port, Japan. We achieved 
good results, with a significant decrease in total nitrogen in both the Pasig River and Funabashi Port samples. The 
system is an effective purification system for treating sludge from the Pasig. 
 
Keywords: Fine bubbles, Purification of Sludge, Circulation-Type Purification System, Pasig River, Aerobic 
Bacteria 
 
INTRODUCTION 

 
The Pasig River in the Philippines connects 

Laguna Lake to Manila Bay and divides the 
Philippine capital Manila into a northern and southern 
part. The Pasig River is a tidal estuary and the flow 
direction depends on the difference in water level 
between Manila Bay and Laguna Lake. The Pasig 
River was historically used as a very important 
transportation route and water source. The river is 
now very polluted due to a human negligence and 
industrial development, as in [1]. There are many 
research papers as in [2], [3] investigating the river, 
but no study has made considerable progress from the 
point of view of purification. One author investigated 
the COD (chemical oxygen demand) at about 15 
points along the river [2]. We measured the current 
COD in the river and found that the value has almost 
doubled since the year 2000.  

In general, polluted matter in solid form elutes in 
water and polluted matter in water settles to the 
riverbed when pollution is severe. It is best to treat 
both pollution sources without a distinction between 
solids and water. In addition, the treatment must be 
effective for both freshwater and seawater, since the 
river flows into the sea and is tidally influenced. 

Here, it is considered that the best treatment 
method is a decomposition purification system using 
the circulation of fine bubbles to activate naturally 
occurring aerobic bacteria. The system was 

developed by one of the authors of this paper to treat 
ocean sludge, as described in [3]. This system has 
already been shown to be efficient for purification [3]. 

In this study, our objective is to demonstrate the 
effectiveness and efficiency of the circulation-type 
purification system for treatment of the Pasig River. 
 
EXPERIMENTAL SYSTEM 
 
Experimental Devices 

 
The experimental device consisted of two parts, 

shown in Fig. 1. The water circulates through two 
tanks. In one tank, fine bubbles are generated, using a 
system based on [5]. The fine bubbles have micro-
size diameters and high solubility. This means that 
water with a high concentration of dissolved oxygen 
(DO) circulates through the tanks.  
 
 
 
 
 
 
 
 
 
 
Fig. 1 Schematic Representation of the Experimental 
Apparatus 

Fine-Bubble Generator Experimental Tank
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The second part of the device is the experimental 
tank. Here, sample water and sludge are treated. This 
apparatus was set up in one of the laboratories of the 
Integrated Research and Training Center (IRTC) of 
the Technological University of the Philippines 
(TUP), Manila. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2 Picture of the Experimental Apparatus 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3 Sludge (Circle) and Water (Star) Sampling 
Points at the Ayala Bridge on the Pasig River, Manila 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.4 Sampling Sludge and Water in the Pasig River 
 

Sampling Points for Sludge and Water 
 
Sedimentary sludge samples were collected using 

an Ekman-Berge bottom sampler at the Ayala Bridge 
on the Pasig River as shown in Fig. 3 and Fig. 4. 
Water samples were collected at wharf near sludge 
sampling point in [3].  
 
Samples from Funabashi Port, Japan shown in Fig. 5 
were used to compare the efficiency and effectiveness 
of the purification system for the Pasig. 
 
 
 
 
 
 
 
 
 
 
 
Fig.5 Sampling Point at Funabashi Port in Japan 
 
 
Experimental Procedure 

 
The dimensions of the experimental device are 

shown in Table 1. A sedimentary sludge sample of 
0.417 (kg) and 25(L) of river water were collected. 
The samples were then put in the experimental tanks. 
The quality of the samples was measured from the 
moment the fine bubble generator started. After six 
hours of fine bubble generation, a microorganism 
activator was added in liquid form. The main 
component of the activator was kelp with some 
nutrients and enzymes. The microbial activator was 
added in a 100 (mg/L) concentration. The measured 
sample quality parameters were water temperature, 
pH, DO, ammonia nitrogen (NH4-N), nitrite nitrogen 
(NO2-N), nitrate nitrogen (NO3-N), total nitrogen (T-
N), and COD. Measurement of these parameters was 
conducted 24, 48, 60, and 72 hours from the time the 
fine-bubble generator started. Water temperature and 
DO were measured using a multi-parameter water 
quality meter (portable fluorescent dissolved oxygen 
meter). A digital water analyzer; Digital Pack Test  
(Kyoritsu Chemical-Check Lab., Corp.) was used to 
measure NH4-N, NO2-N, NO3-N, and T-N.   
 

Table 1 Dimension of the Experimental Devices 
 
 
 
 
 
 
 
 

Tokyo

Yokohama

 

 Water = 25 L, Sludge= 0.417 kg

 Size of Water Tank = 200x270x370 mm

 Flow Rate for Fine Bubble Generator = 43 L/min

 Flow Rate for Circulation Water Pump = 10 L/min

 Microbial Activator = 100 mg/L 

FunabashiPort
in Tokyo Bay

Manila
in Philippines

Ayala Bridge

Pasig River

Catching sludge

Catching water
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RESULTS AND CONSIDERATIONS 
 
Water Temperature, pH and Dissolved Oxygen  

 
Measured results of water temperature, pH, and 

DO are shown in Fig. 6. The water temperature 
stabilized at 30 degree Celsius, pH was constant at 
around 8.0, and the DO stabilized around 6.0 mg/L. 

The water temperature, pH, and DO are the basic 
environmental conditions of the experiment and 
should be kept constant as much as possible for 
proper interpretation of the other measured 
parameters. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6 Changes in Water Temperature, pH, and 
Dissolved Oxygen during the Experiment 
 
 
Results of DIN (Dissolved Inorganic Nitrogen) 
and T-N in the Pasig River  

 
The DIN is the totality of NH4-N, NO2-N, and 

NO3-N. Figure 7 shows the results of measured DIN 
and T-N. There was a significant decrease in DIN 
from hour after 24 to until 72. DIN decreased a little 
at about 6 hours, but decrease rapidly after 24 hours. 
Therefore, it seems that bacterial denitrification 
occurred in the system.  

The measured T-N showed that the quality of the 
sample improved. The temporary increase in T-N at 
about six hours may have been due to a slight delay 
in the inclusion of the microbial activator. After 
inclusion of the activator, T-N decreased significantly 
to 72 hours. The purification system performed very 
well since the concentration of T-N after 72 hours was 
about 50% of the starting value. 
 
 
 
 
 
 
 
 
 
Fig. 7 Changes in DIN and T-N in the Psig River 
 

Comparison of the Purification Results for T-N 
with Funabashi Port in Japan  
 

To compare the results of Funabashi Port and the 
Pasig River, we carried out experiments to understand 
the effect of the ratio of sludge and water. The 
experimental conditions, with variable amounts of 
water and sludge, are shown in Table 2. The usual 
parameters used at Funabashi Port in Japan are 1 kg 
of sludge and 30 L of water and the total experimental 
time is 120 hours. Case 1 was treated as the standard 
ratio of sludge, Case 2 was half the standard sludge 
ratio, and Case 3 tested a lower volume of water. 
These sludge and water are from Funabashi Port. 

Figure 8 shows the results of T-N for the three 
cases. We estimated that purification of the samples 
in Case 2 in Fig.8 is completed in half the time of 
Case 1 according to the ratio of sludge. However, 
there was no change in the performance due to the 
difference in water volume between Case 2 and 3. 
     According to the above, Fig. 9 presents the results 
of Case 1 in half the run time, i.e. 60 hours instead of 
120 hours. Therefore we can get assuming linear 
relation. Here, the y-axis shows the normalized 
expression. 

Figure 10 shows a comparison of the results of T-
N between Funabashi Port and the Pasig River. From 
the results, the circulation-type purification system 
indicates the same tendency and good purification 
performance. The tendency of the purification results 
is almost the same. 
 
 
Table 2 Experimental Condition for Comparison of 
the Sludge Ratio 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.8 Comparison of T-N with Different Sludge 
Ratios 
 

 Case1:  Water = 25L,  Sludge = 0.84kg  ; Standard

 Case2:  Water = 25L,  Sludge = 0.42kg  ;     1/2

 Case3:  Water = 20L,  Sludge = 0.42kg  ;     1/2
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Fig. 9 Normalized T-N in Samples with Different 
Sludge Ratio 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 10 Comparison of T-N in the Pasig River with 
Funabashi Port 
 
 
Visualization of Results 
 

Figure 11 shows the experimental visual scene at 
0, 24, 48, and 72 hours. Changes to the water color in 
the tank can be clearly seen, which demonstrates the 
purification effects. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 11 Photos of the Experimental Tank with Time  
 
 

Comparison of the Solid Results for the Pasig 
River and Funabashi Port 
 
Comparison of EDX (Energy Dispersion Type X-ray 
Analysis Device) Results between the Pasig River and 
Funabashi Port 
 

Figure 12 shows a comparison of the EDX results 
from the Pasig River and Funabashi Port. Comparing 
the beginning and the end of the experiments, S 
(sulfur) decreased but Na (sodium) increased slightly. 
The change in Si (silica) differed between the two 
locations; no change was observed in the Pasig River 
sample however the proportion of Si in the Funabashi 
Port sample decreased. It seems the Si (silica) ratio in 
Funabashi Port sample decreased a little by the 
relatively increase of Al and Fe. The other results 
showed the same tendency for both locations. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 12 EDX Results from the Pasig River and 
Funabashi Port  
 
Comparison of SEM (Scanning Electron Microscope) 
Results for the Pasig River and Funabashi Port 
 

Figure 13 shows a comparison of the SEM results 
from the Pasig River and Funabashi Port, at a 
magnification of 1000 times. Comparing the 
beginning and the end of the experiments, no change 
was observed for the Pasig River samples.  
 
 
 
 
 
 
 

(Pasig River; 0 h)          (Pasig River; 72 h) 
 
 
 
 
 
 
 

(Funabashi; 0 h)             (Funabashi; 120 h) 
 
Fig. 13 SEM Results from the Pasig River and 
Funabashi Port 
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The diameter of the sludge particles from the Pasig 
River is relatively large so they are resistant to 
abrasion. On the other hand, the diameter of the 
sludge particles from the Funabashi Port is relatively 
small, so that the diameter decreased after treatment. 
 
 
 
CONCLUSION 
 

The effectiveness and efficiency of treatment of 
the Pasig River using the circulation-type purification 
system were determined.  

1)  The purification efficiency was good as 
demonstrated by the decrease in DIN and T-N 
concentrations.  

We carried out three experiments to determine the 
effect of a variable ratio of sludge and water. From 
the results, an interpolation factor was determined. By 
changing the time axis using the factor, we compared 
T-N in the Pasig River and Funabashi Port and a very 
good purification tendency was obtained for both 
locations. From the results: 

2) The purification performance was very good, 
as shown by the decrease in T-N in both the Pasig 
River and Funabashi Port samples. 

3) The water color in the tanks over time also 
visually demonstrated very good purification results.  
From the results of EDX, the weight ratio of the 
matter in the solid dry sludge was calculated.  

From the results of SEM, the change in diameter 
of the sludge particles was identified.  

4) From all the above, it appears this system can 
treat both polluted sludge and water which is very 
useful in application to the Pasig River. 
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ABSTRACT 

 
Ocean sludge can have negative effects on local marine ecosystems. Here, the use of fine-bubble technology 

was investigated for applications involving the purification of sludge. The principle of this technology is that 
bacteria that can degrade sludge are activated by the aerobic conditions induced by the fine-bubbles. One of the 
authors has developed a fine-bubble decomposition system for ocean sludge that is of the circulation type. Here, 
we tested the performance of this system during the treatment of sludge from Manila Bay and two ports in Japan. 
The results showed that the system performed well when treating the sludge. Potentially beneficial bacteria isolated 
from the Manila Bay sludge experiments were identified by 16S rRNA gene sequence analyses. 
 
Keywords: Fine-bubbles, Purification of Sludge, Circulation Type Purification System, Manila Bay 
 
 
INTRODUCTION 

 
It is very important to reduce the amount of 

sedimentary sludge in the ocean. Plans to reduce such 
sludge are usually based on dredging or sand covers. 
Dredging is a simple method whereby the sludge is 
physically removed. However, the dredged sludge 
needs to be treated after removal, which takes time 
and money. Sand covers, in general, reduce 
contamination from ocean sludge, but they too can 
stress living organisms and ecological systems and 
are not ideal in places where navigation is a concern. 
Hence, better sludge management options are needed. 

Here, we explore the use of fine-bubble 
technology to promote sludge degradation. Fine-
bubbles can change conditions from an anaerobic 
state into an aerobic state. One of the authors has 
developed a method for decomposing sludge by using 
microorganisms activated by the aerobic state 
induced by micro-bubbles. Subsequently, very good 
results were achieved with this method [1–3]; for 
example, the method enabled the treatment time to be 
reduced to 5 days. Here, the purification system was 
used to treat sludge from the following three areas: 
Funabashi Port in Tokyo Bay, Japan, Hidaka Port in 
Wakayama Prefecture, Japan, and Manila Bay, 
Philippines. The main objective of this study was to 
assess the performance of the purification system. 

The ports of Funabashi and Hidaka are important 
ports in Japan. Manila Bay is a natural harbor that is 
located in the capital city of the Philippines. It has 
served as a key area for socio-economic development 
in the country and has helped to facilitate commerce 
and trade between the Philippines and nearby 

countries. Because of the high levels of human 
activity and industrialization around Manila Bay, the 
water quality within the bay is degraded [4]. 
 
EXPERIMENTAL SYSTEM 

 
Experimental Devices 

 
The experimental devices consisted of two parts, 

as shown in Fig. 1. Specifically, the water circulates 
through two tanks in the purification system. In one 
tank, fine-bubbles are generated. These fine-bubbles 
have a micro-sized diameter and high solubility. This 
allows water with high concentrations of dissolved 
oxygen to circulate readily through the tanks. The 
fine-bubble generator was based on earlier work [5-
6]. The other tank is the experimental tank. In this 
tank, sea water and sludge were combined. 

This apparatus was set up in one of the 
laboratories of the Integrated Research and Training 
Center (IRTC) of the Technological University of the 
Philippines (TUP), Manila, Philippines. 
 
 
 
 
 
 
 
 
 
 
Fig. 1 Purification System of the Circulation Type 
 

Fine-Bubble Generator Experimental Tank
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Fig 2. Locations of the study sites in Manila Bay, 
Philippines, and Funabashi and Hidaka, Japan 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3 Sampling Point at Funabashi Port in Japan 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.4 Sampling Point at Hidaka Port in Japan 
 
 
 
 
 
 
 
 
 
Fig. 5 Sediment Sampler 
 

Collection Points for Sludge and Sea Water   
 

To investigate the efficiency of the purification 
system, sea water and sedimentary sludge samples 
were collected from Manila Bay in the Philippines at 
the site indicated by the red circle in Fig. 2. Other 
samples were collected from the ports of Funabashi 
and Hidaka at the sites indicated by the red circles in 
Figs. 3 and 4, respectively.  
 
Experimental Procedure 

 
Sedimentary sludge was collected by using the 

sediment sampler, shown in Fig. 5. The collected 
samples were then placed into the tanks (Fig. 6). The 
time that the fine-bubble generator was started was 
used as the start time for sample measurements. After 
6 hours of generating fine-bubbles, a microbial 
activator was added, which consisted of kelp with 
some nutrients and enzymes; it was in liquid form. 
The amount of microbial activator added was 100 
mg/L. The water quality was assessed by taking 
measurements of the water temperature, chemical 
oxygen demand (COD), and concentrations of 
dissolved oxygen (DO), ammonia nitrogen (NH4-N), 
nitrite nitrogen (NO2-N), nitrate nitrogen (NO3-N), 
and total nitrogen (T-N). Measurements were 
conducted after 24, 48, 60, and 72 hours from the start 
time, i.e., the time that the micro-bubble generator 
was started. Dissolved oxygen and water temperature 
were measured with a multi-parameter water quality 
meter (portable fluorescent dissolved oxygen meter). 
Ammonia nitrogen, nitrite nitrogen, nitrite nitrogen, 
and total nitrogen concentrations were measured by 
using a Digital Pack Test (Kyoritsu Chemical-Check 
Lab, Corp.). Additional specifications of the 
experimental devices are given in Table 1. 

 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6 Photograph of the Actual Experiment  
 
Table 1 Specifications of the Experimental Devices  
 
 
 
 
 
 
 

Tokyo

Yokohama

 

Osaka

Wakayama

Hidaka-Port

 

 Water = 25 L, Sludge= 0.1875 kg

 Size of Water Tank = 200x270x370 mm

 Flow Rate for Fine Bubble Generator = 43 L/min

 Flow Rate for Circulation Water Pump = 10 L/min

 Microbial Activator = 100 mg/L 

Funabashi Port
in Tokyo Bay

Manila Bay
in Philippines

Hidaka Port
in Wakayama
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EXPERIMENTAL RESULTS  
 
Water Temperature and Dissolved Oxygen 
 

The measured water temperature and dissolved 
oxygen results are shown in Fig. 7. The water 
temperature stabilized at 30 degrees C, and the DO 
stabilized at around 7.5 mg/L. The stable water 
temperatures and DO concentrations were desirable 
because this facilitated proper interpretation of the 
results for the other parameters that were measured. 
The above data also demonstrate that aerobic 
conditions were present in the experiments. 
 
Dissolved Inorganic Nitrogen, Total Nitrogen and 
Chemical Oxygen Demand 
 

The level of dissolved inorganic nitrogen (DIN) 
represents the total amount of ammonia nitrogen 
(NH4-N), nitrite nitrogen (NO2-N), and nitrate 
nitrogen (NO3-N). Figure 8 shows the results for the 
DIN. The DIN concentrations abruptly decreased 
within 24 hours and thereafter remained at almost 
undetectable levels for the 48 hour and 72 hour time 
points. These data indicate that denitrifying bacteria 
were present in the system. 

The T-N results are shown in Fig. 9. The T-N 
concentrations first decreased and then slightly 
increased by about 20% within the first 48 hours. 
However, after 72 hours, T-N was not detected in the 
system, which implies that the purification system 
performed well. The temporary increase of T-N 
between 24 hours and 48 hours may have been due to 
delayed effects from the addition of the microbial 
activator. 

The results for the COD are shown in Fig. 10. The 
COD remained constant at 20 mg/L for 24 hours and 
then increased to 25 mg/L at 48 hours possibly 
because of the microbial activator. Then, the COD 
returned to 20 mg/L at 72 hours. These results 
confirm the efficiency of the system. 
  
Comparison of the Purification Results for Total 
Nitrogen in Manila Bay Samples with Those from 
the Ports of Funabashi and Hidaka in Japan 
 

Figure 11 shows the results for the T-N 
concentrations versus time for the three experiments 
conducted with sludge from three places, namely, 
Manila Bay and the ports of Funabashi and Hidaka. 
The T-N concentrations decreased dramatically in all 
three experiments. The T-N concentrations reached 
undetectable levels within 72 hours for the samples 
from Manila Bay and Hidaka, whereas the T-N 
concentrations only reached undetectable levels after 
120 hours for the samples from Funabashi. According 
to these results, the purification system of the 
circulation type showed good purification 
performance. 

 
 
 
 
 
 
 
 
 
 
 
 
Fig.7 Changes in Water Temperature and Dissolved 
Oxygen (DO) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.8 Changes in Dissolved Inorganic Nitrogen 
(DIN) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.9 Changes in Total Nitrogen (T-N) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.10 Changes in the Chemical Oxygen Demand 
(COD) 
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Fig. 11 Comparison of the Total Nitrogen (T-N) 
Results for Manila Bay Samples with Those from the 
Ports of Funabashi and Hidaka 
 
 
Comparison of the Purification Results for 
Elemental Compositions in Manila Bay Samples 
with Those for Funabashi and Hidaka Port in 
Japan 
 

Figure 12 shows comparisons of the EDX (Energy 
Dispersion type X-ray analysis device) results for 
samples from Manila Bay and the ports of Hidaka and 
Funabashi.  

Compared with the beginning and the end of the 
experiments, S (sulfur) decreased in each treatment. 
Interestingly, Na (sodium) increased by a small 
amount only at Funabashi. The other components 
showed similar tendencies. The largest decrease in Si 
(silica) occurred in the Funabashi samples. 
 

Fig. 12 Results from the EDX (Energy Dispersion 
Type X-ray Analysis Device) for Manila Bay and the 
Ports of Hidaka and Funabashi 
 
Microbial Analyses 
 

Microbial analyses were performed to identify the 
useful bacteria in the fine-bubble treatment of Manila 
Bay sludge. Bacteria were isolated from the sludge 
experiments and identified by 16S rRNA gene 
sequence analyses according to methods described in 
earlier work [7]. 

The following six species of bacteria were identified 
from sludge at 0 and 24 h: Rhodococcus sp., Bacillus 
sp., Exiguobacterium sp., Serratia sp., Pseudomonas 
sp., and Marinobacter sp. (Table 3). 

We concluded that Rhodococcus sp., 
Exiguobacterium sp., and Marinobacter sp. were 
uniquely valuable for breaking down the sludge. 
Previous studies have shown that Rhodococcus sp. 
have the ability to participate in fossil fuel 
biodesulfurization reactions, and Exiguobacterium sp. 
have been detected in unique environments with 
temperatures ranging from -12 to 55 degrees C [8]. 
Marinobacter sp. can degrade hydrocarbons, as 
discussed in [9]. 
 
Table 3 Sequence Analysis Results for the Six 
Isolated Stains 
 

 
 
 
 
 
 
 
 
 
 
 
CONCLUSION 
 

Experiments were carried out to assess the 
performance of a circulation type purification system 
during the degradation of sludge samples from 
Manila Bay in the Philippines and the ports of 
Funabashi and Hidaka in Japan. According to the 
results for several measured parameters, namely, 
water temperature, dissolved oxygen, dissolved 
inorganic nitrogen (DIN), total nitrogen (TN), and 
chemical oxygen demand (COD), the performance of 
the purification system was very good. In particular, 
DIN and TN concentrations decreased markedly 
during the treatments within a short period of time, 
which were reflective of improvements in the water 
quality of the samples. Six species of bacteria were 
isolated from the sludge from Manila Bay. 
Pseudomonas sp. was identified as the same bacteria 
found in [7]. 
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ABSTRACT 

Seawater intrusion and salinization are the most common problems of water pollution in coastal groundwater. 

To clarify the process of groundwater salinization in a coastal alluvial plain, we estimated the groundwater 

recharge and salinization process in Osaka coastal groundwater using δ18O, δD, and Cl−. Water samples were 

collected at 14 boreholes of 9 plots with depth of −5 to −60 m amsl in March 2015. The δ18O values and Cl− 

concentrations of the groundwater varied spatially from −6.4 ‰ to −4.7 ‰ and 17 mg/L to 5193 mg/L, 

respectively. Based on Cl− concentrations, the maximum mixing ratio of seawater with the concentration of 1800 

mg/L into groundwater was estimated to be 29% about 3 km inland from the shoreline at the depth of about −40 

m. The relationship between δ18O and Cl− of groundwater and seawater indicated three types of end members:

seawater with high Cl− and δ18O, a groundwater source with lower Cl− and lower δ18O (−5.6 ‰), and a groundwater 

source with lower Cl− and the lowest δ18O (−7.2 ‰). According to the relationship between the altitude of 

groundwater recharge and δ18O established by previous research, two types of groundwater recharge and source 

areas were estimated to be coastal lowland and upland with altitudes <10 m amsl and surrounding hill 18 km inland 

from the shoreline with altitudes of 100 m amsl. 

Keywords: Coastal groundwater, Stable isotope, Chloride, Seawater intrusion 

1. INTRODUCTION

The resource value of groundwater has been 

recognized again in recent years and considered 

widely, such as for water use in an emergency and 

heat for renewable energy. Within the Big Movement 

in Japan, the "Basic Law on the Water Cycle" was 

established in March 2014. It requires efforts to 

understand water circulation throughout the basins of 

Japan, including the groundwater recharge zone. 

For the use of groundwater as a sustainable water 

resource, water quality is important from the 

viewpoint of safety, and it is necessary to maintain 

and manage water quality [1-3]. 

Seawater intrusion is the most common water 

quality problem for coastal groundwater. The main 

factors of seawater intrusion are disturbance of the 

water balance in an aquifer caused by excess pumping 

(a human factor)  and influences such as topography,  

geology, sediment, etc. (natural factors). It is 

important to understand the degree of influence of 

each of these factors to manage seawater intrusion. 

Since 1940, ground settlement has been a problem 

in the Osaka Plain because seawater intrusion has 

occurred correspondingly. However, groundwater 

intake restrictions have been strengthened to recover 

the groundwater level, so the level has been almost 

stable in recent years. Although several studies 

concerning water quality [4-11] have been conducted, 

this research was not sufficient to elucidate in detail 
the groundwater recharge/flow in the entire Osaka 

Plain. Therefore, the aims of this study were to 

Fig. 1  Study area 
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confirm the situation of seawater intrusion into the 

coastal groundwater and estimate the recharge 

process of the water by measuring the concentrations 

of chloride ion (Cl−) and stable hydrogen and oxygen 

isotopes as well as analyzing the isotopic ratios (δ18O, 

δD) and comparing them with the existing values in 

the literature. 

2. STUDY AREA AND METHOD

The research was conducted in the Osaka Plain. 

The locations of observation wells are shown in Fig. 

1, and the geological features of the region are shown 

in Fig. 2 and Fig. 3 [12][13]. 

The flat area is covered with alluvial deposits.  

The geological column from soil surface can be 

summarized as (example from Osaka Bay) top soil (a), 

sand (b), silt (c), clay (d), sand and mixed silt (e), silt 

(f), sand (g), and gravel (h). Aquifers are assumed to 

be located in sand layer (b), gravel layer (h), alluvium, 

the 1st Hongan laminated gravel layer (Tg1), and the 

2nd volcanic gravel layer (Tg2) near the deeper G.L-

60m aquiclude (Ma13–Ma11), which is located 

between each aquifer [9][14]. 

Nine observation wells on the coast of Osaka Bay 

were the target of our research. Five observation wells 

(N1 to N5) were under the jurisdiction of the 

Research Council of Groundwater Environment. Two 

observation wells (S3 and S4) were under the 

jurisdiction of the Ministry of Land, Infrastructure 

and Transport, and the other two wells (S1 and S2) 

were under the authority of Osaka Prefecture (Fig. 1). 

The assumed aquifer and depth (G.L-m) of each 

observation well follow: 

 Alluvium: S1/6.70 m, S3/10.50 m, S4/10.20 m, N3-

AS/22.00 m.

 The 1st Hongu laminated gravel layer (Tg1):

S2/25.00 m, N1-Tg1/37.50 m, N2-Tg1/31.60 m,

N3-Tg1/40.50 m, N4-Tg1/40.20 m, N5-Tg1/ 39.30

m.

 The 2nd Huang layered gravel layer (Tg2): N1-

Tg2/56.25 m, N2-Tg2/56.80 m, N4-Tg2/61.70 m,

N5-Tg2/59.75 m

The strainer length of N1 to N5 is 4.0 m, and those 

of S1 to S4 are 3.7 m, 3.0 m, 7.6 m, and 8.0 m, 

respectively. The groundwater level measurement 

and sample collection were carried out in March 2015. 

The observation wells were drained before sampling. 

The electrical conductivity, pH, and dissolved oxygen 

concentration of the sample water were measured on 

site. Cl− concentration and stable hydrogen and 

oxygen isotopes were analyzed in the laboratory. The 

Cl− concentration was analyzed by ion 

chromatography (Shimadzu Corporation, CL-VP), 

and the stable isotope ratios (δD, δ18O) were 

calculated with the WS-CRDS method (Picarro 

Company, L2120-i). 

Fig. 2  Topography / Geology 
（Modified after KG-NET, Kansai Area Ground Work 

Meeting (2007) [13] ） 

Fig. 3 Geologic columnar section 
（modified after Ichihara et al. [12] ） 
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3. SITUATION OF SEAWATER INTRUSION

Fig. 4 shows a δ diagram with data of the 

groundwater and the meteoric water line (δD = 8δ18O 

+ 10) around the Osaka Plain by Nakaya et al. [14] 

for comparison. The data plotted along the meteoric 

water line with a slope of roughly 8, indicating that 

the water was derived from rainwater. Some data 

plotted near the mixing line of modern sea water (δD: 

0‰, δ18O: 0.0‰) and the lower limit of groundwater. 

It is suggested that the mixing of groundwater and sea 

water shifted isotopic values to heavier ones. 

Fig. 5 and Fig. 6 show the correlation between 

δ18O and Cl−. The concentrations of Cl− at N5-Tg1 

and N4-Tg1 were 5193 mg/L and 4813 mg/L, 

respectively. These concentrations were particularly 

high, indicating saltification. Given the values of 

modern seawater of δ18O: 0.0 ‰, Cl−: 18000 mg/L, 

seawater intrusion occurs when the mixing ratio of 

sea water is 0.1 to 28.9 %. At the other points, Cl− 

concentration was 500 to 1000 mg/L, which 

confirmed the occurrence of seawater intrusion. 

Intrusion of seawater is stronger in the Yodo River 

Basin (N1–N5, S4) than in the Yamato River Basin 

(S1–S3). 

The intersection of the vertical line with the high 

mixing line and the low mixing line was −7.2 to 

−5.6 ‰ (Fig. 5). These values were included in the 

freshwater side data. We assume that groundwater 

and modern seawater are mixed in the aquifer. 

4. δ18O AND Cl− DISTRIBUTION

CHARACTERISTICS IN CROSS SECTION 

AA' 

Fig. 7 shows the distribution of (a) Cl– and (b) 

δ18O at cross section AA'. N5-Tg1 and N4-Tg1 occur 

in the vicinity of about −40 m at the center in the 

figure and have especially high seawater intrusion. 

The cross-sectional distribution of Cl− shows that 

N4-Tg1 and N5-Tg1 have high concentrations of Cl−. 

Wells N4 and N5 have low groundwater level, and 

groundwater samples were collected from the 

surroundings. We assume that seawater intrusion had 

already occurred at the sampling period. The Tg2 

layer has moderate depth compared to the Tg1 layer.  

The upper layers of S4 and N3-AS show a 

contrasting condition with N5-Tg1 and N4-Tg1. The 

Cl− concentrations are low and there is fresh water on 

top of salt water. 

The distributions of δ18O show heavy values 

(−4.8 ‰, −5.1 ‰) at the points where Cl− 

concentrations are high (N4-Tg1, N5-Tg1). Other 

points have values ranging from −5.4 ‰ to −6.4 ‰ 

Fig. 4 δ diagram 
（× refers to analysis values by Nakaya et al. [14], 

the same below） Fig. 5 δ18O–Cl− 

Fig. 6 δ18O–Cl− 
（Inside the dotted rectangle in Fig. 5) 



SEE - Nagoya, Japan, Nov.12-14, 2018 

1029 

and show an ambiguous distribution feature. 

Therefore, each value is considered to be a value 

generated by mixing with modern seawater.  

Freshwater δ18O before mixing corresponds to the 

intersection of the mixing line (the line connecting the 

plot of each value and the plot of the value of modern 

seawater) in Figs. 5 and 6 with the ordinate. Also, the 

mixing ratio of sea water was calculated with the Cl− 

concentration of modern seawater as 100%. As a 

result, the δ18O of fresh water before mixing with the 

heaviest point (N5-Tg1) was −7.2 ‰, and the salt 

water mixing ratio was 29%. 

In addition, the rought altitude of the study of 

Nakaya et al. [14] was obtained from the δ18O results 

of surface water in the recharge zone of the Osaka 

Plain groundwater. The altitude effect characteristic 

is a decrease of the δ18O of precipitation from low-

altitude areas to high-altitude areas. This feature can 

be used to obtain the groundwater recharge elevation. 

In the Osaka Plain, a δ18O of water value of −7.2 ‰ 

corresponds to water recharged at 100 m altitude. The 

light water is considered to be recharged in the 

mountainous area, while the heavy water is presumed 

to be recharged on the hill/plateau area at less than 

100 m elevation. 

The calculation result for δ18O at N5-Tg1 and N3-

Tg1 was −7.2 ‰. These points are located in the 1st 

volcanic gravel layer. This location can be inferred as 

representing water recharged in the mountainous 

areas. Shallow groundwater on the sea side of point 

N5 cannot reach light water from the mountains and 

is considered to be heavy water (δ18O: −7.1 ‰ or 

more) recharged on the plateaus and flat ground. 

Particularly, there was some heavy water at N3-

Fig. 7 Distribution of (a) Cl− and (b) δ18O in cross section A–A' in Fig. 1 
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AS (−5.7 ‰) and N4-Tg2 (−5.6 ‰). These locations 

have a different type of aquifer. The water recharged 

at the 0 m altitude area estimated from the altitude 

effect is δ18O: −6.9 ‰. Thus, these heavy waters 

cannot be explained by the altitude effect. One 

possible reason for the heavy water is that 

precipitation accumulates in reservoirs, rice fields, 

waterways, etc., evaporates, and isotopic 

fractionation occurs. Other unknown factors such as 

contamination of sewer water into groundwater, 

influences from underground structures, and some 

others are also conceivable. However, data explaining 

these waters are currently lacking. 

Discussion of the constant altitude effect used in 

this case is necessary. For example, δ18O of 

precipitation is known to change seasonally [15], and 

there is the possibility that one-time sampling is not 

sufficient. 

Even if heavy water factors are revealed, the 

process of heavy water invading each aquifer is still 

difficult to explain. Therefore, various approaches 

using other tracers are considerably necessary.  

5. CONCLUSION

In this study, Cl− concentration was measured to 

trace seawater intrusion, and δ18O and δD were 

measured to estimate the water recharge process. 

The results showed that seawater intrusion with a 

maximum mixing rate of seawater of 29 % was 

confirmed in groundwater collected in 2015. The 

groundwater is considered to be derived from 

precipitation. 

We suggested that the groundwater is formed 

from three sources: (i) recharge in mountainous areas 

with altitudes of 100 m or more, (ii) recharge in hilly 

areas and plateaus with altitudes less than 100, and 

(iii) modern seawater. 

However, some heavy water cannot be explained 

by the altitude effect. Therefore, it is necessary to 

clarify the factors causing the generation of this water. 

The restoration process from seawater intrusion may 

be captured in the future by sampling water regularly. 
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ABSTRACT 

The Niger Inner Delta (NID), a wetland that was selected as an International Important Wetland under the 

Ramsar Convention (on February 1st, 2004) still can be considered a hotspot of biodiversity in the Sahel. The 

Niger River as the main source of water for the NID is also used for urban life and irrigation. Therefore, the 

sustainable use of water to ensure the environmental flow in the NID is under discussion. In this paper, we evaluate 

the performance of different models established with empirical (Artificial Neural Network and Regressions) or 

Conceptual Variable Source Area (Water Balance Method WBM) approaches. The result of evaluation and 

validation based on determination coefficient (R2), Root Mean Squared Error (RMSE) and Nash-Sutcliffe 

Efficiency (NSE) show that all the models have good results however the Levenberg Marquardt Artificial Neural 

Network has the best fitting for validation and testing periods.  

Key words: Niger Inner Delta, water-level, wetland, simulation model 

INTRODUCTION 

   For many decades, water shortage has been a dire 

problem for millions of people living along the 

southern fringe of the Sahara Desert [1] 

   The Niger river has its source in the Fouta Djallon 

Mountains in the South of Guinea (West Africa), it 

flows northeast through the Upper Niger basin and 

enters the Niger Inland Delta (NID) in Mali with a 

large floodplain ranging from 30,000 to 40,000 km2 

along the Niger River in Mali [2] (See Fig 1).The 

annual flooding of large alluvial plains is a vital 

resource for many ecosystem services, including 

agriculture, livestock, groundwater recharge, and 

biodiversity (see Fig 2). The rapid expansion of 

irrigation upstream, by the diversion dams on the 

Niger river and its subsidiary (Bani), have a 

significant impact on the Water-Level (WL) in the 

NID downstream [3].  

   The main objective of this study is to develop 

Statistical/stochastic and Conceptual/Physical models 

for Niger Inner Delta water level forecasting and make 

a comparison between these different models. The 

evaluation and forecasting of water-level fluctuation 

(WLF) is increasingly important for the NID owing to 

its close relation to human living and production, and 

socio-economically and environmentally sustainable 

development. 

STUDY AREA AND DATA SOURCES 

   Beyond the town of Ségou, the Niger River forms 

a vast inland delta with an area of 41,800 km² (Fig. 1& 

2); it joins with its main tributary, the Bani, at Mopti 

and then forms several lakes. The watershed area of 

this Inner Delta covers 130,000 km² [3]. The NID is 

extremely flat and contains many lakes and streams of 

varying morphology. The altitude of the river bed 

decreases by only approximately 10 m over the 350 
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km between the entry and exit of the delta [4]. For this 

study the data are from different sources (Table 1): 

The Niger river flow at Mopti and the Water Level at 

Akka are from the Malian Government Hydraulic 

Service, the meteorological data are from Mali-Meteo 

& Atmospheric Science Data Center (NASA) 

Table 1: Data type and data sources 

No Station Source Date Data Type 

1 

  Mopti Station 

Malian Government Hydraulic Service 

1
9

6
0
-2

0
1

5
 

Water flow 

2 Malian Meteorological Service Rainfall 

3 Atmospheric Science Data Center (NASA) Temperature, wind velocity, 

Solar Insolation 

4 Akka Station Malian Government Hydraulic Service NID Water-Level 

Fig. 1 The Niger Inner Delta in Mali Fig. 2 NID during dry season (Source Google) 

METHODS 

The most common methods for river flow and WL 

forecasting are physical, conceptual and/or statistical 

rainfall-rainoff methods [5], [4], [6]. In recent years 

Artificial Intelligence (AI) as a modern approach for 

data series analysis has received a great deal of 

attention for hydrology modeling, including Artificial 

Neural Network (ANN), and Adaptive Neuro-Fuzzy 

Inference System (ANFIS) [5], [7], [8], [9], [10], [11], 

[12], [13],. For our study we have implemented six 

(06) different models based on empirical and 

stochastic approaches. 

Artificial Neural Network (ANN) 

   An artificial neural network (ANN) is a non-linear 

black box statistical/stochastic approach [11]; the 

main objective is to find the optimum architecture of 

an ANN that can model the relationship between input 

and output variables. In this study we use the Matlab 

Neural Network tool to train the different models. For 

each of the following ANN algorithms, the monthly 

rainfall, evapotranspiration and the river discharge at 

Mopti station were designated as predictors and the 

water level at Akka station as the predictant. 
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  The most commonly used ANN structure is the 

feed-forward multilayer perceptron (MLP). It is a 

network formed by simple neurons called perceptron. 

The perceptron computes a single output from 

multiple real-valued inputs by forming combinations 

of linear relationships according to input weights and 

even nonlinear transfer functions [5]. 

Mathematically, the MLP can be express as: 

𝒚 = 𝒇( ∑ 𝒘𝒊
𝒏
𝒊=𝟏 𝒑𝒊 + 𝒃)

(1) 

   Previous studies indicated that the Levenberg-

Marquardt algorithm produces reasonable results for 

most ANN applications [14], [5]. For the present study 

we considered the three algorithms available in 

Matlab: Levenberg-Marquardt (LM), Bayesian 

Regularization (BR) and Scaled Conjugate Gradient 

(SCG) algorithms. 

Levenberg-Marquardt Algorithm 

   Levenberg-Marquardt (LM) is the most popular 

alternative to Gauss-Newton method for finding the 

minimum of the function 𝑭(𝒙) that is a sum of: 

𝐹(𝑥) =
1

2
∑ [𝑓𝑖(𝑥)]2𝑚

𝑖=1  [15]   (2)

Let the Jacobian of 𝑓𝑖(𝑥) be denoted 𝐽𝑖(𝑥), then

the LM method searches in the direction given by the 

solution 𝑝  of the equation (𝐽𝑘
𝑇𝐽𝑘 + λ𝑘𝐼)𝑝𝑘 =

−𝐽𝑘
𝑇𝑓𝑘  (2)

Where λ𝑘  are nonnegative scalars and 𝐼  is the

identity matrix.  

Bayesian Regularization Algorithm 

   This algorithm uses David MacKay’s Bayesian 

techniques to optimize regularization which requires 

the computation of the Hessian matrix [16]. Typically, 

training aims to reduce the sum of squared errors 𝐸𝐷

and the regularization adds an additional term 𝐸𝑊

[17]. The objective term becomes 𝐹 = 𝛽𝐸𝐷 + 𝛼𝐸𝑤

(3) 

where 𝛽  and 𝛼  are the objective function 

parameters. 

Scaled Conjugate Gradient Algorithm 

   The Scaled Conjugate Gradient (SCG) method, as 

most of the feedforward neural networks, is based on 

the gradient descent algorithm well known in 

optimization theory [18]. The SCG avoids the line 

search per learning iteration by using a LM approach 

in order to scale the step size. 

Gaussian Process Regression (GPR) Model with 

Matlab Regression Learner  

   Gaussian process regression (GPR) models are 

kermel-based probabilistic models [19]. 

A linear regression model is of the form: 

𝒚 = 𝒙𝑻 𝜷 + 𝜺

( 4) 

Where ε~𝑁(0, 𝜎2) . The error variance 𝜎2  and the

coefficient β are estimated from the data. A GPR 

model explains the response by introducing the latent 

variable, 𝑓(𝑥𝑖), 𝑖 = 1,2, … 𝑛 , from a Gaussian

Process (GP), and explicit basis functions, h  

Water Balance Model (WBM) 

  The water depth in the NID may be obtained using 

the Variable Source Area (VSA) model as follows: 

𝑯𝒊+𝟏 = 𝑴𝒂𝒙(𝑯𝒊 + (𝑸𝒊+𝟏 − 𝑸𝒐𝒖𝒕)
𝑫

𝑨𝟏
+ (𝑹𝒊+𝟏 −
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𝑬𝑻𝟎𝒊+𝟏
𝑫)

(𝑨𝟏+𝑨𝟐)

𝑨𝟏
, 𝜸 ) 

(5) 

The outflow 𝑄𝑜𝑢𝑡   is 𝑄𝑜𝑢𝑡 = 𝛽𝑀𝑎𝑥(𝐻𝑖 , 0)𝛼

(6) 

The wet soil area is given as 𝐴2 = 𝛿√𝐴1

(7) 

   Time, monthly maximum inflow from Mopti 

station upstream (𝑄𝑖), monthly rainfall (𝑅) the daily

potential Evapotranspiration (𝐸𝑇0), the number day of

each month (𝐷 ), and pond water surface (𝐴1 ) data

were fed into the spreadsheet. To estimate the 

maximum water level (𝐻𝑖) at various time steps using

the equation 6 based on the parameters 𝛼, 𝛽, 𝛾 and 

𝛿 . The Generalized Reduced Gradient (GRG) 

nonlinear solving method was used. 

Multiple Linear Regression (MLR) 

   As opposed to simple linear regression models, 

which describe the linear functional relationship 

between a single explanatory variable 𝑋  (inflow, 

Rainfall, 𝐸𝑇0 ) and the response variable  𝑌  (NID

Water-Level), multiple linear regression models 

comprise the use of a collection of explanatory 

variables for describing the behavior of 𝑌  [20]. In 

formal terms 𝑦 = 𝛽0 + ∑ 𝛽𝑗
𝑘
𝑗=1 𝑥𝑖𝑗   (8)

Parameter estimation in multiple linear regression is 

based on the least squares methods. The equation to 

estimate the monthly maximum water level of the NID 

will be as: 

𝑯𝒎𝒂𝒙 = 𝜷𝟎 + 𝜷𝟏𝑬𝑻𝟎 + 𝜷𝟐𝑹𝒂𝒊𝒏 + 𝜷𝟑𝑸𝒎𝒂𝒙

(9) 

RESULTS 

   The monthly data from 1960 to 2010 were used 

for the model validations, and the monthly data from 

2011 to 2015 for testing. To validate and evaluate the 

models, Correlation Coefficient (CC), squared R (R2), 

Root Mean Squared Error (RMSE) and Nash-Sutcliffe 

Efficiency (NSE) were used (Table 2). The plots of the 

monthly maximum WL (Hmax) variation for different 

models are shown in Fig 3. 

   The Nash-Sutcliffe Efficiency (NSE) is a 

normalized statistic that determines the relative 

magnitude of the residual variance (“noise”) 

compared with the measured data variance 

(“information”). The NSE indicates how well the plots 

of observed versus simulated data fit [21].  

The NSE is computed as shown below: 

𝑵𝑺𝑬 = 𝟏 − [
∑ (𝒀𝒊

𝒐𝒃𝒔−𝒀𝒊
𝒔𝒊𝒎)

𝟐
𝒏
𝒊=𝟏

∑ (𝒀𝒊
𝒐𝒃𝒔−𝒀𝒎𝒆𝒂𝒏)

𝟐𝒏
𝒊=𝟏

] 

(10) 

Where 𝑌𝑖
𝑜𝑏𝑠 is the ith observation WL, 𝑌𝑖

𝑠𝑖𝑚 is the ith

simulated value of WL, 𝑌𝑚𝑒𝑎𝑛   is the mean of

observed WL, and n is the total number of 

observations. 
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Fig. 3 Validation scatter plots of observed versus modelled water level. (a) Levenberg-Marquardt ANN, (b) 

Bayesian Regularization ANN (c) Scaled Conjugated ANN, (d) Gaussian Process Regression, (e) Water Balance 

Model (WBM), (f) Multilinear Regression model. 

Table 2: Model validation and Evaluation statistics 

N
Model 

Validation (1960-2010) Evaluation (2011-2015) Parameters 

CC R2 
RMSE(cm

) 
NSE CC R2 

RMSE(c

m) 
Algorithm 

a  Hmax_LM 0.97 0.94 41.47 0.9477 0.97 0.95 38.36 Algorithm 

b  Hmax_BR 0.97 0.89 59.00 0.9450 0.97 0.95 38.20 Algorithm 

c  Hmax_SCG 0.96 0.92 52.05 0.9141 0.96 0.92 46.99 Algorithm 

d Hmax_Mat_GPR 0.97 0.93 46.88 0.9141 0.97 0.95 37.51 

e 
Hmax_WBM 0.95 0.91 60.00 0.8415 0.96 0.93 39.88 

α=1.29,β=228.73,δ

=59.19,γ=0.32 

f 
Hmax_MLR(exc

el 
0.93 0.87 65.02 0.8532 0.96 0.92 46.68 

𝛽0 = 1070.2, 𝛽1

= −156.65, 𝛽2

= −1.14, 𝛽3

= 0.12 

DISCUSSION 

   The models' performance from R2, RMSE and NS 

are given in table 2 and fig 4. It can be seen from the 

results of validation that the ANN (LM, BR and SCG) 

perform much better for each of the algorithms, 

followed by Gaussian Process Regression; the Water 

Balance Model and the  

Multilinear Regression Model have the worst 
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performance. For all the models the NSE values of 

validation are close to 1, which is in the range of 

acceptable levels (between 0 and 1 where 1 is the 

optimal value) according to Moriasi et al. [21], 

however ANN Levenberg-Marquardt algorithm has 

the best result for each performance index.   

Fig. 4 (a) Levenberg-Marquardt ANN, (b) Bayesian Regularization ANN (c) Scaled Conjugated ANN, (d) 

Gaussian Process Regression, (e) Water Balance Model (WBM), (f) Multilinear Regression model(MLR). 

CONCLUSION 

The accuracy of different models for forecasting the 

maximum monthly water level of the Niger River 

Inner Delta was investigated using different 

statistical/stochastic methods with the input data of 

water inflow discharge in Mopti station, the rainfall 

and the 𝐸𝑇0 . From the results, the Artificial Neural

Network Levenberg-Marquardt is the best model to 

predict the water level of the Inner Niger River Delta. 

However, the ANN Bayesian Regularization, the 

ANN Scaled Conjugate Gradient and the Gaussian 

Process Regression can be applied with minimal error. 
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ABSTRACT 

 
The objective of this research was to evaluate the yield of biomethane production from anaerobic co-digestion 

process and biodegradation potential of post-consumer Polylactic acid (PLA) plastic waste. PLA waste was 
pretreated with sodium hydroxide (NaOH) and then utilized as co-digestion substrate along with organic waste. 
The potential of alkaline pretreatment and co-digestion of PLA on food waste and market waste for methane 
production was investigated. The CSTR batch carried out different samples in laboratory scale. Results from the 
CSTR tests showed that the utilization of pretreated PLA as a single substrate was able to produce 148 L/kgVSadded 
of biomethane. The co-digestion of pretreated PLA and market waste was able to enhance the yield of biomethane 
production as much as 282.7 L/kgVSadded. Whilst biomethane produced by co-digestion of pretreated PLA and 
food waste was 211.6 L/kgVSadded, which was 1.6 times more than that produced by utilizing only food waste. 
 
Keywords: Polylactic acid (PLA), Thermal-alkaline pretreatment, Co-digestion, Methane production 
 
 
INTRODUCTION 

 
Bioplastics are eco-friendly biodegradable 

plastics which can degrade under appropriate 
environmental conditions. Nowadays, bioplastics are 
widely used in many countries in order to reduce the 
consumption of petroleum-based plastics [1]. It is 
expected that the growth of biopolymers and 
bioplastics worldwide could increase as high as 12% 
annually. In 2018, the global production capacity of 
bioplastics is 6.6 million tons. Among the various 
types of bioplastics, Polylactic acid (PLA) is the 
second most consumed bioplastics [2]. Generally, 
PLA is derived from renewable resources such as 
corn starch, tapioca roots, chips, starch and sugarcane. 
PLA is available commercially for various 
applications, including films, bags, packaging, 
electronic parts, and medical plastics. However, the 
most common use of PLA as biodegradable polymer 
is in medical and food packaging. Despite PLA’s 
utility for various applications, there are some 
limitation, e.g. PLA’s slow degradation rate, and its 
low affinity to the cells whose degradation process 
depends on pH and temperature [3]. As a result, 
finding an appropriate method for PLA 
recycling/recovery can be a challenging task.   

Generally, landfilling is considered the best 

option for PLA waste disposal. Theoretically, PLA is 
produced by polymerization reaction of lactic acid. 
Accordingly, landfilling could disrupt biological and 
chemical degradation mechanism significantly. As a 
result, PLA might be unable to be broken down and 
consumed directly by cells as effectively as lactic acid 
could be. Moreover, PLA has highly crystalline 
structures which are not easy to degrade under 
aerobic and anaerobic mesophilic conditions [4]. Sin 
[5] stated that the degradation of PLA was initiated 
through hydrolysis process, followed by enzymatic or 
microorganism digestion. Such degradation leads to 
PLA fragmentation and ultimately transforms PLA 
into harmless substances. Massardier-Nageotte [4] 
reported that PLA showed some mass loss when 
aerobic conditions were applied. However, the mass 
loss was insignificant in anaerobic conditions. The 
explanation is that the biodegradation of PLA is very 
slow, because of a lack of microorganism 
colonization on the sample’s surface. Kale [6] 
reported that PLA under composting plant 
disappeared within 30 days, while landfill required 6 
months for a major fragmentation to occur, and 15 
months for significant amount of mass loss. For bio-
digester condition, the fermentation of PLA under 
anaerobic biodegradation at 37 °C took 100 days to 
complete the degradation process [7]. Furthermore, 
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thermophilic condition can increase the efficiency of 
PLA biodegradation as well. The experiment proved 
that using 1.5 L reactor at 55 °C was able to result in 
91% degradation of PLA within 75 days, along with 
53.8% production of methane [8]. 

Currently, there are a few researches that focus on 
methane production by anaerobic fermentation as 
source of renewable energy. Samitthiwetcharong [9] 
observed that biogas production from pretreated PLA 
with 0.5 M NaOH at 60 °C could obtain 215 
ml/gVSadded, which was 3.7 times higher than that 
obtained from non-pretreated PLA. Vasmara [10] 
also stated that biogas production from biochemical 
methane potential (BMP) at 55°C from PLA could 
obtain biogas for 282 mL CH4 g-1 VS. When PLA 
was utilized along with pig slurry in co-digestion 
process, Mmax was achieved at 12% which was higher 
than in theory. Methane ratio during PLA degradation 
at 35oC and 55 oC ranges from 50% to 60% [8]. As for 
this research, the main focus was the precursor of 
PLA for biogas production. The aim of this study was 
to enhance biogas yield achieved from anaerobic co-
digestion process of organic food waste/market waste 
and alkaline pretreated PLA, whose pretreatment 
process was done by soaking PLA in NaOH.  

 
MATERIALS AND METHODS  

 
Substrate and Raw Materials 

 
A commercial PLA film with 80 µm thickness 

was used in this experiment. The PLA film was cut 
into 1-2 mm pieces using grinder. The alkaline 
pretreatment condition was done by soaking the cut 
PLA film in 0.5 M sodium hydroxide solution (w/v) 
in the ratio of 1 g of PLA to 10 ml of NaOH, for 2.5 
days at ambient temperature. Biochemical methane 
potential (BMP) experiments were used to determine 
an optimum pretreatment condition of PLA [9]. 

Food waste and market waste were collected from 
Chulalongkorn University’s cafeteria and fresh 
markets in Bangkok. Major components of the food 
waste were rice and vegetables, while most of the 
markets’ organic   waste   components were various 
kinds of vegetables such as Chinese cabbage, 
cauliflower, cabbage, Chinese kale, and lettuce. The 
vegetable waste was grinded to be used for the 
experiment. 

Inoccula used in CSTR reactor were obtained 
from mesophilic anaerobic digester from a biogas 
production plant of a soft drink company. The inocula 
were analyzed by using the standard methods to 
determine the total solids (TS) and volatile solids 
(VS) as shown in Table 1. 
 
Experimental Procedure 
 

Four reactors were used in this study. Each reactor 

contained 2% of the VS and a different variation of 
conditions as shown in Table 2. Different batches of 
biomass mixtures and fractions were prepared in 
order to investigate biogas production and 
performance of co-digestion process. For each reactor, 
the ratio of substrate to inocula was maintained at 3 
L: 2 L, that is preparing 3 L of the 2% VS substrate 
and 2 L of the 2.5% inocula. Flowchart of biomethane 
production experiment is shown in Fig. 1. 
 
Operation Scheme 
 

The amount of substrate fractions with an initial 3 
L of 2% VS was added to CSTR. 3 g/L of NaHCO3 
was added to the reactor to provide buffer capacity. 
The ratio of substrate and its chemical characteristics 
in each reactor is shown in Table 2. The volume of 
biogas production in each reactor was recorded on a 
daily basis. The experimental batches were incubated 
until no further gas was produced (60 days). For 3 
times a week, a 50 ml sample from each reactor was 
taken and analyzed for TS, VS, and sCOD. A 
methane gas composition analyzer was used to 
measure methane content by using Gas 
Chromatography and Thermal Conductivity Detector 
(TCD).  
 
Table 1 Characteristics of substrates and inocula 

 
Substrate TS 

(%) 
VS 
(%) 

COD 
(mg/L) 

pH C/N 
ratio 

Food 
waste 

35.29 33.83 148,732 4.95 31.15 

Market 
waste 

49.38 45.85 41,239 5.68 11.01 

PLA 99.78 99.78 - - - 
Inocula - 2.5% - - 8.51 

 

 
 
Fig. 1 Flowchart of biomethane production from 

alkali pretreatment PLA with food waste. 
 
RESULTS AND DISCUSSION 

 
Effect of NaOH Pretreatment on PLA 

 
The PLA was pretreated by soaking in 0.5 M NaOH 
solution (w/v) for 60 hours prior to its use as 
feedstock for anaerobic digestion in CSTR. 
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Table 2 Experimental setup: number of substrates in each batch reactor and chemical characteristics 
 

Reactor Substrate TVS  (%)  TVS (%) %C %N C/N ratio 

1 PLA 2 2.0 33.56 - - 
2 PLA pretreated with 5 M NaOH  

for 48 h (pretreated PLA) 2 2.56 39.98 - - 

3 Co-digestion of pretreat PLA and 
food waste with ratio 1:1 
(pretreated PLA:  FW = 1:1) 

2 2.65 36.77 1.08 34.13 

4 Co-digestion of pretreat PLA and 
market waste with ratio 1:1  
(pretreated PLA:MW= 1:1) 

2 2.54 30.01 1.43 21.02 

The NaOH solution used for PLA pretreatment was 
analyzed for lactic acid. The result showed that the 
concentration of lactic acid was 18,200 mg/l. Gorrasi 
[11] reported that hydroxide ion (OH-) from NaOH 
could increase reaction rate of hydrolysis by 
minimizing PLA’s structures in which the PLA was 
degraded into lactic acid form. The detection of 
Lactic acid might confirm that the hydrolyzed PLA 
was transformed into lactic acid, which would 
convert into acetic acid whose methanogens could 
enable biogas production [3], [12]-[13]. As a result, 
pretreatment with alkaline solution proved to be 
effective for PLA to be utilized along with organic 
food waste or other biomass for anaerobic digestion 
or co-digestion process for biomethane recovery. 
 
Biomethane Production 
 

Co-digestion of alkaline pretreated PLA and 
organic waste could increase methane content in the 
obtained biogas. The biogas and methane yielded 
from the pretreated PLA film substrate were 230 and 
148.3 L/kgVSadded, respectively (Fig. 2). It was 
observed that the percentage of methane in biogas 
was as high as 64.5%. This resulted from hydrolysis 
and defragmentation of the PLA into lactic acid 
according to the pretreatment process. Consequently, 
the microorganism that produced acid could directly 
transform the lactic acid into acetic acid in which 
methanogens could transform the acetic acid into 
methane. However, the methane generation since the 
staring of the system operation until the biological 
reaction was completed in 27 days. 

The results from co-digestion experiment showed 
higher amount of biogas and methane yield than the 
yield from the reactor which utilized only pretreated 

PLA. In co-digestion process, it was observed that the 
ratio of 1 pretreated PLA to 1 food waste could 
achieve the highest biogas production, i.e., 627.4   
L/kgVSadded.   
 

 
(a) Biogas yield 

 

 
(b) Methane yield 

 
Fig. 2 Cumulative biogas and methane 

productivity of pretreated PLA and co-
digestion of pretreated PLA with organic 
waste. 

 
Table 3 pH, temperature and VFA/ALK ratio from co-digestion of pretreated PLA and organic waste 
 

Reactor substrate pH Temp (OC) VFA/ALK 
ratio 

SCOD remove 
(%) 

1 PLA 6.50 – 7.95 29.9 – 34.9 - - 
2 Pretreated PLA 6.65 – 7.94 30.7 – 34.6 0.07-0.33 88.37 
3 Pretreated PLA: FW = 1:1 6.78 – 7.82 29.7 – 34.7 0.07-0.39 94.32 
4 Pretreated PLA: MW =1:1 6.90 – 7.96 30.7 – 34.9 0.05-0.37 90.51 
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The reactor that utilized the ratio of 1 pretreated PLA 
to 1 market waste was the second highest biogas 
production, which was approximately 500.4 
L/kgVSadded. However, methane content in the biogas 
obtained from pretreated PLA and market waste was 
significantly higher than that obtained from 
pretreated PLA and food waste. As a result, the co-
digestion of pretreated PLA and food waste achieved 
the highest methane yield at 282.7 L/kgVSadded, while 
the methane yield achieved from co-digestion of 
pretreated PLA and food waste was 211.6 
L/kgVSadded. Theoretically, lactic acid is the primary 
reactant for biogas production process. This might 
explain why biogas production increased. 
Furthermore, co-digestion of bioplastic and organic 
waste could also increase biomethane production. 
Wang [12] found that organic waste could increase 
degradation rate of PLA in an anaerobic condition 
with proper temperature, pressure and ammonia 
content derived from protein in food waste. 

In addition, the co-digestion of pretreated PLA 
and market waste obtained 1.9 times higher amount 
of methane than that obtained from using pretreated 
PLA as a single substrate as shown in Fig. 3. Also, the 
experiment of the co-digestion of pretreated PLA and 
food waste could increase methane production 
capacity for 1.43 times higher than that of the reactor 
which utilized only pretreated PLA. Drawing from 
the results, it might be concluded that co-digestion of 
pretreated PLA and organic waste could enhance 
methane production in co-digestion anaerobic 
process. 
 
Digester Performance 
 

Table 3 shows pH and alkalinity ratios 
(VFA/ALK) of the effluents during the 60-day 
incubation period of various substrates. The results 
showed that all of the CSTR experimental batches 
had VFA/ALK ratio within the range of 0.05-0.39 
(Fig 4). Alkalinity result of each batch also accounted 
for higher than 2,500 mg as CaCO3/l which showed 
great buffer capacity of the overall systems. These 
results might indicate a high stability of the system in 
which the VFA/ALK should be below 0.4. 

Result from soluble COD removal efficiency 
(Table 3) showed that normal, non-pretreated, PLA 
could not be biologically degraded within 65 days in 
an anaerobic condition, while alkaline pretreated PLA 
could be biologically degraded by anaerobic bacteria. 
Consequently, alkaline pretreatment could help 
promote the degradation of PLA and turn it into lactic 
acid by increasing the rate of hydrolysis. Lactic acid 
can be transformed into biogas later on [9]. The 
results also showed that the COD removal efficiency 
of the pretreated PLA was at the same rate as the 
market waste. 
 

Scanning Electron Microscopy (SEM) Study 
 

Topological study of the pretreated PLA films 
was done by using the Scanning Electron Microscopy 
(SEM) with magnification of 2000 times (as shown in 
Fig. 5-8). Four sets of PLA films and pretreated PLA 
films were used for the topological studies, i.e., 1) 
PLA film obtained from non-pretreated PLA 
digestion, 2) pretreated PLA digestion, 3) Co-
digestion of pretreated PLA: FW, and 4) Co-digestion 
of pretreated PLA: MW. For the pretreated PLA 
films, high density of pores was observed for only 15 
days of operation. The density of pores was further 
increased after 60 days of operation.  

 

 
 
Fig. 3 Biogas and methane productivity of 

pretreated PLA and co-digestion of 
pretreated PLA with organic waste. 

 

 
(a) pretreated PLA:FW = 1:1 

 
(b) pretreated PLA: MW =1:1 

Fig. 4 The performance of an anaerobic digester of 
co-digestion. 
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Fig. 5 Surface of non-pretreated PLA films from 

single substrate digestion 
 

 
Fig. 6 Surface of alkaline pretreated PLA films 
 

 
Fig. 7 Surface of pretreated PLA films from co-

digestion with food waste. 
 

 
Fig. 8 Surface of pretreated PLA films from co- 

digestion with market waste. 
 

This result indicates that NAOH could enhance 
porosity of PLA film which would increase 
biodegradation process and bioavailability for 
microorganism and enzyme to function more 
effectively. Results from fig. 6 and 7 emphasized the 
enhancement of biogas production due to co-
digestion of pretreated PLA. It was shown that using 
pretreated PLA with organic waste, from single 
substrate digestion, could promote biogas production, 
which is a result of PLA’s high porosity. 
 
CONCLUSION 
 

Pretreatment of PLA film with NaOH at pH 13 
(NaOH 0.5 M) for 60 hours could promote PLA 
degradation, which would turn PLA into lactic acid 
and the lactic acid would further transform into acetic 
acid which is the primary substrate of biogas 

production. Furthermore, co-digestion of alkaline 
pretreated PLA with market waste and food waste 
could achieve more biomethane yield than that 
achieved by utilizing only PLA. As a result, PLA 
waste could be used as a substrate for anaerobic co-
digestion process. In addition, alkaline pretreatment 
of PLA could help promote biomethane yield as well. 
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ABSTRACT 

 
Building sector plays an important role in energy consumption globally. In tropical countries like Thailand, 

more than half of all energy is usually supplied for cooling systems. The objective of this study, therefore, is to 
investigate the environmental performance of an air-conditioning (AC) system for an educational building and to 
propose strategies for mitigating GHG through energy efficiency measures toward a campus-wide sustainable 
energy policy. According to data collected, the results demonstrate that the existing AC system consumes about 
70% of total energy consumption. The existing system’s low energy efficiency caused the whole building’s 
performance to fall below the building energy code standard stipulated by the Thailand’s Ministry of Energy. To 
improve the building’s performance, replacement of the current AC system with a highly efficient AC system is 
needed. This, however, would be costly. Alternative energy conservation measures, including changing window 
panes, walls, and roof tile materials and installing thermal insulation were proposed to quantify the amount of 
energy savings as well as GHG emissions reductions. The findings will be useful for building owners, architects 
and policy makers as a guide about whether to use existing materials or new materials when planning to for a 
building’s energy-efficiency. 
 
Keywords: Environmental performance, Energy efficiency measure, Air-conditioning system, Educational 
building 
 
 
INTRODUCTION 
 

Due to increasing global concern about climate 
change, energy efficiency and environmental 
remediation have broadly become main areas of 
research. One of the main issues concerning the effort 
to limit global temperature rise to only 2 degrees 
Celsius above pre-industrial levels is the building 
sector, since it consumes a huge amount of energy 
and resources and emits a large amount of greenhouse 
gas (GHG) [1]-[2]. In tropical countries, increased 
use of air conditioning to maintain thermal comfort in 
buildings is a main factor causing an increasing of 
energy demand whereas increased use of heater is a 
key pressure for the temperate countries [3]-[5]. 
Accordingly, it could be implied that high potentials 
of either energy saving or GHG emission reduction 
can be achieved through energy improvement options 
for Heating, Ventilating, and Air Conditioning 
(HVAC) system of buildings. Recently, numerous 
studies have validated that advanced cleaner 
technologies and higher energy efficiency equipment 
coupled with changing occupant habits will save 
about 30-50% of total energy consumption for both 
new and existing buildings [6]-[9]. 

In Thailand, the final energy consumption of the 
domestic building sector accounted for 22% of the 

total national consumption and its consumption has 
increased rapidly with growth rate of 82% over the 
last two decades [10]. To cope with a concern of 
supplying energy for such a huge demand sufficiently, 
the Thailand’s Ministry of Energy has issued 
Ministerial Regulation stipulating the type and size of 
buildings and standards criteria and methods of 
designing energy conservation building, B.E. 2552 
(2009) and provided for the monitoring of designated 
commercial buildings which consume more than 
twenty-million megajoules of power energy 
equivalent annually [11]. Among the six categories of 
designated commercial building, data obtained from 
Department of Alternative Energy Department and 
Efficiency (DEDE) demonstrated that the educational 
institution building stock accounted for 9% and 
consumed around 15% of total energy demand for 
buildings [12]. Consequently, research on ways to 
improve the energy efficiency of this type of building 
would definitely contribute significant positive 
impacts on energy security. Chavalparit and 
Limphitakphong [13] have evaluated the energy 
efficiency and environmental performance of 
buildings in Bangkok and emphasized that most of 
the energy use in educational building was attributed 
to electricity consumption for HVAC system, 
resulting in the greatest portion of GHG emission as 
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a consequence. Thaipradit [14] has provided 
evidence demonstrating that building insulation 
materials have a significant impact on the energy and 
environmental performance of educational buildings 
in Thailand. Chaiyat [15] has applied the concept of 
using phase change material for improving the 
cooling efficiency of an air conditioner and found that 
the modified air-conditioner could decrease the 
annual electrical consumption by about 1.13 MWh 
while having a payback period for modifying 
equipment of 4.15 years.  

In addition, since the Thai Ministry of Energy has 
pledged to reduce around GHG emissions by 20-25% 
by 2030 in the 21st conference of the parties, 
commercial buildings have become a major 
contributor in reducing such number of reductions 
through energy efficiency measures [16]. This study, 
therefore, was aimed at investigating the 
environmental performance of existing air-
conditioning (AC) system for educational building 
and to propose strategies for mitigating GHG through 
energy efficiency measures toward a campus-wide 
sustainable energy policy. Besides applying advanced 
technology and higher energy efficiency equipment 
replacement, changing building envelopes were also 
evaluated to identify alternative options for 
improving existing buildings, based on either an 
environmental or economic performances perspective. 
The information provided from the findings of this 
study can be useful for policy makers and building 
planners in determining strategies for either reducing 
energy demand and GHG emission or saving 
expenditures of educational institutions in tropical 
countries like Thailand.  
 
MATERIALS AND METHODS  
 
Building Description 

 
This research was performed using a 5-storey 

educational building at Chulalongkorn University as 
a case study. The case study building, as described in 
Table 1, is located in the heart of Bangkok at 13.92 
latitude and 100.6 longitude with a range of dry-bulb 
temperature of 19.0 – 37.2๐C and humidity ratio of 
11.2 – 28.7 gw/kgda throughout the year [17]. 
 
Evaluation of the Energy Efficiency of the Air 
Conditioning System 

 
To evaluate the efficiency of electrical 

consumption in air conditioning (AC) system, three 
parameters involving cooling performance (CP), 
coefficient of performance (COP), and energy 
efficiency ratio (EER) were investigated following 
Eq. (1) – (4). 

 
  

Table 1  The basic parameters of case study 
educational building 

 
Building parameters Specifications 

Floors 5 floors above ground 
Gross floor area 1,862.28 m2 
Air-conditioned area 
Structure 

1,195.43 m2 
Concrete 

Envelope Brick and curtain wall 
combination 

Glass Clear flat glass 
Roof Flat roof, concrete slab 

 
CP is used for validating results of actual cooling 

performance with the idle to assure its accuracy. 
Whereas the results of COP and EER were testified 
in accordance with Thai industrial standard of AC 
system (TIS2134:2553). 
 
𝐶𝐶𝐶𝐶 =  𝑊𝑊𝑊𝑊 𝐶𝐶𝐶𝐶⁄                      (1) 
 
𝐶𝐶𝐶𝐶 =  5.707 𝑥𝑥 10−3 𝑥𝑥 𝐴𝐴 𝑥𝑥 𝑉𝑉 𝑥𝑥 60 𝑥𝑥 (𝐻𝐻𝑟𝑟 − 𝐻𝐻𝑠𝑠)     (2) 
 
𝐶𝐶𝐶𝐶𝐶𝐶 =  ∆ℎ𝑜𝑜𝑜𝑜𝑜𝑜 ∆ℎ𝑖𝑖𝑖𝑖⁄            (3) 
 
𝐸𝐸𝐸𝐸𝐸𝐸 =  𝐶𝐶𝐶𝐶𝐶𝐶 𝑥𝑥 3.412                                (4) 
 

WI = Watt input (kW), inspecting at 
condensing unit by power meter  

CL  = Cooling load (TR), inspecting at fan coil 
unit 

A = Cross-sectional area (m2) 
V = Velocity (m/s) 
Hr = Enthalpy Return (kJ/kg dry air), referring 

to psychometric chart 
Hs = Enthalpy Supply (kJ/kg dry air), 

referring to psychometric chart 
∆hout = Difference of enthalpy at fan coil unit 

(kJ/kg) 
∆hin = Difference of enthalpy at condensing 

unit (kJ/kg) 
 
Energy Simulation  
 

To identify the potential of alternative options for 
improving building’s energy efficiency, Building 
Energy Code (BEC) software version 1.0.6 developed 
by DEDE in accordance with the Ministerial 
Regulation on type or size of buildings and standards 
criteria and methods of designing energy 
conservation buildings B.E. 2552 (2009), was used in 
this study to estimate the amount of energy savings 
compared with the current consumption. Data input 
in the program are classified into 6 categories, 
including building envelope, lighting system, AC 
system, photovoltaic (PV) system, hot water (HW) 
system, and other equipment. However, since there 
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are no PV and HW systems in this building case study 
and lighting system and others equipment share a 
little portion of energy consumption, this study 
therefore only focused on the AC system and 
envelope materials that are related to heat transfer 
through building envelope and building’s energy 
demand. Furthermore, four options for improving 
energy efficiency of the building were examined to 
signify a key building material resulting in better 
building performance as presented its properties in 
Table 2 - 3. 
 
Environmental Performance Analysis 
 

Due to global concern about climate change, the 
environmental impact of energy consumption was 
demonstrated in terms of CO2 emission through the 
following equation (Eq. 5); 
 
𝑬𝑬𝑬𝑬 =  (𝑩𝑩𝑬𝑬𝑬𝑬𝑬𝑬 −  𝑷𝑷𝑬𝑬𝑬𝑬𝑬𝑬)  ×  𝑬𝑬𝑬𝑬𝑮𝑮𝑬𝑬𝑮𝑮𝑮𝑮                             (5) 
 

Where ER is mission reduction of each measures 
(kgCO2/yr). BEEC refers baseline energy consumption 
(kWh/yr) and PEEC represents project energy 
consumption (kWh/yr). EFGRID stands for emission 
factor of electricity production, which is 
approximately 0.6093 kgCO2/kWh for Thai grid 
production [18]. 
 
Economic Performance Assessment 
 

A payback period (PB) analysis was used in this 

study as demonstrated in Eq. (6) to assess the 
economic performance of each energy efficiency 
improvement measure. A trade-off between 
investment cost and energy expenditure savings will 
help signify and prioritize the possible measures for 
implementation. When the total investment cost is 
paid by the saving of energy cost, it is a point of 
break-even, which thereafter entails no monetary loss 
from implementation. 
 
𝑷𝑷𝑩𝑩 (𝒚𝒚𝒚𝒚)  =  𝑮𝑮𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰𝑰 𝑬𝑬𝒄𝒄𝑰𝑰𝑰𝑰 (𝑼𝑼𝑼𝑼𝑮𝑮)

𝑬𝑬𝑰𝑰𝑰𝑰𝒚𝒚𝑬𝑬𝒚𝒚 𝑬𝑬𝒄𝒄𝑰𝑰𝑰𝑰 𝑰𝑰𝒔𝒔𝑰𝑰𝒔𝒔𝑰𝑰𝑬𝑬 (𝑼𝑼𝑼𝑼𝑮𝑮𝒚𝒚𝒚𝒚 )
                        (6) 

 
RESULTS AND DISCUSSIONS 

 
Energy Consumption of Educational Building: A 
Case Study 
 

Through 12 months of data collection, the case 
study building consumed about 127,489 kW of 
electricity, approximately 71% of this total power 
consumption was attributed to the AC system. Such a 
portion is quite high compared with the average 
energy consumption proportion of educational 
buildings (59%) presented by Phupadthong [9]. This 
indicates that the efficiency of AC system in this case 
study is probably low, resulting in consuming higher 
amount of energy than the typical case. An energy 
efficiency evaluation of AC system also emphasized 
that among all the AC equipment, only two of them 
comply with the Thai industrial standards as 
presented in Table 4. 

 
 
Table 2 Properties of opaque materials 
 

Type Thermal Conductivity 
(W/mK) 

Density 
(kg/m3) 

Specific Heat 
(kJ/kgK) 

Ceiling  
Insulation  
Materials 

PVC Gypsum 0.211 684 1.09 
Aluminum Foil Gypsum 0.322 745 1.09 
Polyurethane 0.023 24 1.59 
Glass Wool (Stay Cool) 0.039 12 0.96 

Wall  
Materials 

Autoclaved Aerated Concrete 0.476 1,280 0.84 
Concrete Block 0.546 2,210 0.92 

Roof Tile  
Materials 

Concrete Profile Tiles 0.993 2,400 0.79 
Asbestos Cement Corrugated 0.395 2,000 1.00 

 
Table 3 Properties of transparent materials 
 

Glass 
Type 

Thickness Visible Ray Solar Energy U-value SH 
GC m Reflectance Transmittance Reflectance Transmittance Absorption w/m2 

Tinted 
Glass 

0.006 7.0 0.760 5.0 49.0 46.0 5.74 0.6 

Solartag 
(TS560) 0.006 5.2 0.361 4.8 21.9 73.3 5.35 0.4 
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In addition, DEDE building regulations define a 

suitable level of overall thermal transfer value 
(OTTV) and residential thermal transfer value 
(RTTV) at 50 and 15 watt/m2 for an educational 
building. The low energy efficiency of the existing 
AC system in this study, apparently, lead the whole 
building performance to fall below the standard of 
this regulation. 
 
High Efficiency of Air Conditioning System 
Replacement 
 

Because the current AC system plays such an 
important role in the building’s energy demands and 
seemingly caused the building to fall below standard 
a high efficiency AC replacement. Based on the 
assumption that every AC equipment that have has 
become obsolete or declines in performance will be 
replaced with a high efficiency AC at the same 
capacity, the result demonstrated that such 
implementation requires an investment of 39,224 
USD. This investment will reduce energy 

consumption by about 25,886 kWh a year, or if 
converted to GHG emissions, it equates to a reduction 
of 15,772 kgCO2e/yr. The break-even point of each 
AC capacity types, as illustrated in Fig.1, will be 6.3, 
6.6, 21.1 and 30 yrs. for 12000 Btu, 18,000 Btu, 
30,000 Btu and 36,000 Btu, respectively. 
 

 
 
Fig 1 Economic assessment for air conditioning 

system replacement 

 
Table 4  Energy performance of air conditioning system in building case study 
 

No. Capacity 
(Btu) 

Ideal Performance* 

(kW/TR) 
Actual AC Efficiency Comply with TIS** 

CP COP EER 
1 12000 1.17 1.66 2.13 7.25 FAIL 
2 36000 1.13 2.89 1.22 4.15 FAIL 
3 12000 1.17 1.70 2.07 7.05 FAIL 
4 48000 1.13 1.23 2.86 9.76 PASS 
5 30000 1.16 5.44 0.65 2.20 FAIL 
6 12000 1.20 3.94 0.89 3.05 FAIL 
7 36000 1.13 2.77 1.27 4.33 FAIL 
8 38000 1.14 1.22 2.90 9.87 PASS 
9 30000 1.16 9.15 0.38 1.31 FAIL 
10 18000 1.25 2.14 1.65 5.62 FAIL 
11 30000 1.16 1.62 2.18 7.42 FAIL 
12 36000 1.13 2.05 1.72 5.87 FAIL 
13 12000 1.10 2.07 1.70 5.78 FAIL 
14 12000 1.17 6.00 0.59 2.00 FAIL 

*To validate the measurement, CP value of actual AC efficiency shall higher than ideal performance. 
**COP and EER should not less than 2.82 and 9.60 respectively to pass the Thai industrial standard [19]. 

 
Table 5 Performance of improving existing building through envelope materials 
 

Material Type 
Investment  

Cost 
Energy Saving Payback  

Period 
GHG  

reduction Quantity Expenditure 
(USD) (kWh/yr.) (USD/yr.) (yr.) (kgCO2e/yr.) 

Tinted Glass 801.74 5,138.6 688.22 1.1 3,131 
Polyurethane 3,607.41 11,108.2 743.87 2.2 6,768 
Autoclaved Aerated Concrete 2,934.87 9,951.6 733.06 2.0 6,064 
Concrete Profile Tile 1,665.75 2,125.2 59.07 5.3 1,295 

Total 6,845.32 22,762,2 1,676.72 2.0 13,869 
Note: Electricity charge is about 0.147 USD/kWh 
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(a) Ceiling Insulation Materials 
 

 
 

(b) Wall Materials 

 
 

(c) Roof Tile Materials 
 

 
 

(d) Glass Materials 
 
Fig 2 Economic assessment for improving building envelope materials
 
Options for Improving the Energy Efficiency of 
Buildings 
 

Besides changing the AC system, which requires 
a payback period of more than 6 years, alternative 
options for improving energy efficiency of a building 
should be examined. Figure 2 illustrated the payback 
period for implementing each measure of the four 
energy efficiency improvement options described in 
Table 2-3. It was found that the option with the 
shortest payback period consists of installing 
polyurethane insulation above the ceiling, using 
autoclaved aerated concrete instead of bricks, roofing 
with concrete profile tiles, and installing tinted glass. 
The best 4 measures, therefore, were integrated to re-
investigate the maximum level of energy demand 
reduction as well as GHG reduction through envelope 
materials improvement. The result as presented in 
Table 5 revealed that more than 22 MW/yr. of 
electricity will be saved and about 13,869 kgCO2e/yr. 
will be reduced if these four measures are 
implemented together. Moreover, it will help increase 
the building’s performance to meet the code of 
designated building regulation eventually. 

 
 
 

 
CONCLUSION 
 

A large portion of final energy is attributed to the 
building sector and its demand is going to increase in 
the near future abruptly. Audits to monitor and help 
manage buildings’ energy performance is vital. The 
performance of the case building at Chulalongkorn 
University was investigated to identify hotspots and 
to propose strategies for mitigating GHG. The 
findings revealed that the efficiency of the air 
conditioning system was poor as most equipment 
failed to meet the Thai industrial standards. Either a 
highly efficient air conditioner replacement or 
improving building envelope should be implemented 
to amend this. The initiatives on considering 
performance-based energy efficiency measures can 
contribute to a campus-wide sustainable energy 
policy. Further actions on monitoring energy 
performance and its improvement and future research 
on other factors influencing energy consumption and 
GHG emission from this and other buildings are 
needed, otherwise this small-scale energy assessment 
will have little positive effect on Thailand’s 
environmental sustainability. 
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ABSTRACT 
 

This study aims to estimate the household WTP on the tariff of waste management service with the 
Contingent Valuation Method  and to investigate the relationship  between  respondent characteristics with their 
WTP. Questioners are designed with 8 options  of waste management services with some more  reasonable  
tariff. The sample consists of 200 households selected randomly in Bandar Lampung city, Indonesia. The result 
indicates that household's  WTP for waste management services is  200% higher than before, if services are 
upgraded. Other results indicate that the level of education, number of family, job, income, knowledge and 
satisfaction of respondents to waste management services are positively correlated with WTP.Government has to 
review the tariff policy to obtain a more awareness tariff that encourage the sense of responsibility of the 
community to protect the environment. 
 
Keyword:  Willingness to pay, Waste management services, Tariff, Contingent valuation method 
 

1. INTRODUCTION 
 

Waste issues are becoming an important issue 
of the environment in Indonesia. This problem is 
getting worse along with the population growth and 
the bad attitude of households disposing  their 
rubbish without being responsible. This habit is 
driven by the low cost of waste management 
service which is set by government. As a public 
good, waste management services is non market 
because no one can express their preference, so the 
tariff of its cannot be determined by market 
mechanism. So that way, this tariff does not reflect 
the actual cost, includes environment damaging. 
            Based on local regulation in Bandar 
Lampung city, one of Indonesia provinces, the 
average of tariff of waste management service is 
between is 20,000 IDR to 30.000 IDR per month 
This tariff is only  operational costs such as fuel 
prices for waste transport vehicle, labor, and 
vehicle maintenance and has not taken into 
consideration of environmental damage. According 
to Hagos (2012),  the tariff  must also be includes 
the cost of recycling and composting. This low 
tariff encourage people to easily dispose of waste 
regardless environment  damage and this attitude 
will undermine environmental conditions.  

Based on this background, it is needed to 
have a technique for estimating of tariff that 
encourage environmental awareness. One of 
methods to estimate it, is  Willingness To Pay 
(WTP). WTP is a technique to know the 
willingness of individuals to pay for public goods 
benefit in which the price of its  can not  be 
determined by  market mechanism. WTP is an 
individual valuation technique on natural resources 
in order to improve the quality of the environment.  

Banga, M (2011) also  suggested to used WTP  to 
avoid the problem of free-riders in the 
determination of tariffs for public goods services.  
 

 
WTP is based on the user's perception of s of 

the public service.  To get user perception, it  can 
be used  Contingent Valuation Method (CVM). 
CVM is a method of measuring someone's 
preference  (FontaWM, 2008). CVM is measuring 
WTP by eliciting stated user preferences through 
direct surveys. User are directly asked about their 
WTP by using open-ended questions 
(Makkonen.M,et all, 2011). In this surveys, user are 
offered some alternative  services or condition with 
varying attributes.  WTP is inferred indirectly from 
their ranking or ratings of these alternative services. 
CVM  is can be used to determine the price of 
tourism services, apartment tariffs, utilizing 
wildlife, environmental quality.  

In Indonesia, there is still miss interpretation, in 
which  all  the  public service and procurement 
services including waste management services are 
government duties and  it should be free of charge. 
In order to have a common point in determining the 
tariff, it should involve the participation of the 
household. Afroz (2011) found  the same point, in 
which  households do not care  about waste 
management. According to Tansatrisna (2014), the 
participation of households in waste management 
services can be indirect participation, namely the 
involvement of households in financial matters. 
This participation in waste management is reflected  
by making payment of user tariff  for garbage. 
According Manurung (2008), one form of 
participation on waste management can be seen 
from the  willingness to pay for the improvement of 
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waste management facilities so that cleanliness and 
environmental quality can be maintained.  
Public participation is essential and may lead to 
enormous benefits for sustainability development 
(Chutarat C: 2017). Teddy (2017)   also agree that 
waste management services are  facilitated by the 
government  but  managed by the community 
which requires active community involvement.  
Involvement, participation and some characteristic 
of household  determines their choices in WTP. 
Brahim, Djemaci (2015) and James, K Boyce 
(2003) found that some characteristics of household 
such as education level, gender, age,  lines of class, 
race, ethnicity,  house type, house distance, income 
and service quality, awareness,  perception and 
household satisfaction level toward the benefits of 
public goods in correlating with WTP.  Effects on 
WTP is high  when  they are  interactions each 
others. Age tends to increase income and  higher 
income has higher opportunities to get high  
education and high  education tends to increase  
their awareness of environment (Makonenn,2011). 
The more aged, the more  knowledge and 
experience of environmental benefits and the more  
concern for the environment. This relationship 
increase  the WTP.  Family members will add 
family members' information about environmental 
issues because in Indonesia, environmental issues 
become the curriculum taught in schools. 

Community awareness of the environment 
is influenced by the level of education and 
knowledge about environment (Finger,1994). 
According to Mustafa.U (2014), household 
concerning  will affect WTP  and it  increase along 
with improving the quality of services. Survey 
conducted by Gregory O. Thomas, et al (2018) also 
found that having children may change people’s 
individual environmental attitudes and behaviour, 
and the results indicate that having a new child is 
associated with a small decrease in the frequency of 
a few environmental behaviour. According to 
James, K Boyce (2003)  income inequalities can 
influence environmental degradation. Inequalities 
may affect the overall extent of environmental 
quality, so that  the higher income the higher WTP. 
High level of awareness and knowledge and 
positive attitude will increases the environmental 
protection(Aminrad,Z:2013). 
  

 
2.OBJECTIVE  

 
           This study aims (1) to calculate the 
willingness to pay of household to waste 
management service in order to get the tariff which 
is resulting  which can arouse the awareness of 
households to be more responsible, (2) to 
investigate the relationship between respondent’s  
characteristic with their WTP.  This study is 
expected to provide inputs to the government's 

policy of  setting, in particular the  of waste 
management services. 

 
3.CITATION AND REFERENCE LIST  

 
            WTP is an individual valuation technique 
on natural resources in order to improve the quality 
of the environment. Some experts also define WTP 
is the maximum price a benefitersi willing to pay 
for a given quantity of product or services 
(Wartenbroch and Skiera,2002).  WTP as a way of 
calculating the ability of each individual on an 
aggregate basis to pay in order to improve 
environmental conditions to conform to desired 
standards. Economic valuation is an attempt to 
provide quantitative value to goods and services 
produced by natural resources and environment 
regardless of whether market value is available or 
not (Susilowati, 2002).  CVM is done by asking 
directly to benefiters about the value of benefits of 
public goods includes resources and environment. 

Indramawan (2014) asks to 120 
respondents in Semarang Barat and he found that 
almost 85% of respondents are willing to pay 
higher tariff. He also found that the level of 
education and family income has a positive effect 
on the size of WTP. Huntari (2015) found that the 
average WTP of consumers on waste treatment 
services is higher than the tariffs paid. Yunis 
(2012) found the average of household WTP in 
Tampan Pekanbaru is  IDR 10.330  per month. 
Banga et al (2011) in Uganda, found  that WTP can 
be increased by improving  the service quality.  
 Contingent Valuation Method (CVM) is a 
method for valuing natural resources and the 
environment. This approach is done to measure the 
economic value of goods that cannot be determined 
because non market price. According to Fonta WM 
(2008), CVM is a technique to analyze the 
valuation function that can provide qualitative 
information that is difficult to identify using other 
conventional valuation techniques. CVM is done 
because household is unable to express its 
preference for economic . CVM is also practiced by  
Fried (1995) to find out WTP hunters for tourism 
hunting services Cervus Elaphus in Oregon 
National Park - Latin America, obtained WTP for 
$1,063 for each hunt. Afroz (2010) saw household 
WTP for garbage dumping tariffs in Kuala Lumpur. 
Ragens (1991) conducted a study of household 
WTP to control pollution through counter measures 
against water pollution in coastal areas of Kristians 
and Fjord - Norway. Fried (1998) used CVM to 
research hunting tourism services. Brahim, D 
(2015), Nasir (2009) 
    
4.RESEARCH METHODOLOGY  
 

This research is field study with survey 
technique. Data were obtained from questionnaires 
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given to households located in densely populated 
housing with the highest volume of waste. 
Determination 200 household respondent used 
judgment random sampling technique. in Sukabumi 
district whose waste is managed by city waste 
management service of Bandar Lampung, 
Indonesia value of waste management service. One 
way to know benefit from public goods is to use 
CVM s by asking the ability of household pay for 
waste management service.  

It begins by designing a questionnaire that 
describes some of the preferred bids from the 
improved conditions of waste management services 
at a reasonable tariff that follows. The initial 
conditions of service and  of management services 
at the study sites are taken as start points. Start 
point condition of waste management service is 
managed 3 times a week in the afternoon, with 
garbage cart, with tariff IDR 20.000 / bulan. The 
average waste per day disposed of every household 
in the study site was 3 plastics or 90 plastic/ month. 
It means the value of waste management during 
this per pack of garbage IDR 222.22 / plastic. Then 
7 scenarios of  waste management services were 
created by raising the  per stage of service IDR 
10.000/stage, in which IDR 10.000 is considered on 
household ability.Designed questioner asked to 
respondent. If most respondents answer one  
scenario selected, then this scenario is the actual 
WTP desired  
 
Table 1: Scenarios, Services  and Tariff  

Scenario Services                  Tariff                        
Scenario A Garbage is managed 2x a 

week, in the afternoon 
with a garbage car 

166 

Starting 
Point 

Garbage is managed 3x a 
week, in the afternoon 
with a garbage car 

222 

Scenario B Garbage is managed 3x a 
week, in the morning, 
with garbage cart 

 277 

Scenario C Garbage is managed 4x a 
week, late afternoon, by 
truck 

333 

Scenario D Garbage is managed 4x a 
week. morning with 
garbage truck 

 388 

Scenario E Garbage is managed 5x a 
week, early morning with 
garbage truck 

444 

Scenario F Garbage is managed 6x a 
week, morning with 
garbage truck 

500 

Scenario G Garbage is managed 7x a 
week, morning with 
garbage truck 

555 

 
Hypothesis Development  
 

 Meanwhile, to obtain the second objective 
of the relationship between the characteristics of 
the respondent with the WTP he selected, the 
correlation and crosstab analysis techniques are 
used. The respondent's characteristic consists of 6 

elements, namely the number of family members, 
the level of education, the type of work, the level of 
income, the level of service satisfaction and the 
level of knowledge of the dangers of unmanaged 
solid waste.The hypothesis developed as follows: 
Ha (1): Numbers of Family is a significant  and  
            positive correlation with  WTP. 
Ha (2): Level of education  has positive correlation   
              with  WTP. 
Ha (3):The type of work of respondents has   
            positive relationship with WTP. 
Ha (4): Level of income level has positive  
            relationship  with WTP. 
Ha (5):The level of satisfaction of respondents has  
           positive relationship with WTP. 
Ha (6):The level of knowledge has positive   
            relationship with the WTP. 
 
5.RESULT  
 

The starting point if this study is based on 
tariff paid by household  of IDR 222/plastic or IDR 
20.000/month with 3 times a week  it collected and 
transported in the afternoon. Garbage is manned 
with slower waggle wagon and taking 3 times a 
week caused smell is not good. 

 Based on the survey results, most of  
responden are dominantly choose scenario G, by 
37% . They desired the waste  management   
services working every day or 7 times a week, 
managed in the morning by garbage truck and they 
agree to pay normal tariffd as IDR 555/ plastic or 
IDR 50.000 /month. This WTP  increase 200%   if 
compare to they paid before. 20% of respondents 
choos the same  condition, 19% of respondents are 
willing to pay IDR 388,00 /plastic or scenario D 
that is garbage managed four times a week, 
managed in the morning by garbage truck. The rest 
or 36% of respondents chose to spread among 
scenarios A, B, C, E, F. The result of the 
respondent's choice is shown in Table 2 below. 
 
Table2. WTP  of Waste Management Services  Per  
            Plastic  
                WTP              Percent 
Valid 166 3.0 

222 10.0 
277 13.0 
333 7.0 
388 19.0 
444 2.0 
500 9.0 
555 37.0 

 
     The result indicates that most of household's 
WTP of waste management service is IDR 
555/plastic or IDR 50.000/month if the services is 
upgraded. The desired services is garbage collected 
and transported everyday, in the morning so 
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garbage is not decomposed  yet and make air 
pollution in the afternoon.  It’s mean, WTP of the 
community can be pushed to increase if their 
satisfaction of public services  is increased.  

 
Correlation Between the Characteristics Of  
Respondents with Their WTP 

 
Relationship of some characteristics of 

respondents with WTP used Pearson Product 
Moment Test. Characteristics of respondents 
consists of 6 elements, namely the number of 
family members, the amount of income, the level of 
education, the type of work, the level of satisfaction 
on waste management services and the level of 
knowledge of respondents about the importance of 
processing waste and maintaining the environment. 
Of the six characteristics of the household 
respondents, only the type of work has no 
correlation with WTP, while five characteristics 
have a positive correlation.  Their effects on  WTP 
when  they are  interactions each others 
(Makkonenn,2011). The result of the test as 
follows. 

 
Table 3. Correlation Between  Characteristics of  
             Respondents with Their WTP  
Characteristic 
Respondent 

coefficient Sign 

The  of family 
member 

0,593 0,000* 

Level 
Education 
 

0,786 0,000* 

Type of Work 0,155 0,125 

Level of 
Income 

0,733 0.000* 

Level of 
Satisfaction 

0,740 0.000* 

Level of 
Knowledge 

0,568 0.000* 

*) sign on 95% 
 
There is a positive correlation between the number 
of family member and  WTP, with coefficient 
correlation of 59.3%. The more family number,, the 
more increase WTP.  The effects on WTP  when  
they are  interactions each others. While family 
members become bigger, it will add family 
members' information about environmental issues 
because in Indonesia,environmental issues is one of 
the curriculum taught in schools. This awareness 
will encourage their WTP. 
Age tends to increase income and  higher income 
has higher opportunities to get high  education and 
high  education tends to increase  their awareness 
of environment (Makkonenn,2011). It means the 
awareness is also supported by education. The 
result find that there is positive correlation between  
level of education with WTP,  with coefficient  

correlation equal to 78,6%.  The higher level of 
education that has been taken has influenced the 
respondents' mindset of environmental quality so 
that their WTP increases. With higher levels of 
education respondents tend to better understand 
about the effect of waste on environment. Higher 
knowledge raises awareness for a healthy 
environment. Level of income is also   correlate 
with WTP with 73,3%.  It means that if the 
household has more income, they have  higher 
paying capacity. By adding WTP to IDR 
555/plastic, it doesn't matter.  This finding is 
supported by Feitosa et al (2017), that the 
respondents' income, age and duration of school 
determine WTP of waste management service. He 
recommend that communities be encouraged to 
participate in waste management to safeguard the 
environment, economics, institutions and social 
sustainability. Type of work is not significant 
correlation with WTP. This finding is also 
supported by consumption theory by Keynes, in 
which the current consumption depends on the 
disposable income of household. Consumer income 
will affect consumer decisions in consuming 
certain goods or services. The higher the income, 
the higher the ability to buy goods or services. The 
higher income will increase demand for better 
environmental quality. Others finding, that there is 
positive correlation between the satisfaction level 
of waste management services with WTP. Level of 
satisfaction of respondents to waste management 
services in Sukabumi, Bandar Lampung with WTP 
for example, provision of public goods and services 
will provide benefits for households. Guritno 
(2003) states theoretically, the provision of public 
goods and services will be optimal if the 
satisfaction obtained by households is similar to the 
dissatisfaction that households get by taxes/s. The 
increase in the services provided is expected to 
have an impact on the satisfaction of households in 
Sukabumi households will increaseWTP. The 
satisfaction of the household  increase due to the 
increasing of the quality of waste management 
service. Household will pay  higher for  the 
services. According to Hagos (2012) more services 
that should be provided and enhanced by the 
government include collection services, waste is 
disposed of properly, and recycling and composting 
features are added, more WTP increase. Banga et al 
(2011) also supports this finding that WTP for 
waste management service in Kampala City, 
Uganda can be improved by improving the quality 
of waste services.  

The knowledge level of the respondents 
about the impact on the environment is correlated 
with the WTP with coefficient correlation of 
56.8%. The more knowledge about environmental, 
the higher  their WTP.  According to Ladiyance et 
al (2014), respondents who have good knowledge 
about the benefits and damage of  environment, 
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they will tend to be more likely to be willing to 
pay. Finger (1994) also find that  environment  
experience is positively correlated with 
environmental awareness.People who have 
environmental experiences are willing to pay 
higher. Respondents have more knowledge 
respondents will do activities that are not 
environmentally damaging and are likely to be 
willing to make conservation efforts environment. 
 
5.CONCLUSION 
 

WTP of households for waste management 
services can be increased up to 200 % if the service 
is upgraded. There is a positive correlation between 
characteristic of  respondents  such as, the level of  
education, the level of satisfaction, income, level of 
satisfaction, and knowledge of respondents  to their  
WTP except type of work,. Local government 
needs to  review the local regulation concerning  
WTP and better  services. It is neccesary for 
government of Indonesia to review local regulation 
of waste services by paying attention to WTP . 
Government should be  upgraded the public 
services and training for household to processing 
rubbish by sorting, selecting, utilizing and dispose 
waste wisely. 
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ABSTRACT 
 

Bangladesh is an energy deficient country.  Petroleum is the main energy source of Bangladesh imported from 
the Middle East spending a huge amount of foreign currency. However, the sub-tropical climate of Bangladesh is 
favorable for cultivation of different agricultural products and fruits. This research was carried out to find out the 
potentiality of bioethanol production from different agricultural products and fruits of Bangladesh.  In 100 gm of 
agri-products (boiled) and fruits (ripen), 300 ml of distilled water was added and blended and then sterilized. 
Alpha-amylase enzyme (1750 unit) was added to degrade the starch into simple sugar compound. For alcoholic 
fermentation, 200 ml yeast (Saccharomyces cerevisiae CCD) was added to make the total volume 500 ml and 
incubated at 31oC for 6-days. From the fermentation of agri-products (potato, sweet potato, corn, pumpkin and 
carrot), a highest bioethanol production was observed in sweet potato. Bioethanol production capacity of four 
fruits (orange, banana, papaya and sofeda) was also assessed. A high yield of bioethanol was found from a local 
variety of banana called Sagor Kola. The purity of bioethanol in single distillation for banana and sweet potato 
was 40% and 35%, respectively.  This research proved that Bangladesh has a good prospect of bioethanol 
production from banana and sweet potato. 
 
Key words:  Bioethanol, Agricultural products, Fruits and Fermentation  
 
 
INTRODUCTION 

 
Bioethanol is considered to be the most optimistic 
biofuel. Ethanol fermented from renewable sources 
for fuel or fuel additives is known as bioethanol.  
Bioethanol, unlike petroleum, is a form of renewable 
energy source that can be produced from agricultural 
feedstocks [1]. The first generation of ethanol 
production used corn as a substrate, later corn was 
considered as a feedstock lead to the second 
generation of production of ethanol which used 
microorganisms and different wastes as a substrates 
[2]. The cheapest and easily available source for the 
production of bioethanol is fruit wastes. It is a 
potential energy source, from which ethanol can be 
obtained. Fruit waste which is thrown away has very 
good antimicrobial and antioxidant potential.  
 
Rapid increase of population and exponential growth 
on industrialization load on fossil fuel resources and 
the resources are being depleted very fast. Therefore, 
it is required to discover alternative cheaper sources 
of fuel for fulfillment of worldwide demand. The 
main task is to develop easier techniques by using 
cheaper source for the production of bioethanol so 
that the common people can also produce it by 
themselves. For this purpose fruit wastes were taken 
as a substrate for the ethanol production with use of 
yeast Saccharomyces cerevisiae [3]. In this study, 
comparison of bioethanol production from different 

agri-products and ripen fruits such as bananas, 
papaya, orange and sofeda were studied.  
 
The objective of this study is to determine the 
production efficiency of bioethanol from different 
agri-products and ripen fruits of Bangladesh.  

MTERIALS AND METHODS 

 Raw Material Collection 
 
The agri-products (potato, sweet potato, corn, 
pumpkin and carrot) and fruits (orange, banana, 
papaya and sofeda) were collected from the local 
market of Rajshahi city, Bangladesh. 
  
Yeast Strain and Culture Media 
 
Yeast strain (Saccharomyces cerevisiae CCD) was 
collected from the Spirit Section of Carew and Co., 
Darsana, Bangladesh. For yeast culture, modified 
YMPD (Yeast-Malt-Peptone-Dextrose) broth culture 
media was used. The YMPD media was prepared 
with yeast extract (3.0 g), malt extract (3.0 g), 
peptone (5.0 g)  and dextrose (10.0 g). All of these 
ingredients were dissolved in 1000 ml of water and 
adjusted to pH 6.0.  
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Production of Bioethanol from different Agri-
Products 
 
About 100g of agri-products (potato, sweet potato, 
corn, pumpkin and carrot) was boiled blended in 300 
ml distilled water. About 1750 unit of α-amylase 
enzyme and 200 ml of 2-days old yeast were added 
to each treatment and adjusted to pH 6.0, and 
incubated at 31˚C for 6-days. After incubation 
period, turbidity of solution and produced ethanol 
were measured. 
 
Bioethanol Production from different Ripen 
Fruits 
 
Different ripen fruits like banana, orange, papaya 
and sofeda pulps were extracted by blending with  
blender machine. The fruits fresh or blanched were 
mashed. Then it was used as raw materials for 
bioethanol production. For optimum bioethanol 
production 200 ml of 2-days old yeast was added in 
300 ml fruit pulp solution (20%), adjusted to pH 6.0, 
and incubated at 31˚C. After 6 days of fermentation 
the crude fermented fruit solution was first 
centrifuged at 12,000 rpm to remove the unused 
starch and yeast cell. Then, the clear solution was 
taken into rotary evaporator for separation of ethanol 
at 78.5˚C for five minutes.  
 
Estimation of Total Sugar before and after 
Fermentation 
 
Total sugar content was determined by sugar 
measurement machine named "On Call Plus". Sugar 
concentration before and after fermentation were 
measured. 
 
Distillation Process 

Distillation was carried out using a distillation 
apparatus. Heating of fermented materials was 
carried out at 78.5°C.  

Measurement of Purity of Produced Alcohol 

The percent of purity of produced bioethanol from 
agri-products and fruits was measured by using an 
alcohol meter (Jiujingnongduji, China). This meter 
can measure the alcohol purity from 0-100%. 

RESULTS AND DISCUSSION 
 
Production of Bioethanol from different Agri-
Products 
 
Bioethanol production from five different agri-
products (potato, sweet potato, corn, pumpkin, 
carrot) were assessed. It was found that sugar 
content in sweet potato (14.9 mmol/L) is higher than 
other four agri-products. Sweet potato produces a 

large amount (95 ml) of bioethanol with 35 % (v/v) 
purity and after fermentation the sugar concentration 
was reduced to 5.9 mmol/L from 14.9 mmol/L. The 
lowest amount of bioethanol was produced from 
pumpkin with purity of  6% (Table 1). 
 
Table 1 Bioethanol production from different agri-

products 
 

Name of 
Agri-

products 

Volume 
after 

fermentation 
(ml) 

Volume 
after 

distillation 
(ml) 

Purity of 
Bioethanol   

% (v/v) 

Potato 465 67 18 
Sweet 
Potato 

487 95 35 

Corn 449 82 15 
Pumpkin 466 64 6 

Carrot 459 70 10 
 
Ethanol production from spoiled starch rich 
vegetables by sequential batch fermentation was 
studied by Satish [4], Kumar et al. [5] used sweet 
potato as raw material for the production of ethanol 
and the production was only 0.15%. This vast 
variation may due to the larger amounts of 
fermentable sugars are present in agri-products. 
 
Bioethanol Production from different Ripen 
Fruits 
 
The study of bioethanol production from ripen fruits 
like orange, banana, papaya and sofeda has not be 
done widely,   so the present investigation was 
carried out  for the production of ethanol with ripen 
fruits. The productions of bioethanol from four 
different ripen fruit pulps (orange, banana, papaya, 
sofeda) were assessed during this study. Sugar 
content in banana (27.9 mmol/L) was higher than 
other three fruits and it produces a large amount (97 
ml) of bioethanol with 40 % (v/v) purity and after 
fermentation, sugar concentration is reduced to 12.8 
mmol/L from 27.9 mmol/L . The lowest amount of 
ethanol was produced from sofeda (Table 2). 
 
Table 2 Bioethanol production from different ripen 

fruits 
 

Name 
of 

Fruits 

Volume 
after 

fermentation 
(ml) 

Volume 
after 

distillation 
(ml) 

Purity of 
Bioethanol   

% (v/v) 

Orange 482 87 30 
Banana 493 97 40 
Papaya 460 83 20 
Sofeda 445 81 18 
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This result  is  quite similar with some studies of 
banana waste [6]. The amount of produced ethanol 
in present study is higher compare to the studies of 
Hossain et al. [7] and  Kumar et al. [5]. Hossain et 
al. [7] reported that rotten pineapple produces 8.7% 
ethanol.  

 
Bioethanol Production from different Varieties of 
Banana 
 
The bioethanol production from four different 
varieties of banana (sagor, sabri, chinichampa and 
bitchi kola) was assessed. It was shown that the 
sugar content in sagor kola (27.9 mmol/L) is higher 
than other three varieties of banana and it produces a 
large amount (97 ml) of bioethanol with 40 %(v/v) 
purity and after fermentation the amount of total 
sugar was reduced to 13.8 mmol/L from 27.9 
mmol/L. The lowest amount (81 ml) of ethanol was 
produced from bitchi kola with purity of 20% (Table 
3). 
 
According to Hossain et al. [7], 900g of rotten 
banana with 35% distilled water adding 3g/L yeast 
and adjusted pH at 5.8 was incubated at 35oC for 3 
days and found the bioethanol purity only 7.1% 
(v/v). 
 
Janani et al. [8] observed the rate of ethanol 
production through fermentation of apple, grapes, 
papaya and banana waste by Saccharomyces 
cerevisiae at pH 5.4 and temperature 30oC, 
bioethanol and observed the yields 4.73%, 6.21%, 
4.19%  and 5.4%, respectively. 
 
Kumoro et al. [9] used jackfruit juice and the 
ethanol production was 12.13%.   Ethanol yield in 
fruit pulps varied significantly between the fruit 
samples and the highest yield was 35.86% in the 
mixed fruit pulps sample, followed by 28.45% in                   
banana pulp and the lowest yield was 26.5% in 
mango pulp. The fermentation of enzymatic   
hydrolysis of acid pretreated mixed fruit pulps 
(banana and mango) by yeast showed an incubation 
period of 48 h as optimum for maximum ethanol of 
35.86% corresponding to a fermentation efficiency 
of 70.33%. In peels samples, the maximum yield 
was 13.84% in banana and 9.68% in mango at 42 h 
of incubation. The results of present ethanol yield 
are similar to the observations of Sirkar et al. [10] in 
the case of banana. This observation is consistent 
with the report of Akin-Osanaiye et al. [11], which 
indicated that the amount of yeast influenced ethanol 
production in agro wastes. The current observations 
are in good agreement with similar results reported 
by Pramanik and Rao [12] for grape waste. 
 
 

Table 3 Bioethanol production from different 
varieties of banana 

 
Banana 

Varieties 
Volume 

after 
fermentation 

(ml) 

Volume 
after 

distillation 
(ml) 

Purity of 
Bioethan

ol   
% (v/v) 

Sagor 493 97 40 
Sabri 486 87 30 
Chini-

champa 
460 83 35 

Bichikola 445 81 20 
 
CONCLUSIONS 
 
From this study we conclude that sweet potato and 
banana are the good and cheaper sources for 
bioethanol production. These sources can be used 
for small and large scale production of bioethanol 
because sweet potato and banana are available 
everywhere in Bangladesh. 
 
The production of ethanol from the agri-products 
and fruits can be improved further by using  
genetically engineered yeast strains that are capable 
of converting multiple sugars in to ethanol and using 
of proper distillation process for increasing the 
percentage of purity of produced bioethanol. 
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ABSTRACT 
 
Papaya wastes is naturally fermented and potentially overgrown by microorganisms such yeasts. The research 

aims to determine the presence of ethanol-fermenting yeasts on papaya wastes which has the ability to tolerate 
high glucose and ethanol contents. Yeasts isolated from papaya wastes with using Potato Dextrose Agar/PDA 
which modified with 3% yeast extract/YE and 10 ppm Amoxicillin, then incubated for 48h at room temperature. 
The isolates were identified macroscopic and microscopically then the yeast-like isolates cultured on Nutrient 
Broth/NB with the addition of 3% YE, 10 ppm Amoxicillin and 30% glucose or alcohol to be tested for the 
tolerance ability towards high glucose and alcohol. Yeasts presence on high glucose and alcohol media was 
determine by UV-Vis spectrophotometer by measuring optical density (OD) for UV absorbance at λ=600nm. The 
isolate with highest OD at glucose and alcohol media grown at papaya wastes for 72h and the ethanol contents 
measured by chromium dichromate oxidation methods every 24h. Species identification performed using sequence 
analysis of the rRNA gene internal transcribed spacer (ITS) region with using primers ITS1 (5′-
TCCGTAGGTGAACCTGCGG-3′) and ITS4 (5′-TCCTCCGCTTATTGATATGC-3′), the sequences compared 
with the GenBank database using Basic Local Alignment Search Tools/BLAST algorithm. The results showed that 
three yeast-like isolates found from papaya wastes, with Y1 isolate identified as best isolate with the OD of 0.4699 
at 30% glucose media and OD of 0.0960 at 30% alcohol media, with the highest ethanol fermented at 48h was 
4.34%. The rate of isolate identification by sequence analysis resulted 96.20% (531/552) identical with Pichia sp. 
strain AQGWD 7. 

    
Keywords: Papaya, Wastes, Yeasts, Stress, Tolerance 
 
INTRODUCTION 

Papaya (Carica papaya) waste is the second 
highest fruit wastes found in wet market particularly 
in West Java, Indonesia. As one of the featured 
product of West Java, papaya is constantly available 
in every season. However, the number of 
underutilized papaya wastes had demonstrated the 
potential usage or unsettling influence that can be 
come about. 

The plenitude of papaya waste has been raising an 
approach to increase its economic value. Papaya 
waste commonly utilized for livestock feed or crude 
material of compost [1] [2]. Others started to create 
papaya as a biomass of crude materials for the making 
of sustainable power sources such biogas [3] [4]. 
Other sustainable power source that can be created 
from papaya biomass is ethanol [5] [6].  

Papaya wastes contain high complex saccharide 
in a form of lignocelluloses which could be 
hydrolyzed into D-glucose and D-xylose then 
converted furthermore into ethanol by microorganism 
[7]. However, papaya wastes potential in ethanol 
fermentation is not just resulted from its complex-
cellulose compound yet in addition from the 
biological aspect that represented by the existence of 
indigenous microorganisms which naturally 
fermenting ethanol when the putrefaction occurs [8]. 

The potential of indigenous microorganisms 

isolated from papaya wastes is still rarely revealed 
especially for the ability in ethanol production. 
Kowser, et al. [8] has been isolated the potential 
acetic acid bacteria from rotten papaya that potential 
in utilizing ethanol for producing acetic acid. The 
latest research has been isolated yeast from various 
agriculture wastes including papaya that has xylose-
utilizing ability in producing ethanol [9].  

Yeasts has been known as the best 
microorganisms for ethanol producing activity, 
however yeasts with the ability in tolerating stress 
when the ethanol production occurs still hard to find 
[10] [11].  

High sugar and ethanol stress was the common 
inhibitor when the ethanol fermentation occurs [12] 
[13] [14]. Both conditions could influence the 
osmotic pressure or membrane fluidity which disturbs 
yeasts growth and ethanol fermentation process [15]. 
Thusly, indigenous yeasts with the ability to tolerate 
high sugar and ethanol in ethanol fermentation still 
need to discover. 
    
MATERIALS AND METHODS  
Indigenous Yeasts Isolation from Papaya Waste 

Papaya waste was randomly collected from the 
local market in Bandung City, Indonesia, blended 
aseptically then transferred into containers and stored 
in the refrigerator. Using Potato Dextrose Agar/PDA 
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(Oxoid Ltd.) which modified with 3% yeast 
extract/YE (Kraft Inc.) and 10 ppm Amoxicillin, 
indigenous yeasts isolated from papaya wastes then 
incubated at room temperature for 48h. The 
morphological characteristics of indigenous yeasts 
was identified macroscopic and microscopically [15] 
[16]. 
 
Stress Tolerance Tests 

To determine indigenous yeasts tolerance ability 
towards stress caused by high glucose and ethanol 
contents, 30% glucose or alcohol added into Nutrient 
Broth/NB (Oxoid Ltd.) modified with 3% yeast 
extract/YE (Kraft Inc.), 10 ppm Amoxicillin. 
Spectrophotometer UV-Vis used for measuring 
optical density (OD) at λ=600nm to determine yeasts 
presence on high glucose and alcohol media [15].  

 
Ethanol Fermentation 

Papaya waste weighed and blended aseptically 
with the dilution ratio of 1:1.5. Indigenous yeast with 
stress tolerance, cultured at papaya wastes in room 
temperature for 72h. The ethanol that resulted was 
measured by chromium dichromate oxidation 
methods every 24h [15] [16].  
 
Indigenous Yeast Species Identification  

rRNA gene internal transcribed spacer (ITS) 
region was used to identify indigenous yeast species, 
using sequence analysis of the with using primers 
ITS1 (5′-TCCGTAGGTGAACCTGCGG-3′) and 
ITS4 (5′-TCCTCCGCTTATTGATATGC-3′). The 
gene sequencing has been done by Macrogen Inc., the 
sequence results then compared with the database of 
GenBank using BLAST algorithm 
(https://blast.ncbi.nlm.nih.gov/Blast.cgi) [17]. 
 
RESULTS AND DISCUSSIONS 

 
Morphological Characteristic of Papaya 
Indigenous Yeasts 

Indigenous yeasts isolation results showed that 
three yeast-like colonies have been identified from 
papaya wastes (Fig. 1). According to morphological 
characteristics, the three isolates could be categorized 
as yeast. The isolates has cell length of 1-5 µm up to 
20-50 µm, width of 1-10 µm also has unicellular 
colonies, round, ouval, long shaped with the 
establishment of pseudomycelium [18]. The results 
also in accordance with the characteristic of yeasts 
strain that isolated from papaya which has smooth 
surface, spherical or ouval shape, creamy white color 
and presence of pseudomycelium [16]. 
 
Yeasts Tolerance towards High Glucose 

High glucose tolerance test results (Fig. 2) showed 
that all of the indigenous yeasts can be survived at 
30% of glucose content media with Y1 and Y2 as the 

best isolates that shown OD of 0.4699 and 0.4656 
respectively while Y3 reach OD of 0.4034. 

 

 

 

 
 
Fig. 1 (a) macro and (b) microscopic (1000x 

magnification) morphology of indigenous 
yeasts colony (Y1, Y2, Y3) 

 

 
 
Fig. 2 Yeast optical density on high glucose media 
 

Determination of glucose-tolerance was done to 
decide the capability of indigenous yeast isolated 
from papaya waste in generating ethanol on high 
osmotic pressure condition [19]. Mostly yeast growth 
was inhibited by the osmotic pressure that resulted 
from high contents of sugar up to 30 % [20] [16]. 

However, higher ethanol also could be resulted 
from high sugar available because ethanol generated 
from sugar fermentation by microorganism [21]. The 
rate of ethanol generation was also influenced by 
sugar concentration [19]. Therefore, the ability in 
tolerating high glucose contents was important in 
resulting high ethanol.  

At the beginning of fermentation, yeasts with the 
ability to tolerate osmotic pressure could consume 
glucose, doing glycerol synthesis and producing low 
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acid [22]. High glucose osmotic stress can be 
combated by efficient glycerol transport into inside 
the yeasts cell [23]. Assimilation succinic and acetic 
acid by several non-Saccharomyces yeasts could help 
in surviving the osmotic stress condition [22] [24]. 
 
Yeasts Tolerance towards High Ethanol 

Figure 3 has been shown all the indigenous yeast 
isolates had tolerance ability towards high ethanol up 
to 30% which determined by optical density of 
isolates Y1 (0.096), Y2 (0.075), and Y3 (0.070). The 
yeast presence on high ethanol environment due to 
normally papaya waste contains high sugar and the 
ethanol was accidentally generated when the 
putrefaction occurs. 

High ethanol contents could delay the growth of 
yeasts [25]. Ethanol interrupt the permeability of 
yeast cell wall then the sorting and signaling function 
will be disturbed so that the growth, fermentation and 
viability of yeasts cell also decrease [26]. Therefore, 
ethanol tolerance test was performed to find out the 
indigenous yeast capability in tolerating stress 
resulting from high ethanol. 
 

 
 
Fig. 3 Yeast optical density on high ethanol media 
 
Ethanol fermentation 

Indigenous yeast isolate of Y1 chosen as best 
isolate with the ability in tolerating glucose and 
ethanol up to 30% then used to ferment the papaya 
waste for resulting ethanol. The results (Fig. 4) 
showed that the ethanol contents tend to increase until 
48h with the contents of 4.34±0.086 %, then decrease 
at 72h (1.28±0.001 %). 

Natural ethanolic fermentation usually occurs and 
dominated by non-Saccharomyces yeasts at the early 
stages of fermentation [27]. The dominance will last 
for 2-3 days and affect the ethanol contents until 5% 
then decrease [28]. 

Early fermentation has shown the high rate of 
yeasts growth by utilizing amino acids and vitamins 
for continuing the ethanol fermentation [29]. Organic 
acids, esters, and ethanol dominated the early stage 
fermentation which resulted from β-glucosidase, β-
xylosidase and some proteases enzyme [20].  

 
 

 
 
Fig. 4 Ethanol fermentation 

 
After the growth end, non-Saccharomyces yeasts 

have respiro-fermentative regulatory mechanism that 
can decrease ethanol contents [31]. Carbon source 
available is consumed for respiration so that the 
ethanol decreases [32] [33].  

 
Yeast Identification 

Gene sequencing results (Table 1) showed that the 
ITS1 primer gained 725 of 756 (95.90%) sequences 
identical with Pichia sp. stains QAUPK01 
(KT987926.1) and the nearest phylogenetic relatives 
which shown by the tree (Fig. 6). Meanwhile, the 
results of ITS 4 primer had shown higher identical 
sequences with 531 of 552 (96.20%) identical with 
Pichia sp. stains AQGWD7 (KP721590.1) with the 
nearest phylogenetic relatives shown by Fig. 7. The 
indigenous yeast isolate has close relatives with 
Pichia kudriavzevii, Candida xylopsoci, and 
Issatchenkia sp.  

 
Table 1 Results of Yeast Identification 
 

Primer ITS1 ITS4 
Identities 725/756 531/552 
Percent Identities 95.90 96.20 
Nearest phylogenic relative Pichia sp. Pichia sp. 
Strain QAUPK01 AQGWD 7 
Accession number KT987926.1 KP721590.1 

 
Pichia kudriavzevii previously known as 

Issatchenkia orientalis has been isolated from various 
natural sources and used for ethanol production. 
Some other strain of Pichia kudriavzevii also shown 
tolerance towards acid, ethanol, thermal and salt 
stress with higher thermotolerant activity than 
conventionally used ethanol-fermenting yeasts i.e. 
S.cerevisiae [34]. Pichia kudriavzevii is acidophilic 
yeasts which grow better under acidic conditions (pH 
of 4-6) that could lead the intracellular enzymes for 
optimal sugar conversion to ethanol and the other 
study mentioned that the yeast presenting ethanol 
tolerance ability[35] [36]. 

The ability of indigenous non-Saccharomyces 
yeasts in naturally grown and producing ethanol at 
room temperature has been escalated since the 
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ethanol-tolerance ability characterized [37]. Gidado, 
et al. [36] found that indigenous yeast species with 
identical sequence of 97-98% to Pichia kudriavzevii 
has the ability to grow and ferment ethanol up to 20% 

v/v. Pichia kudriavzevii strains GY1 was the most 
adaptive, efficient and effective in various sugas 
(fructose, galactose, glucose, lactose and sucrose) 
utilization for ethanol production [38].  

 
 
Fig. 6 ITS1 Phylogenetic Tree 

 
 
Fig. 7 ITS4 Phylogenetic Tree 

 
CONCLUSION 

Three yeast-like colonies isolated from papaya 
wastes. Isolate Y1 chosen as best isolate in tolerating 
stress from glucose and ethanol contents up to 30% 
with the OD of 0.4699 and 0.0960 respectively. The 
chosen indigenous yeast isolates fermenting 
4.34±0.086% v/v ethanol from papaya waste for 48h. 
Gene identification gained 96.20% (531/552) 
sequence identical with Pichia sp. strain AQGWD 7. 

ACKNOWLEDGEMENTS 
Author would like to thank Rector of Universitas 

Padjadjaran for the Research Fundamental Grant of 
Hibah Internal Unpad and Travel Award 2018. Also 
thanked the Student Research Group, Vivi Fadila 
Sari, Isfari Dinika and Syarah Virgina who helped in 
the laboratory. 
 
 

Y1_ITS4 

Y1_ITS1 



SEE - Nagoya, Japan, Nov.12-14, 2018 

1064 
 

REFERENCES 
 

[1] Jara-Samaniego J., Pérez-Murcia M. D., 
Bustamante M. A., Paredes C., Pérez-Espinosa 
A., Gavilanes-Terán I., et al., Development of 
organic fertilizers from food market waste and 
urban gardening by composting in Ecuador. 
PLoS ONE, Vol. 12 Issue 7, 2017: e0181621. 
https://doi.org/10.1371/journal.pone.0181621 

[2] Sadh P. K., Duhan S., and Duhan J. S., Agro-
industrial wastes and their utilization using solid 
state fermentation: a review. Bioresources and 
Bioprocessing, Vol. 5 Issue 1, 2018, pp.1-15.  

[3] Onthong U., and Juntarachat N., Evaluation of 
biogas production potential from raw and 
processed agricultural wastes. Energy Procedia, 
Vol. 138, 2017, pp.205-210. 

[4] Budiyono, Manthia F., Amalia N., Matin H. W. 
A., and Sumardiono S., Production of biogas 
from organic fruit waste in anaerobic digester 
using ruminant as the inoculums. MATEC Web 
of Conferences, Vol. 156 Issue 3, 2018, pp.1-5. 

[5] Jayaprakashvel M., Akila S., Venkatramani M., 
Vinothini S., Bhagat J., and Hussain J. A., 
Production of bioethanol from papaya and 
pineapple waste using marine associated 
microorganisms. Biosciences Biotechnology 
Research Asia, Vol. 11 (SE), 2014, pp.193-199. 

[6] Jahid M., Gupta A., and Sharma D. K.,. 
Production of bioethanol from fruit wastes 
(banana, papaya, pineapple and mango peels) 
under milder conditions. J. Bioprocess Biotech, 
Vol. 8 Issue 3, 2018, pp. 1-11. 

[7] Promon, S. K., Studies on isolation of yeast from 
natural sources for bioethanol production from 
vegetable peels and the role of cellulose 
degrading bacteria (Bacillus subtilis) on ethanol 
production. Bangladesh: BRAC University, 
2015. 

[8] Kowser J., Aziz M. G., and Uddin M. B., 
Isolation and characterization of Acetobacter 
aceti from rotten papaya. J. Bangladesh Agril. 
Univ., Vol. 13 Issue 2, 2015, pp. 299-306. 

[9] Htet N. N. W., Hlaing T. S., Yu S. Z., and Yu S. 
S. Isolation and characterization of xylose-
utilizing yeasts for ethanol production. J. 
Bacteriol. Mycol. Open Access, Vol. 6 Issue 2, 
2018, pp. 109-114. 

[10] Utama G. L., Kurnani T. B. A., Sunardi, 
Cahyandito M. F., and Roostita, L. B. Joint cost 
allocation of cheese-making wastes 
bioconversions into ethanol and organic liquid 
fertilizer. Bulgarian Journal of Agricultural 
Science, Vol. 23 Issue 6, 2017, pp. 1016-1020. 

[11] Utama G. L., Kurnani T. B. A., Sunardi and 
Roostita, L. B. Reducing cheese-making by-

product disposal through ethanol fermentation 
and the utilization of distillery waste for fertilizer. 
International Journal of GEOMATE, Vol. 13 
Issue 37, 2017, pp. 103-107. 

[12] Indah H., Putri F., and Utama G.L. Preliminary 
studies of halophilic yeasts antimicrobial 
activities isolated from cocoa bean pulp towards 
E. coli and Salmonella spp. International Journal 
on Advance Science, Engineering and 
Information Technology, Vol. 5 Issue 2, 2015, pp. 
107-109.   

[13] Putri F., Indah H., and Utama G.L. Preliminary 
Identification of Potential Halophilic Bacteria 
Isolated from ‘Asam Sunti’–Indonesian 
Traditional Herbs, in Inhibiting the Growth of E. 
coli and Salmonella spp. International Journal on 
Advance Science, Engineering and Information 
Technology, Vol. 5 Issue 3, 2015, pp. 152-154.   

[14] Utama G. L., Putri F., Indah H., and Balia R. L. 
Preliminary identification of inhibition activities 
towards Eschericia Coli and Salmonella spp. by 
pickle's indigenous halotolerant bacteria. 
International Journal on Advance Science, 
Engineering and Information Technology, Vol. 5 
Issue 2, 2015, pp. 123-125.   

[15] Utama G. L., Kurnani T. B. A., Sunardi, and 
Balia R. L. The isolation and identification of 
stress tolerance ethanol-fermenting yeast from 
mozzarella cheese whey. International Journal on 
Advance Science, Engineering and Information 
Technology, Vol. 6 Issue 2, 2016, pp. 252-257. 

[16] Parameswari K., Hemalatha M., Priyanka K., and 
Kishori B. Isolation of yeast and ethanol 
production from papaya (Carica papaya) and 
grape (Vitis vinifera) fruits. International Journal 
of Scientific and Engineering Research, Vol. 6 
Issue 2, 2015, pp. 100-104. 

[17] Utama G. L., Sugandi W. K., Lembong E., and 
Suryadi E. Isolation and identification of ethanol 
and glucose tolerance yeasts strain from Tacca 
leontopetaliodes. Microbiology Indonesia, Vol. 
11 Issue 4, 2017, pp. 129-136. 

[18] Utba F., Balia R. L., and Utama G. L. The 
presence of indigenous yeasts with proteolytic 
activity isolated from homemade-mozzarella 
whey. Scientific Papers Series-Management, 
Economic Engineering in Agriculture and Rural 
Development, Vol. 18 Issue 1, 2018, pp. 507-513. 

[19] Thancharoen, K. Rotten banana waste 
management for bioethanol producing 
ethanologenic yeast. Conference Proceedings, in 
Proc. Int. Conf. on Biologica, Civil and 

javascript:void(0)
javascript:void(0)
javascript:void(0)
javascript:void(0)
javascript:void(0)


SEE - Nagoya, Japan, Nov.12-14, 2018 

1065 
 

Environmental Engineering, 2015. 
[20] D’Amato D., Corbo M. R., Del Nobile M. A., 

and Sinigaglia M. Effects of temperature, 
ammonium and glucose concentrations on yeast 
growth in a model wine system. International 
Journal of Food Science and Technology, Vol. 
41, 2006, pp. 1152-1157. 

[21] Jaiswal A., Tomer D., and Bhatnagar T. 
Bioethanol production by novel indigenous yeast 
strains from lignocellulosic waste. J. Microb. 
Biochem. Technol., Vol. 8, 2016, pp. 474-477.  

[22] Rantsiou K., Dolci P., Giacosa S., Torchio F., 
Tofalo R., Torriani S., et al. Candida zemplinina 
can reduce acetic acid produced by 
Saccharomyces cerevisiae in sweet sine 
fermentations. Applied and Environmental 
Microbiology, Vol. 78 Issue 6, 2012, pp. 1987-
1994. 

[23] Mukherjee V., Redecka D., Aerts G., Verstrepen 
K. J., Lievens B. and Thevelien J. M. Phenotypic 
landscape of non-conventional yeast species 
from different stress tolerance traits desirable in 
bioethanol fermentation. Biotechnology for 
Biofuels, Vol. 10 Issue 216, 2017,  pp. 1-19. 

[24] Nakayama S., Morita T., Negishi H., Ikegami T., 
Sakaku K., and Kitamoto D. Candida krusei 
produces ethanol without producing succinic 
acid a potential advantage for ethanol recovery 
by pervoration membrane separation. FEMS 
Yeast Research, Vol. 8, 2008, pp. 706-714. 

[25] Ali M., Chernova T. A., Newnam G. P., Yin L., 
Shanks J., Karpova T. S., et al. Stress-dependent 
proteolytic processing of the actin assembly 
protein Lsb1 modulates a yeast prion. Biol. 
Chem., Vol. 289 Issue 40, 2014, pp. 27625-39. 

[26] Navarro-Tapia E., Nana R., Querol A. and Pérez-
Torrado R., Ethanol cellular defense induce 
unfolded protein response in yeast. Front. 
Microbiol., Vol. 7 Issue 189, 2016, pp. 1-12. 

[27] Wang C., Mas A., and Esteve-Zarzoso B., 2016. 
The interaction between Saccharomyces 
cerevisiae and non-Saccharomyces yeast during 
alcoholic fermentation is species and strain 
specific. Front. Microbiol., Vol. 7 Issue 502, 
2016, pp. 1-11. 

[28] Romano P., Fiore C., Paraggio M., Caruso M., 
and Capece A., Function of yeast species and 
strains in wine flavour. Int. J. Food Microbiol., 
Vol. 86 Issue 1-2, 2003, pp. 169-80. 

[29] Ciani M., Capece A., Comitini F., Canonico L., 
Siesto G. and Romano P. Yeast interactions in 
inoculated wine fermentation. Front. 

Microbiol.,Vol. 7 Issue 555, 2016, pp. 1-7. 
[30] Lopez S., Mateo J. J. and Maicas S. Screening of 

Hanseniaspora strains for the production of 
enzymes with potential interest for winemaking. 
Fermentation, Vol. 2 Issue 1, 2015, pp. 1-16. 

[31] Ciani, M. and Comitini, F., Yeast interaction in 
multi-starter wine fermentation. Curr. Opin. 
Food Sci., Vo1. 1, 2015, pp. 1-6. 

[32] Quirós M., Rojas V., Gonzalez R., and Morales, 
P., Selection of Non-Saccharomyces yeast 
strains for reducing alcohol levels in wine by 
sugar respiration. Int. J. Food Microbiol., Vol. 
181, 2014, pp. 85-91. 

[33] Gobbi M., De Vero L., Solieri L., Comitini F., 
Oro L., Giudici P., and Ciani M., Fermentative 
aptitude of non-Saccharomyces wine yeast for 
reduction in the ethanol content in wine. Eur. 
Food Res. Technol., Vol. 239, 2014, pp. 41-48. 

[34] Chamnipa N., Thanonkeo S., Klanrit P., and 
Thanonkeo P. The potential of the newly isolated 
thermotolerant yeast Pichia kudriavzevii RZ8-1 
for high temperature ethanol production. 
Biotechnol. Ind. Microbiol., Vol. 49 Issue 2, 
2018, pp. 378-391. 

[35] Ruyters S., Mukherjee V., Verstrepen K. J., 
Thevelein J. M., Willems K. A., and Lievens B. 
Assessing the potential of wild yeasts for 
bioethanol production. J. Ind. Microbiol. 
Biotechnol., Vol. 42 Issue 1, 2015, pp. 39-48. 

[36] Maxwell, G. R. S., Archibong, E. V., Ogechi, N, 
Chibuzor, I. A., Nennaya, I. R., and Ogbe, S. B. 
Isolation and identification of local ethanol 
tolerant yeast populating distillation and milling 
sites in Nigeria. American J. of BioScience, Vol. 
4 Issue 5, 2016, pp. 58-63. 

[37] Maxwell G. R. S., Anna O. O., Akpan E. G., 
Chidoize O. P., Nennaya I. R., and Josiah H. 
Isolation and characterization of yeast inhabiting 
alcohol processing environment in Bayelsa State, 
Nigeria. Adv. in Appl. Sci., Vol. 1 issue 3, 2016, 
pp. 78-85. 

[38] Maxwell G. R. S., Anna O. O., Akpan E. G., 
Nennaya I. R., and Ogbe S. B.. Ethanol 
production by alcohol tolerant yeasts using 
different carbohydrate sources. Adv. in Appl. 
Sci., Vol. 2 issue 5, 2017, pp. 69-74. 



4th Int. Conf.  on Science, Engineering & Environment (SEE), 
 Nagoya, Japan, Nov.12-14, 2018, ISBN: 978-4-909106018 C3051  

1066 

MOBILE DEVICES: ITS IMPACT TO ACADEMIC PERFORMANCE 

Charito G. Ong1, Cipriana P. Flores2  
1 University Registrar, University of Science and Technology of Southern Philippines, Cagayan De Oro City 

2Senior Faculty, San Isidro College, Malaybalay City 

ABSTRACT 

Notwithstanding the step up in educational indicators like college attendees, noteworthy challenges linger 
concerning the delivery of quality education in both public and private institutions. To ably find feasible 
resolutions to these challenges, a large amount of hope is placed in new information and communication 
technologies (ICTs), mobile phones being one example(Ramos,2008). This paper evaluated the crucial role of 
mobile phone-facilitated learning to enhance educational outcomes in Capitol University by investigating the 
results of mobile learning intervention. Specifically, this research examined the impact of mobile phones to 
College English performance in two specific ways: 1) its influence to language ratings, and 2) in promoting 
communicative competence. Analysis of the language classrooms through classroom observation indicated that 
there is relevant evidence of mobile phones facilitating students’ communicative competence in their English 
language classes. Mobile learning, or mLearning, in this paper takes advantage of opportunities offered by 
portable technologies. The term covers: learning with portable technologies, where the focus is on the 
technology which could be in a fixed location, such as a classroom; learning across contexts, where the focus 
is on the mobility of the learner, interacting with portable or fixed technology; and learning in a mobile society, 
with a focus on how society and its institutions can accommodate and support the learning of an increasingly 
mobile population (Atkinson, 2007). The concept of mobile learning   understood as learning facilitated by 
mobile devices in this paper gains toehold in the academic society. Findings of the rising number of mLearning 
associated by the development of students’ communicative competence earned focus here as well. With the 
escalating interest now being given to the function of mobiles in the educational sector of the academe, there 
is a need at this point in time to take stock of the available evidence of the educational benefits that mobile 
phones provide towards students’ language competencies. Thus, this paper explores the results of observing 
mLearning-abled-students that took place in Capitol University in relation to their Language performance in 
their English classes. In exploring how mobile phone-facilitated mLearning contributes to improved language 
competencies, this paper earned two specific issue-results: 1) the influence of mobiles in English Language 
performance was declared highly significant based on findings, and 2) the role of mobiles in promoting 
students’ communicative competence was rated highly exceptional. Of note, the classes observed mostly used 
mobile phones in their language classes. The formation of this paper flows as follows. After the introduction, 
the paper slots in with the literature that discusses how mobile technology can address interrelationship with 
communicative competencies. The paper then examines college English classes that involved the use of mobile 
phones as a teaching methodology. The paper wraps up with a discussion of the potential of mobile phone-
facilitated mLearning in improving language skills as well as with indications for possible future areas of 
research.  

Keywords: Mobile phones, mobile learning, communicative competence, information and communication 
technologies, language ratings 

INTRODUCTION 

Mobile learning is considered special compared to 
other types of learning activity. An essential case 
in point is that learners are continually on the 
move; hence a proof. A study by Vavoula (2005) 
of everyday adult learning found that 51% of the 
reported learning episodes took place at home or in 
the learner's own office at the workplace, i.e. at the 
learner's usual environment. The rest occurred in 

the workplace outside the office (21%), outdoors 
(5%), in a friend's house (2%), or at places of 
leisure (6%). Other locations reported (14%) 
included places of worship, the doctor's. 

In the context of language education, this reality 
exists outside the formal learning environment. 
The history of simulations in language education 
goes back to the time when language learning was 
formulated as "communicative competence". 

http://academic.research.microsoft.com/Search.aspx?query=mobile+learning
http://academic.research.microsoft.com/Search.aspx?query=adult+learning
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Language education operationalized this insight in 
the concept of "task" (Prahbu, 1987). Where tasks, 
so to speak, involved simple hypotheses about 
communicative functions, simulations represented 
a more sophisticated way to "orchestrate" the quest 
for communicative competence. A wide range of 
exciting simulations were invented and tested 
through role play, reflecting real authentic 
linguistic situations.  

From a recent review in languages, technology and 
learning (Milton 2006) posited that learning a 
language is different from any other subject in the 
curriculum. It combines explicit learning of 
vocabulary and language rules with unconscious 
skills development in the fluent application of both 
these things. For language learners, this implies 
that they should be able to master both 
grammatical knowledge and fluency, the latter 
being often difficult to provide in classrooms 
where a couple of lessons a week may fail to 
provide the meaningful exposure to the foreign 
language required for learning. Games and 
simulations have been part of second and foreign 
language education for decades (Crookall 2007, Li 
& Topolewski 2002). Simulation/gaming 
techniques proved to be an extremely powerful 

means of helping people to acquire foreign or 
second language skills (Crookall & Oxford 1990, 
Baltra 1990, Li & Topolewsky 2002, Garcia-
Carbonell, Rising, Montero and Watts 2001).  

In the recent years until today, learning comes in 
coexistence with mobile devices used by the 
millennial-learners. Though educators have 
recently voiced concern about the detrimental 
effect that text messaging is having on teenagers’ 
vocabulary; it is still mostly utilized in extending 
students’ vocabulary.  

Figure 1 below illustrates in schematic form the 
theoretical components of this research showing 
the relationship between the different elements of 
the study model. 

The students’ language performance takes the 
main role in the model. In the academe, the 
students are considered as the core in the process. 
To meet the objectives for them to learn, different 
strategies are employed. Teachers make use of 
simulations, games, language guides, mobile 
phones, and web-chat. The end all specifically 
contribute to the development of students’ 
language competence and academic rating. 

Simulations Games Mobile City and 
Language Guides 

Students’ Language 
Performance 

Mobile Phones in 
Vocabulary Learning 

Text-Based Web Chat 

Fig.1  The theoretical framework of the research 

Language ratings 
and competence  
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METHODOLOGY 

This research was done using teacher and student 
questionnaires, students’ reflective diaries, 
impromptu feedback from students and teachers 
which were gathered in the school through a focus 
group discussion. Observation of classes was 
likewise employed for two weeks with an hour 
daily session.  

The questionnaire content focused on how students 
fair in their classes with the aid of mobile phones. 
Similar topic was sought for in the students’ 
reflective diary, impromptu feedback and focus 
group discussion. Moreover, in the classroom 
observation, the researchers took notes of the 
students’ speaking engagement time.  

FINDINGS 

The following findings were found out in the 
conduct of the study: 

1. Both students and teachers stated that
students had made progress in speaking
English as a result of being immersed
with the learning. Students remarked on
progress made in comprehension,
competence, grammar and vocabulary.
Students regarded the integrated
technologies as a positive move from
more traditional methods of learning
English. They embraced the ‘new age’
technology and it proved to break down
barriers to students’ learning and
speaking of English. 95% of respondents
reported that they had ‘enjoyed’ using the
technology for teaching and learning
English.

2. Students also reported a reduced amount
of pressure in communicating through
English using the integrated technologies
than they usually experienced in face-to-
face settings in the classroom. Students’
abilities to   learn autonomously were
enhanced – the technologies facilitated
learning at any time, in any place and at
the students’ own pace. 93% of students
recommended that other students should
also be given the opportunity to use the
technologies for learning and practicing
English.

3. In the reflective notes, 35 respondents
commented that they, as mobile learners
began to expect and demand the ability to
seamlessly manage and synchronize
assignment access, delivery, review and
completion between their desktop PC and

their mobile devices. The students 
identified challenges related to the 
workings of the mlearning system.  

4. In the focus group discussion, students
made suggestions for improvements to
the system should the mlearning be
extended. They wanted more experiences
of it in their other classes; not only in
English subject. Moreover, teachers
commented positively on the shift from
more teacher-led learning to student-led
learning that mlearning allowed.
Teachers noticed increased motivation
and student interest for using English.
They stated that students found using the
technologies more interesting and fun
compared with the traditional learning
methods.

5. Teachers also observed as manifested in
the questionnaire answer that students
learned certain topics faster when using
the technologies. Teachers’ perspectives
on the technology impact were also
positive. They reported enjoying the shift
from providing feedback in a traditional
manner using ‘a red pen’ to more modern
ways via feedback sheet. They also
commented favorably on their increased
ability to hear more from those students
who are usually shy in the classroom
thereby promoting students’
communicative competencies. Teachers
commented on the success of the text-
message delivery of English vocabulary –
to such an extent that students requested
that they could receive vocabulary during
their summer break to their personal
mobile phones. Likewise, teachers
commented that for the entire term,
students’ language ratings improved.

6. Though some students switched phones
and others dropped out without advising
their teachers, it was observed in the
classroom observation done by the
researchers that students were given
enough time to communicate. They were
excited to share their experiences using
the mobile phone as a tool. Most of the
students were confident and revealed
communicative competence as they
phased on with the activities.

CONCLUSIONS 

The subsequent conclusions were drawn from the 
findings of this study: 

1068 



SEE - Nagoya, Japan, Nov.12-14, 2018 

1. Keegan (2003) says mobile learning will
provide the future of learning. This
statement was proven true for this
research and has provided an insight into
the role mobile learning could play in the
future of the English language. The
ability of teachers and students alike to
embrace the change is vital. The students’
self-esteem were boosted through the use
of mobile phone as a tool for learning.
Learning was fun for them, not a chore.

2. The respondents that followed the SMS
modules indicated that the modules
enabled them to pursue their school work
according to their own schedule.
Obviously, the mobile learning system
enabled these students to have higher
ratings and communicate effectively in
English. Some students even pointed to
the added benefit of being able to do their
lessons during breaks.

3. Overall, the students’ expressed interest
in following modules covering their
English subject areas was an amazing
edge. They likewise expressed
excitement regarding the use of mobiles
for learning. Hence, mobile learning must
be considered as a must for use in the
tertiary level in the Philippine school
system.

RECOMMENDATIONS 

As a result of the aforesaid findings and conclusions, the 
following items are recommended: 

1. Another study can be done in this same topic
covering other subject areas such as Filipino
and Mathematics. These are considered
difficult subjects in the Philippines as more
exposure of students are English based.

2. Communicative teaching coupled with mobile
learning should be tried out in the tertiary
level. After all, this is but the goal of teaching,
for students to be able to communicate.

3. Maintaining the student-centered approach
among classes is further recommended as a
possible avenue for research. This is to be tied
up with modules that promote student
competence.
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ABSTRACT 

This paper presents our exploratory study on the development of a nanomaterial-enhanced inorganic polymer-
based composite that can be used for environmental application. Geopolymer, also known as a kind of alkali-
activated material, is an inorganic polymer binder formed from chemical reactions of alumino-silicate oxides or 
alkaline activation of reactive alumino-silicate materials resulting in two- or three-dimensional polymeric 
network of Si-O-Al bond. This material has been recently gaining attention as an alternative binder for Ordinary 
Portland cement (OPC) due to its waste valorization opportunities, lower embodied energy and CO2 footprint. 
However, the geopolymer technology is not the “cure-all” for material selection problem. Geopolymers would 
have a wide range of properties depending on the raw materials and process conditions. This paper thus present 
the recent results from our experimental studies in the Philippines using coal fly ash and waste pen shell to 
produce geopolymer beads, wherein the porous matrix are functionalized and enhanced with nanomaterials such 
as nanosilver. 

Keywords: fly ash, geopolymer, alkali-activated material, nanomaterial, waste pen shells 

INTRODUCTION 

The term geopolymer was first coined by Joseph 
Davidovits back in the 1970’s, pertaining to a class 
of material whose molecular structure consists of an 
amorphous to semi-crystalline inorganic network of 
mineral molecules [1]. The mechanical properties of 
geopolymers, such as its compressive strength and 
density, are generally comparable to that of Ordinary 
Portland Cement (OPC). They are also reportedly 
more resistant to chemical attacks, such as exposure 
to acidic environments, as well as fire damage. 
Because of these specific properties, plenty of 
researches today focus on the use of geopolymers as 
a more environmentally-friendly construction 
material.  

Recent studies on geopolymers have started to 
investigate its applications for other industries, 
particularly in refractory materials [2,3], in 
solidification/stabilization of heavy metals lining for 
cement pipes to increase their durability [6], and in 
treating contaminated water [7].  

In this study, a new potential application of 
geopolymers will be explored. They will be formed 
into bead shapes about 4-5mm in diameter and used 
as matrices for nanosilver attachment. Foaming 
agents were also used to increase the porosity of the 
beads. These beads were then coated with nanosilver 

and tested for its antimicrobial activity against E. 
coli in water.  

MATERIALS AND METHOD 

Materials 

Coal Fly Ash (CFA) from Central Luzon, 
Philippines and waste pen shells from the 
southernmost part of Luzon were used as the solid 
raw materials. On the other hand, NaOH micropearls 
and water glass solution were used as activating 
solution. Hydrogen peroxide (50% solution) and 
Sodium Lauryl Sulfate (SLS) were used to adjust the 
density of the geopolymer paste and provide added 
porosity to the beads. AgNO3 and NaBH4  was used 
for the nanosilver coating of the beads. 

Synthesis of  Geopolymer Beads 

Geopolymer beads were synthesized using a 
modified method described in [8,9]. The waste pen 
shells were first washed, dried, and crushed to small 
pieces. Then, they were calcined in a furnace for two 
hours at 700oC. The calcined shells were finally 
crushed with a mortar and pestle, and sieved to mesh 
#200. Figure 1 shows the waste pen shells before 
and after calcination. 

https://paperpile.com/c/Sk0Mrf/WWGO
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Fig. 1 Waste Pen Shells Before and After 
Calcination 

The fly ash and the calcined shells were first 
combined at a total weight of 80g to form the solid 
precursor. An amount of 7.47g of a 12M NaOH 
solution was added with 29.87g of WGS to form the 
alkali activator solution. The solid precursor was 
then added to the alkali activator and stirred by hand 
for 1 minute. 1.7mL of water was also added, then 
hand-stirring was done for another 2 minutes. 
Finally, varying masses of a 50% H2O2 solution was 
dropped in, ranging from  0.15% to 0.35% of the 
mass of the geopolymer. This was stirred thoroughly 
for another 2 minutes. The resulting paste was 
brown and had a thick consistency.  

The geopolymer paste was then loaded into a 
syringe and dropped into a hot PEG-600 solution at 
90oC. The dropwise addition of the paste, coupled 
with the high temperature of the medium, allows the 
paste to rapidly solidify into 4-5mm beads shown in 
Fig. 2. The formed beads were left in the PEG for 
about 20 minutes in order to fully harden, then 
transferred, rinsed thoroughly, and left to cure in a 
laboratory oven at 90oC for 24 hours. 

Fig. 2 Geopolymer Beads 

Nanosilver Coating of the Geopolymer Beads 

An in-situ reduction process of AgNO3 into 
nanosilver was done with the beads. Exactly 20mL 
of AgNO3 with a concentration of ranging from 
0.1M to 0.5M was introduced to a beaker containing 
20 geopolymer beads. This allows the silver ions in 
the AgNO3 to be attached to the geopolymer. The 
beads in AgNO3 solution was left for 2 hours. After, 
the AgNO3 was decanted off, and another 20mL of 

fresh AgNO3 of the same concentration was added. 
This ensures the entire surface of the geopolymer, 
including all accessible pores, have been covered 
with the silver ions. This was left for another 2 hours, 
then decanted off. Lastly, 20mL of 1M NaBH4 was 
added into the silver-ion-coated geopolymer. This 
rapidly reduced the attached silver ions on the 
geopolymer surface into nanosilver. The NaBH4 was 
left for two hours, then again decanted off. The 
resulting nanosilver-coated geopolymer was then 
allowed to dry in a laboratory oven at 60oC before 
storing for future use. 

Antimicrobial Activity Test of Geopolymer Beads 

A 105 cfu/mL inoculum was first prepared using 
a culture of E. coli made 24 hours prior to the 
experiment. The 30mL of this inoculum was placed 
in a beaker containing 20 nanosilver-coated beads. 
The beaker was then agitated in an orbital shaker set 
at 300rpm. Exactly 1.5mL of 5% (wt) solution of 
sodium thiosulfate was added 30 minutes after. This 
immediately halts the antimicrobial activity of the 
silver ions. Then, 1mL of the liquid from each 
sample and their serial dilutions (up to 10-3) were 
plated in agar and left to incubate at 37oC for 24 
hours. 

RESULTS AND DISCUSSION 

Surface Morphology 

SEM-EDX analysis was done on the uncoated 
beads to examine their surface morphology. Figure 3 
shows the SEM images of the geopolymer bead. The 
porous surface of the geopolymer is evident from 
these images.  

Fig. 3 SEM Image of Porous Uncoated Beads 
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Fig. 4 SEM-EDX of Uncoated Beads 

On the other hand, Fig. 4 shows the EDX 
analysis. It can be seen from the elemental analysis 
that C and O are the main constituents on the 
geopolymer surface. This is attributed to the 
formation of Na2CO3 and CaCO3, from the 
carbonation of NaOH and Ca(OH)2, respectively 
[10]. FTIR analysis was also done on the beads 
before and after washing them. It is expected that 
washing will remove some of the carbonate species 
from the geopolymer, particularly Na2CO3. Figure 5 
shows the FTIR spectrum.  

Fig. 5 FTIR Spectrum of Washed and Unwashed 
Beads 

The broad peak between 3400cm-1 and 3500cm-1 
correspond to the OH stretching vibrations and in 
the hydration products of the geopolymer. On the 
other hand, the sharp peak at ~1400cm-1 is attributed 
to the asymmetric stretching vibrations from the O-
C-O bonds in the carbonate groups. This is present 
in both of the samples. A peak at ~880cm-1 is also 
indicative of the presence of calcite species [10]. For 
both of these peaks, a difference in intensity was 
observed for the washed samples, an indication that 
indeed some of the carbonates have been removed 
from washing. On the other hand, the peaks at ~1050 

cm-1 are attributed to the asymmetric vibrations of 
the Si-O/Al-O bonds in the SiO4 and AlO4 groups 
[11], while the peak at ~700 cm-1 may be from 
bending vibrations from the Si-O-Si and Si-O-Al gel 
[10]. 

Nanosilver-coated geopolymer 

Figure 6 shows the surface morphology of the 
nanosilver-coated beads. It can be seen that a fine, 
powdery substance is predominant on the surface. 
EDX analysis shows this substance is mostly silver, 
with smaller amounts of oxygen and carbon. 

Figure 6.     SEM Image of Nanosilver-Coated Beads 

Figure 7.     SEM-EDX of Nanosilver-Coated Beads 

Antimicrobial activity of the geopolymer beads 

 Equation 1 was used to compute for the 
antimicrobial efficiency, AE. 

𝐴𝐴𝐴𝐴 = 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖−𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖

× 100%            (1) 

Table 1 summarizes the results from the anti-
microbial test of the beads. Using statistical analysis 
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via ANOVA, it was inferred that the amount of H2O2, 
the concentration of AgNO3, and the interaction 
between these two factors are significant. The 
resulting regression model is also shown in Eq. 2. It 
is evident from the results that majority of the trials 
were successful in eliminating at least 95% of the E. 
coli in the water sample. 

Table 1    Antimicrobial Efficiencies 
%H2O2 AgNO3 (M) AE (%) 

0.25 0.3 95.46 
0.15 0.3 93.58 
0.25 0.3 97.97 
0.25 0.5 95.94 
0.35 0.1 99.56 
0.15 0.1 98.7 
0.35 0.5 97.61 
0.35 0.3 98.88 
0.25 0.3 97.79 
0.15 0.5 87.68 
0.25 0.3 98.65 
0.25 0.3 99.94 
0.25 0.1 99.94 

𝑨𝑨𝑨𝑨 = 𝟏𝟏𝟏𝟏𝟏𝟏.𝟏𝟏 − 𝟕𝟕.𝟐𝟐𝑯𝑯𝟐𝟐𝑶𝑶𝟐𝟐 − 𝟒𝟒𝟐𝟐.𝟓𝟓𝑨𝑨𝟓𝟓𝟓𝟓𝑶𝑶𝟏𝟏 +
 𝟏𝟏𝟏𝟏𝟏𝟏.𝟒𝟒𝑯𝑯𝟐𝟐𝑶𝑶𝟐𝟐 ∗ 𝑨𝑨𝟓𝟓𝟓𝟓𝑶𝑶𝟏𝟏          (2) 

From the interaction plot (between the amount of 
H2O2 added and the concentration of AgNO3 used) 
shown in Fig. 8, it is evident that overall, increased 
H2O2 had a positive effect on the antimicrobial 
efficiency. This was as expected, as increasing H2O2
amounts increases the porosity of the geopolymer 
beads, and thus increases the available space for 
nanosilver attachment. However, notable from the 
interaction plot is that the positive effect of H2O2 is 
magnified at high levels of AgNO3 (0.5M). This 
may be an indication that at low concentration of 
AgNO3, majority of the silver ions have already 
attached to the pore spaces; thus, increase in 
available space (brought about by introducing more 
H2O2) no longer increases antimicrobial efficiency. 
Figure 9 above shows the contour plot for 
antimicrobial efficiency. It is evident that generally, 
lower concentrations of AgNO3 produced the most 
antimicrobial beads. This may be because the use of 
higher concentrations of AgNO3 produces coarser 
nanosilver particles, thus having reduced contact 
surface with the water sample. Similar results have 
been obtained by [13], where they found that 
increasing AgNO3 concentration from 1mM to 4mM 
led to increase in particle size and decrease in 
sedimentation activation energy.   

Figure 8. Interaction Plot between %H2O2 and 
AgNO3 Concentration 

Figure 9. Contour Plot for AE 

CONCLUSION 

This study demonstrates the potential of 
producing porous geopolymer beads from fly ash 
and waste pen shells. Indication also suggests that 
nanosilver-coated geopolymers beads were effective 
in killing E. coli in a water sample, with results as 
high as 99.9% removal. Increased porosity of the 
geopolymer beads and lower concentrations of 
AgNO3 thus enhanced antimicrobial activity of the 
beads. Future work will investigate further the 
amount of silver loading and leachability in the 
beads.  
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ABSTRACT 

 
In some developing countries, such as Myanmar, mercury used for gold refining in artisanal small-scale 

gold mining (ASGM) is emitted into the atmosphere and water, causing environmental pollution. In this study, 
the diffusion of mercury from ASGM in Thabeikkyin Township, Mandalay Division, Myanmar was 
investigated. Air samples, water samples and hair were collected from the ASGM sites. The mercury 
concentration in the atmosphere in the gold mining area reached 74,000 ng/m3 at the maximum concentration, 
which exceeded WHO guideline of 1,000 ng/m3. The mercury concentration in the Ayeyarwady River and the 
groundwater pumped from the gold mining tunnel was 4.6 ng/l and 29-35 ng/l, respectively.  The limit of 
mercury in hair is considered to be 50 μg/g, at which concentration nervous symptoms may appear, while 11 
μg/g is the concentration at which adverse effects on fetuses could take place. The average mercury 
concentration in hair was 1.5 μg/g for ASGM workers, while it was 1.1 μg/g for nonworkers. An analysis of 
hair indicated that the mercury was not at a level that would adversely affect human health, so far. 
 
Keywords: Mercury, Myanmar, Hair, Water, Atmosphere 
 
 
INTRODUCTION 
 
Minamata Disease 
 

Organic mercury compounds, such as 
methylmercury (Me-Hg), which is more intensely 
toxic than inorganic compounds, could cause 
neurological symptoms when they are taken into the 
human body. Minamata disease, a mercury-related 
disease, occurred in 1950-1960 in Japan. A 
bioaccumulation took place in the fish and shellfish 
in Minamata Bay, where industrial effluent 
contaminated with Me-Hg was discharged. People 
who ingested such polluted fish and shellfish 
developed Minamata disease, resulting in loss of 
consciousness and even, sometimes, death [1].   
 
The Minamata Convention 
 

The Minamata Convention is a multilateral 
environmental agreement that obligates parties to 
reduce or control sources of mercury pollution in 
order to protect human health and the environment. 
Since mercury is easily transported across national 
boundaries [2], international cooperation was 
required for its control. The Minamata Convention 
on Mercury, adopted on October 10, 2013, and 
signed by 128 countries, is a legally binding 
international agreement that was designed 
specifically to address global mercury pollution [3]. 
The objective of the Convention is “to protect 
human health and the environment from 

anthropogenic emissions and releases of mercury 
and mercury compounds.” 

The importance of artisanal and small-scale 
gold mining (ASGM) on rural development has 
caused debate among policy makers.  However, the 
Minamata Convention includes a mix of provisions 
to control and reduce the major sources of mercury, 
including mercury use in ASGM. For example, the 
development of national action plans (NAPs) for 
ASGM is an obligation under Article 7. The best 
available technology and best environmental 
practices (BAT/BEP) must be utilized to protect 
against the sources of air pollution as organized by 
the convention. The NAP for ASGM is required to 
regulate the informal sector of ASGM and intends 
to accomplish this through requirements for 
countries. Key to such an NAP is the development 
of mercury inventories and baselines of the ASGM 
sector in order to monitor improvements and to 
establish regulatory standards for reduction [3].  

On September 24 - 29, 2017, the first 
Conference of the Parties (COP1) was held in 
Geneva, Switzerland, to initiate enforcement of the 
convention. 
 
ASGM in Myanmar 
 

The government of Myanmar, had not yet 
signed the Minamata Convention when it was 
closed to signatures on October 9, 2014. However, 
the government of Myanmar is preparing to ratify 
the Convention, as stated in a letter addressed to UN 
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Environment and the Global Environment Facility 
(GEF) on June 30, 2015. During that period, 
Myanmar participated in the Asia and the Pacific 
Regional Workshop to support the ratification and 
effective implementation of the Minamata 
Convention on Mercury from March 17 to 18, 2015, 
in Jakarta, Indonesia [4].  

The GEF and the government of Myanmar have 
initiated the collaboration project titled 
“Development of Minamata Initial Assessment and 
National Action Plan for Artisanal and Small Scale 
Gold Mining in Myanmar.” The project aims at the 
ratification and early implementation of the 
Minamata Convention by providing key national 
stakeholders in Myanmar with the scientific and 
technical knowledge and tools needed for that 
purpose [4].  

Implementation of the Minamata Convention 
will require a series of international obligations on 
the part of the government of Myanmar to reduce 
the use of mercury and to control the transport and 
import/export of mercury. These requirements 
should give the ASGM sector and responsive policy 
makers a better understanding as to how to improve 
their environment. 
 
Mercury Use in ASGM 
 

The mercury in the atmosphere includes both 
natural and anthropogenic emissions. According to 
the United Nations Environment Program (UNEP), 
1960 tons of the mercury emitted in 2010 came 
from anthropogenic activities such as ASGM, the 
burning of fossil fuels, and the production of 
cement. ASGM is the largest source of mercury 
emissions. In ASGM, mercury is used to produce a 
gold-mercury amalgam to extract gold from gold 
ore. Mercury is vaporized by burning the gold-
mercury amalgam to separate gold from the 
amalgam. This process has been adopted in many 
developing countries such as Myanmar and 
Indonesia, since it is an easy and cheap process for 
purifying gold [6]. It is reported that in the 
watershed of the Amazon river in Brazil, inorganic 
mercury turns into organic mercury to bio-
accumulate through the food chain after a large 
amount of mercury has been used for ASGM and 
released into the environment [5]. The number of 
workers engaged in ASGM is estimated to be 20 
million in more than 50 developing countries. 
Among them are 650,000 females and 1-1.5 million 
children [7]. It is concerning that the workers, 
including children, aspirate gaseous mercury, and 
the residents around ASGM eat polluted fish. 
 
Mercury Emissions from ASGM in Myanmar 
 

ASGM is operating in the Thabeikkyin 
Township, Mandalay Division of Myanmar. Gold 

ore is mined underground 20-30 m below the 
surface by digging a level after making a vertical 
tunnel (Fig. 1). A large amount of groundwater 
comes out of the tunnel and is pumped to the 
residential house in the village near the ASGM for 
daily life (Fig. 2).  

The purification process in ASGM is as follows: 
Gold ore taken from the mine underground is first 
dried up and crushed by a powdering machine (Fig. 
3). The powder is then put in a pan with water to 
separate gold particles by gravity. In the bottom of 
the pan, gold particles are collected with some sand. 
Mercury is added to the pan to extract mercury by 
the formation of a gold-mercury amalgam. The 
gold-mercury amalgam is squeezed through a cloth 
to remove liquid mercury, which remains without 
reacting to the gold (Fig. 4). Finally, an operator 
vaporizes the mercury in the gold-mercury 
amalgam using a burner to obtain purified gold. The 
vaporized mercury is emitted into the atmosphere 
without any treatment, not only polluting the 
environment but harming human health, especially 
the health of workers. 

In this study, the diffusion of mercury from 
ASGM in the Thabeikkyin Township, Mandalay 
Division of Myanmar was investigated to better 
understand the environment as related to mercury 
emissions from ASGM. 
 

 
 

Fig. 1 Vertical gold mine tunnel 
 

 
 

Fig. 2 Groundwater leaked form the tunnel 
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Fig. 3 Machine that powders gold ore 
 
 

 
 

Fig. 4 Squeezing the gold-mercury amalgam 
 
 
MATERIALS AND METHODS 
 
Site Descriptions 
 

In this study, the diffusion of mercury from 
ASGM in the Thabeikkyin Township, Mandalay 
Division of Myanmar was investigated to evaluate 
the effect of ASGM on the environment. Figures 5 
and 6 show Mandalay of Myanmar and the site 
where ASGM is operating heavily. At the ASGM 
site, five ASGMs were operating (Sites 1-5 in Fig. 
6). The atmospheric mercury concentration was 
measured at Site 5 to elucidate the spatial 
distribution. At Site 5, the mercury concentration of 
the groundwater leaked from the gold mining tunnel, 
which was pumped to residents, was measured. The 
groundwater from Sites 1-4 was sampled. The 
mercury content in human hair was measured for 
both ASGM workers and nonworkers at Sites 1-5. 
In addition, the mercury concentrations of the 
Ayeyarwady River, which flows through Mandalay, 
were measured.  
 

 

 
Fig. 5 ASGM sites in Mandalay Division of 
Myanmar 
 

 
 
Fig. 6 Enlarged map of ASGM sites 
 
 
Measurement of the Mercury Concentration in 
the Atmosphere 
 

Mercury exists in the atmosphere as gaseous 
mercury and particulate mercury. The total mercury 
is the sum of the gaseous and particulate mercury. 
The major forms of mercury in the atmosphere are 
gaseous elemental mercury (GEM, Hg(0)), reactive 
gaseous mercury (RGM, Hg(II)), and total 
particulate mercury (TPM, Hg(p)) [8]. Since Hg (0) 
is hard to dissolve in water, it has a long retention 
time in the atmosphere, and it contributes 95% of 
the total mercury in the atmosphere. Hg(p), which 
adheres to particle matter suspended in the 
atmosphere contributes several percentage points in 
general, except near the emission source [9]. 
Accordingly, the total mercury in the atmosphere 
can be estimated by measuring the gaseous mercury.  

Atmospheric samples were collected by passive 
samplers and active samplers at the same time. An 
active sampler system, which collects gaseous and 
particulate mercury separately, is shown in Fig. 7 
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[10]. GEM was collected in a tube (M-160, Nippon 
Instruments Corp., Ltd.) with an air pump (MP-Σ30, 
Shibata Science). To capture Hg(p), a quartz fiber 
filter with a pore size of 0.3 µm was attached at the 
intake nozzle. The air was aspirated at a rate of 0.5 
L min-1. The total volume of aspirated air was 
recorded in the pump system, and the atmospheric 
mercury concentrations were then calculated from 
the air volume and the amount of mercury absorbed.   

Passive samplers were also used to measure the 
spatial distribution of mercury [11]. The passive 
sampler had the same dimensions as the Ogawa 
passive sampler for sulfur dioxide, which is 
cylindrical with a diameter of 2 cmφ and a length of 
3 cm. Diffuse plates with a thickness of 2mm and 
22 holes were placed at both ends of the cylinder. 
As an absorber, a quartz fiber filter coated with gold 
was set inside the diffuse plate (Fig. 8). The main 
body and the diffuse plates were made of fluorine 
resin, which allows the sampler to be cleaned in 
acidic solution. The mercury absorbed on the quartz 
fiber filters was converted proportionally to the 
atmospheric concentrations by using the 
atmospheric concentrations obtained by the active 
sampler system. 

Two and three active samplers and 13 and 17 
passive samplers were placed at various locations 
around the ASGM for the first survey from March 
2 to 3, 2017, and for the second survey from 
October 19 to 20, respectively. The passive sampler 
was set under the roof of ASGM facilities and 
residential houses and attached to trees. It was 
covered with a cup so as not to get wet from rain 
when it is attached to trees. Active and passive 
sampling continued for 24 hours. Gaseous and 
particulate mercury collected by the active and 
passive samplers was measured using a heat-
vaporizing atomic absorption method (MA-2, 
Nippon Instruments) after taking them to Japan. 
The instrument has a detection limit of 0.03 ng. 
When a passive sampler is used, the absorbed 
mercury on the quartz fiber filters cannot be 
converted directly into the mercury concentration in 
the atmosphere. To obtain the ratio between the 
atmospheric mercury concentration and the amount 
of mercury adsorbed into the filter, both active and 
passive samplers were operated simultaneously at 
two or three points in the same location. Assuming 
that the amount of mercury measured by a passive 
sampler is proportional to the atmospheric mercury 
concentration measured by an active sampler, the 
amount of mercury obtained by a passive sampler 
was converted into the atmospheric mercury 
concentration based on the proportion [11]. 
 

 
 

 
 
Fig. 7 Active sampler system operated with a dry 
battery 

 
 
Fig. 8 Passive sampler. Quartz fiber filters coated 
with gold are placed inside the diffuse plates. 
 
 
Measurement of Mercury in Water Samples 
 

Bromine chloride solution, prepared by mixing 
1.08 g of KBr and 1.52 g of KBrO3 into 100 mL of 
hydrochloric acid, was used for cleaning the 
sampling bottles and the degradation of the organic 
matter in the sample water. Samples collected in 
Myanmar were kept in Teflon bottles washed by a 
bromine chloride solution and pure water. Ten mL 
of 0.1% L-cysteine solution was added to every 1 L 
of sample solution to prevent the vaporization of 
mercury and the adherence of mercury to the walls 
of bottles. After adding L-cysteine solution, 
samples were taken to Japan for analyses. The 
reduction vaporization method was applied for 
analysis. Five mL of bromine chloride solution was 
added to every 1 L of the water samples one day 
before analysis to degrade organic matter. On the 
following day, 200 mL of the samples and 2 w/v% 
of hydroxylammonium chloride solution were 
mixed in a reduction bottle to deactivate the 
bromine chloride. After 10 mL of 50 v/v% sulfuric 
acid solution and 10 mL of 10 w/v% tin(II) chloride 
were added, mercury vaporized by bubbling was 
analyzed by a gold amalgam method using a 
mercury analyzer (MA-2, Nippon instruments) 
[12]. 

Two well water samples were collected at each 
site shown in Fig. 6: Site1 (Kapani village), Site2 

20mm 

30
m

m
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(Khwin Village), Site3 (Latpanpyant village), Site4 
(Wattay village and Phatshae village), and Site5 
(Chaungyi village). Groundwater leaked from the 
gold mine tunnel was collected at Site 5. 
Ayeyarwady River water was collected at the center 
flow of the river in the city of Mandalay, which is 
located downstream of the ASGM sites. 
Ayeyarwady River water upstream of the ASGM 
siteswas also collected. 
 
Measurement of Mercury in Human Hair 
 

The mercury content in hair samples taken from 
39 ASGM  workers and 11 nonworkers (age:18-57) 
from Sites 1-5 was measured by the heat-
vaporization method with the mercury analyzer 
(MA-2, Nippon instruments). Hair samples were 
taken in accordance with the protocol permitted by 
the ethics committee of Toyama Prefectural 
University, permission number H29-6 on the effect 
of the use of mercury in ASGM in Myanmar on 
human health. 
 
 
RESULTS AND DISCUSSION 
 
Atmospheric Mercury around the ASGM in 
Myanmar  
 

In Fig. 9, the distribution of the gaseous mercury 
concentration from the first survey is shown as bars. 
The highest concentration of 10,900 ng/m3 was 
observed near a small house where the burning 
process took place at the ASGM site. It was more 
than ten times of the WHO guidelines of 1,000 
ng/m3 [13]. Even in the residential area outside the 
ASGM, the lowest concentration measured 130 
ng/m3 which is a much higher level than the 0.9 -1.5 
ng/m3 in non-polluted areas [14,15]. 

In Fig. 10, the distribution of the gaseous 
mercury concentration from the second survey is 
shown as bars. The highest concentration of 74,000 
ng/m3 was observed in the same place where the 
highest concentration was observed in the first 
survey, even though there was no burning during 
the 24-hour sampling. ASGM workers should 
aspirate higher concentrations of mercury during 
the vaporization of mercury at the small house. In 
the main office of ASGM, 5,300 ng/m3 of mercury 
concentration was measured. Even in the residential 
area outside the ASGM, generally higher 
concentrations, with a maximum concentration of 
1,600 ng/m3, were observed. The highest 
concentration was observed in front of the so-called 
gold shop, where the gold-mercury amalgam 
brought by the village people was burnt, and the 
gold shop bought the resultant purified gold. The 
gold shop sold mercury and goods needed for 
ASGM, such as pans. The highest concentration of 

mercury indicated that the burning process was also 
taking place in the gold shop outside the ASGM. In 
fact, residents of the village dug tunnels in their 
backyards to obtain gold ore, and they do gold-
mercury amalgamation in their house as part of their 
everyday activities. This is the reason for the high 
concentration of mercury that prevailed throughout 
the entire village. The high concentrations of 
gaseous mercury of 10-1461 ng/m3 were reported 
outside the ASGM area in Central Sulawesi, 
Indonesia which was one of the largest ASGM sites 
in Indonesia with 760 ASGM plants [16]. The usage 
of mercury outside the ASGM may be the reason 
why higher level of gaseous mercury was observed 
in Myanmar than that in Central Sulawesi. 
 
 

 
 
Fig. 9 Spatial distribution of Hg(0) observed in the 
first survey                   ( unit: ng/m3) 
 
 
 

 
 
Fig. 10 Spatial distribution of Hg(0) observed in the 
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second survey                    ( unit: ng/m3) 
Table 1 Mercury concentration in water samples 
collected in Myanmar 
 

Site Type Hg 
(ng/L) 

Site 1 Ground water 20.9 
Ground water 12.1 

Site 2 Ground water 0.0 
Ground water 2.0 

Site 3 Ground water 1.2 
Ground water 0.0 

Site 4 Ground water 20.1 

Site 5 

River water 12.9 
Leaked water 29.3 
Leaked water 34.5 

Water to the village 27.1 
Ayeyarwady 

river 
Upper 3.8 
Lower 4.6 

 
 

Mercury Concentration in Water  
 

Table 1 shows the mercury concentration in 
water samples. The sample taken at the center of the 
Ayeyarwady River in Mandalay located downflow 
of the ASGM showed 4.6 ng/L. Even the sample 
taken from upper flow of the Ayeyarwady River 
showed 3.8 ng/L. Comparing these concentrations 
with the typical mercury concentration in lakes and 
rivers, 1-3 ng/L [17], the mercury concentration in 
the Ayeyarwady River was slightly higher but not 
exceptionally so.  

Groundwater leaked from the ASGM tunnel 
was 29.3 ng/L and 34.5 ng/L in the first and second 
surveys, respectively. The groundwater at Site1 and 
Site 4 also had concentrations higher than 20 ng/L. 
Although none of the samples exceeded WHO 
guidelines for drinking water, 500 ng/L [18], the use 
of mercury in ASGM could affect the mercury 
concentration in groundwater, since most of the 
mercury in groundwater is derived from 
atmospheric sources [19]. 
 
Mercury Content in Hair 
 

Hair mercury is a biomarker for Me-Hg, and is 
often used to characterize Me-Hg exposures [20]. 
The lowest limits of mercury considered to pose 
risks of neurosis and health concerns to unborn 
babies are 50 μg/g and 11 μg/g, respectively [21]. 
Figure 11 shows the mercury content in the hair of 
ASGM workers and nonworkers. The maximum 
levels of the ASGM workers and the nonworkers 
were 5.7 μg/g and 2.9 μg/g, respectively. The 
average levels of mercury content in the ASGM 
workers and the nonworkers, 1.5 μg/g and 1.1 μg/g, 
respectively, were within the normal level of 1-2 

μg/g [18]. Nonworkers seemed to have lower levels; 
however, based on to t-test, there were no 
significant differences between the two groups. The 
lower mercury level in hair may be due to less 
indexicality of hair for mercury vapor [18]. 
 

 
 
Fig. 11 Mercury content in the hair of ASGM 
workers and nonworkers 
 
 
CONCLUSION 
 

The government of Myanmar has initiated a 
collaborative project called “Development of 
Minamata Initial Assessment and National Action 
Plan for Artisanal and Small Scale Gold Mining in 
Myanmar”. The project’s goal was the ratification 
and early implementation of the Minamata 
Convention by providing key national stakeholders 
in Myanmar with scientific and technical 
knowledge and tools needed for that purpose.  

In this study, mercury concentrations in the 
atmosphere, water, and human hair were measured 
in two surveys in ASGM areas in the Thabeikkyin 
Township, Mandalay Division of Myanmar 
performed in March and October, 2017.  

The first and second surveys revealed that the 
highest concentrations of mercury in the 
atmosphere of ASGM sites reached 10,900 ng/m3 
and 74,000 ng/m3, respectively. Even in the village 
outside the ASGM, concentrations higher than the 
WHO guidelines of 1,000 ng/m3 were observed. 
This was caused by the use of mercury for gold 
mining in village households and by the burning 
process taking place at the gold shop. 

In the ASGM site, groundwater, especially the 
groundwater leaked from the gold mining tunnel, 
had elevated concentrations of mercury, indicating 
that ASGM had contaminated the groundwater with 
mercury. Although the mercury concentration was 
much lower than the WHO guidelines, the mercury 
concentration in the Ayeyarwady River could be 
affected by ASGM as well. 

An analysis of hair indicated that the average 
levels of mercury content in the ASGM workers and 
the nonworkers, 1.5 μg/g and 1.1 μg/g, respectively, 
were within the normal level of 1-2 μg/g. Based on 
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to t-test, there were no significant differences 
between the two groups. To this point, the mercury 
is not at a level that would adversely affect human 
health. 
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 REMOVING ARSENIC AND FLUORIDE FROM HOT SPRING 
WATER BY ELECTROLYSIS 

Yuki Imai1, Misa Konishi1, and Tomonori Kawakami1

1Faculty of Engineering, Toyama Prefectural University, Japan 

    Currently in Japan, there are many hot springs containing fluoride and arsenic with high concentration. 
Although the national minimum effluent standard for arsenic and fluoride is 100 µg/L and 8 mg/L, 
respectively, they are not applied to the hotels with hot spring since no appropriate treatment techniques are 
available. The objective of this research is to reduce fluoride and arsenic in hot spring wastewater by using 
electrolysis technique to meet the national minimum effluent standards. 
The electrolysis system with an anode bath and a cathode bath separated by a diaphragm was adopted. 
Fluoride and arsenic co-precipitate with magnesium hydroxide formed in the cathode bath in which pH value 
increases as the electrolysis progresses. The Gero hot spring containing fluoride and arsenic as 17 mg/L and 
120 µg/L, respectively, was used as a model effluent. 
Since Gero hot spring water contains almost no magnesium, magnesium chloride was added as a magnesium 
source. The addition of 100-200 mg/L could reduce the fluoride concentration to less than 8 mg/L. The 
arsenic concentration decreased to less than 10 μg/L. 1040 C/L of electricity was required for the operation. 
The electrolysis system successfully reduce the fluoride and arsenic concentrations below the national 
minimum effluent standards. 

Keywords: hot spring waste water, arsenic, fluoride, electrolysis, national minimum effluent standard 

INTRODUCTION

Intake of drinking water containing high
concentrations of fluoride for a long term could 
cause fluorosis, such as dental fluorosis and skeletal 
fluorosis. In order to prevent human health from 
fluorosis, the standard for drinking water and the 
national minimum standards were set as 0.8 mg/L 
and 8 mg/L, respectively. Currently in Japan, 
however, there are many hot springs containing 
fluoride in excess of the national minimum effluent 
standards. A temporal standard is applied to hotels 
with hot springs since no appropriate treatment 
techniques are available. Adsorption, ion exchange 
and reverse osmosis (RO) techniques can be used 
for removing fluoride from drinking water, however, 
co-existing contaminants in hot springs degrade 
their effectiveness [1,2]. In addition, RO is not 
available for wastewater treatment due to rejected 
water with concentrated contaminants [3]. Even 
though the Japanese Ministry of Environment 
invited private companies to compete for the 
treatment technique for the wastewater, no effective 
technology has been developed yet [4]. Accordingly, 
the ministry decided to extend the term of validity 
of the temporal provisional standard for 2001 after 
reviewing the regulation in 2016 [5].  

On the other hand, long-term exposure to 
arsenic from drinking water and food could cause 
cancer and skin lesions. Arsenic is naturally present 
at high levels in the groundwater of a number of 

countries, and it is highly toxic in its inorganic form. 
The national minimum effluent standards of arsenic 
have been set at 100 μg/L. In Japan, many hot 
springs contain arsenic exceeding the national 
minimum effluent standard such as Kusatsu hot 
spring (250–1260 μg/L) [6], Gero hot spring (140 
μg/L) [7], and Yudanaka hot spring (1240 μg/L) [8]. 
Hot spring inns are exempted from arsenic 
regulations. This is also due to the lack of effective 
technologies to remove arsenic. 

The authors have been developing technologies 
to remove fluoride from drinking water in 
developing countries. In developing countries, 
inexpensive and easy-to-operate equipment is 
required. Fluoride removal by an electrolysis 
system is one of the technologies applicable to hot 
spring waste water. The electrolysis system consists 
of electrolysis baths separated by a diaphragm. 
When electrolysis progresses, magnesium 
contained in well water in a cathode bath 
precipitates as a form of magnesium hydroxide as 
the pH increases, and fluoride co-precipitates with 
magnesium hydroxide [9,10]. Moreover, arsenic 
was found to be removed efficiently by this 
electrolysis method. With this electrolysis method, 
fluoride and arsenic can be removed simultaneously. 
In drinking water, it is rare that fluorine and arsenic 
exist at the same time in high concentrations; 
however, the waters of both Kusatsu and Gero hot 
springs have higher concentrations of fluoride and 
arsenic than the minimum effluent standards. It is 
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preferable that they should be treated and removed. 
The objective of this research was to remove 

fluoride and arsenic simultaneously from hot spring 
wastewater using an electrolysis system to meet the 
national minimum effluent standards. 

MATERIALS AND METHODS

For the simultaneous removal of fluoride and 
arsenic, an electrolysis system was used. The 
electrolysis system consists of an anode bath and a 
cathode bath separated by a diaphragm. When water 
containing magnesium is electrolyzed in the 
electrolysis system, magnesium precipitates as a 
form of magnesium hydroxide by increasing the pH 
value of the cathode bath. Fluoride and arsenic co-
precipitate with magnesium hydroxide when the 
electrolysis progresses. 

Experiments were carried out in a continuous 
flow system. Fig.1 (a) shows the flow diagram of 
the continuous electrolysis system, and Fig.1 (b) 
shows a photo of the electrolysis system used in the 
experiment. The diaphragm of the electrolysis 
shown in Fig.1 (b) is made of an uncalcined plate. 
An aeration bath is added to the electrolysis system. 
The sizes of the anode and cathode baths were 7 cm 
(H) × 40 cm (L) × 1 cm (W) and 7 cm (H) × 40 cm 
(L) × 2 cm (W), respectively. The volumes of the 
anode and cathode baths were 280 mL and 560 mL, 
respectively. As shown in Fig.1 (a), a constriction 
plate to restrict the mixing of the solution before and 
after was provided in the flow in the anode and 
cathode tanks. A plastic (PVC) plate 0.5 mm thick 
was used as the constriction plate. The constriction 
plate provided an open area 1 cm deep from the 
bottom. In this study, the compartments in the 
anode bath were named the “+1 cell” and the “+2 
cell” from upstream to downstream. The 
compartments in the cathode bath were named the 
“-1 cell” and the “-2 cell” from upstream to 
downstream. A platinum wire (purity 99.99%, 
diameter 0.6 mmφ, length 1 m) was used as the 
electrode for the anode, and a stainless steel wire 
(SUS 304, diameter 1.0 mmφ, length 1 m) was used 
for the cathode. 

Table 1 shows the water quality of the Gero hot 
spring. The Gero hot spring, which contains 
fluoride and arsenic, was used as a model effluent. 
Since Gero hot spring water contains almost no 
magnesium, magnesium chloride was added as a 
magnesium source when electrolysis was carried 
out.  

In the laboratory, the water taken from the Gero 
hot spring was put in a bucket, and magnesium 
chloride was added to adjust the magnesium 
concentration. The hot spring water (Mg added) 
was introduced into the anode bath and the aeration 
bath of the electrolysis cell. Carbonate and 
bicarbonate, which interfere with the formation of 
magnesium hydroxide, were removed from the raw 
water by introducing the effluent water from the 
anode bath with low pH into the aeration bath. The 
size of the aeration bath was 6.5 cm (H) x 6.5 cm 
(L) x 6.5 cm (W), and the volume was 275 mL. The 
generated carbon dioxide was expelled to the 
atmosphere by aeration. As the operating condition, 
the treatment capacity was 10 L/day. The residence 
time in the cathode bath was 80 minutes. 
Electrolysis was carried out at a constant current by 
using a constant current power supply 
(TAKASAGO ZX–400 M). 

We investigated the effect of the flow rate ratio, 
which is the ratio of the flow rate to the anode bath 
(a):aeration bath (b), magnesium concentration, and 
current on the removal of fluoride and arsenic. 

Fig.1 (a) Schematic diagram of the sequential flow 
reactor 

Fig.1 (b) The electrolytic equipment used for the 
experiment 
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Effect of The Flow Rate Ratio 

The flow rate ratio of the hot spring water 
supplied to the anode bath (a) and the aeration bath 
(b) was varied—a:b=10:0, 5:5, 2:8, or 0.6:9.4—
under conditions in which the magnesium 
concentration and the current were set at 100 mg/L 
and 120 mA, respectively. 

Effect of The Magnesium Concentration

The magnesium concentration was varied—0, 
50, 100, or 200 mg/L—under conditions in which 
the flow rate ratio and the current were set at 
a:b=0.6:9.4 and 120 mA, respectively. 

Effect of The Electrolysis Current 

The current was varied—80, 120, or 200 mA—
under conditions in which the flow rate ratio and the 
magnesium concentration were set at a:b=0.6:9.4 
and 100 mg/L, respectively. 

Analyses 

Sampling was conducted at the raw water exit, 
+1 cell, +2 cell, aeration bath, -1 cell, and -2 cell 
after continuing to operate for 24 hours or more for 
stabilizing. 

The concentration of As was analyzed by ICP-
MS (Agilent 7700 Series).  

The ionic component concentrations of F-, Cl-, 
NO3

-, SO4
2-, PO4

3-, Na+, K+, NH4
+, Mg2+, and Ca2+ 

were analyzed by ion chromatographs. 
(Cation: Thermo ICS 1500, separation column 

IonPac CS 12A, eluent methanesulfonic acid 30 
mmol/L, suppressor CERS 500)  

(Anion: Thermo ICS 2000, separation column 
IonPac AS 18, eluent KOH 23–40 mmol/L 
(gradient), suppressor AERS 500)  
The pH was measured by a glass electrode method 
with a BECKMAN ∅ 32 pH Meter (electrode: 
BECKMAN 511070). 

RESULTS AND DISCUSSION

Effect of The Flow Rate Ratio 

Fig.3.1 (a) shows the effect of the flow ratio on 
the removal rate of fluorine and arsenic. When the 
anode side had a small flow rate, a higher removal 
rate was observed. The fluoride concentrations in 
each cell with various flow rate ratios are shown in 
Fig.3.1 (b), and the arsenic concentrations are 
shown in Fig.3.1 (c). When the flow rate ratio was 
a:b=10:0, the entire amount of raw water was 
supplied to the anode. On the other hand, when 
a:b=0.6:9.4, the majority was supplied to the mixed 
aeration tank. 

When the flow rate ratio a:b=10:0, no significant 
change in fluorine concentration was observed in 
each cell. On the other hand, in the case of 
a:b=0.6:9.4, the fluoride concentration increased 
slightly due to the Coulomb force in the +1 cell and 
the +2 cell; however, the fluoride concentration was 
close to that of the raw water in the aeration bath to 
which the majority of the raw water was supplied. 
Thereafter, the fluoride concentration rapidly 
decreased in -1 and -2 cells. For arsenic, even when 
the flow rate ratio was a:b=10:0, the arsenic 
concentration decreased in the -1 and -2 cells. The 
highest removal ratio of arsenic was also recorded 
when the flow rate ratio was a:b=0.6:9.4. 

The pH and magnesium concentrations in each 
cell at various flow rate ratios are shown in Fig.3.1 
(d) and Fig.3.1 (e), respectively. The pH in the 
aeration bath was less than 4 irrespective of the flow 
rate ratio, indicating that carbonate and bicarbonate 
had been removed. When the flow rate ratio was 
a:b=10:0 and a:b=0.6:9.4, there was a difference in 
pH in the -1 and -2 cells. In the former case, the pH 
in the -2 cell was 8.10, while in the latter case, it 
was 10.05. When taking the solubility of 
magnesium as 16.6 × 10-5 mol/L [12]. the solubility 
product is calculated to be Ksp=[Mg2+][OH-]2 =
[16.6 × 10ିହ][33.2 × 10ିହ]ଶ = 1.83 × 10ିଵଵ . 
When the same solubility product is assumed, a 
magnesium concentration of 35 mg/L in the 
solution is obtained at pH=10.01, which almost 
coincides with the measured value of 34 mg/L. At 
pH 8.10, if the same solubility product of 
magnesium hydroxide is assumed, the solubility is 
(10(10.05 –8.10))2=7900 times higher than that at 
pH=10.05, indicating that theoretically no 

Table 1 Water quality of the Gero hot spring 

pH 
Na+ 

(mg/l) 
K+ 

(mg/l) 
Mg2+ 
(mg/l) 

Ca2+ 
(mg/l) 

F- 
(mg/l) 

Cl- 
(mg/l) 

SO4
2- 

(mg/l) 
As 

(mg/l) 
Alkalinity 

(µeq/l) 
Literature[11] 9.5 108.9 1.2 0 1.9 16.5 75 10.9 140 - 

Measured 
value 

9.2 105.2 0.6 0 0 16.9 75 11.4 114 1329 
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precipitation occurs. In fact, slight precipitation was 
found only in the vicinity of the electrode. 
Consequently, the magnesium concentration did not 
decrease greatly, as shown in Fig.3.1 (e). The 
difference in the pH value in the -2 cell affects the 
formation of Mg(OH)2 and the removal of arsenic 
and fluoride. 

Fig.3.1 (a) Effect of the flow rate ratio on the 
removal rates of fluoride and arsenic 

Fig.3.1 (b) Change in the fluoride concentration in 
each cell 

Fig.3.1 (c) Change in the arsenic concentration in 
each cell 

Fig.3.1 (d) Change in the pH in each cell 

Fig.3.1 (e) Change in the Mg concentration in each 
cell 
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Effect of The Magnesium Concentration 

Fig.3.2 (a) shows the influence of fluoride and 
arsenic on the removal rate when the magnesium 
concentration in the raw water was varied. The 
higher the magnesium concentration, the higher the 
removal rate of fluoride and arsenic. However, 
when the magnesium concentration was 50 mg/L or 
more, the removal rate of arsenic stayed within 90 
to 100%. 

Fig.3.2 (b) and (c) show the fluoride 
concentration and the arsenic concentration, 
respectively, in each cell when the magnesium 
concentration was varied. In the legend of the 
figures, Mg 0, Mg 50, Mg 100, and Mg 200 indicate 
when the magnesium concentration in the raw water 
was 0 mg/L, 50 mg/L, 100 mg/L, and 200 mg/L, 
respectively. When the magnesium concentration 
was varied between 100 and 200 mg/L, 8 mg/L 
(removal rate 53%) of the fluoride concentration in 
the treated water (-2 cell) was obtained. The arsenic 
concentration in treated water (-2 cell) was less than 
10 μg/L when the magnesium concentration was 50 
mg/L or more. 

Fig.3.2 (d) and (e) show the pH and the 
magnesium concentration, respectively, in each cell 
when the magnesium concentration was varied. 
When 200 mg/L of magnesium was added, about 
100 mg/L of magnesium remained in the treated 
water (-2 cell). The reason is that the pH did not 
increase sufficiently. However, the magnesium 
reduction from the raw water in treated water (-2 
cell) was largest when 200 mg/L of magnesium was 
added, leading to the highest removal of fluoride. 

Fig.3.2 (a) Effect of the magnesium concentration 
on the removal rates of fluoride and 
arsenic 

Fig.3.2 (b) Fluoride concentration for different Mg 
concentrations 

Fig.3.2 (c) Arsenic concentration for different Mg 
concentrations 

Fig.3.2 (d) pH for different Mg concentrations 

Fig.3.2 (e) Magnesium concentration for different 
Mg concentrations 
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Effect of The Electrolysis Current 

Fig.3.3 (a) shows the influence of the current on 
the removal rates of fluoride and arsenic. Fig.3.3 (b) 
and (c) show the fluorine concentration and the 
arsenic concentration, respectively, when the 
electrolysis currents were varied. Electrolysis 
currents larger than 120 mA did not increase 
fluoride removal but did increase arsenic removal. 
As shown in Fig.3.3 (c), when the current was 120 
mA or more, an arsenic concentration of less than 
10 μg/L was obtained. The pH and magnesium of 
each cell are shown in Fig.3.3 (d) and Fig.3.3 (e), 
respectively. Changes in pH due to different 
currents were hardly observed; however, 
differences in magnesium concentrations were 
observed in each cell. With a current of 80 mA, 
magnesium was not sufficiently precipitated, which 
could be the cause of the low removal rates of 
fluorine and arsenic. 

When the current was 120 mA, the fluoride 
removal rate was the highest, and the fluoride 
concentration met the national minimum effluent 
standard. The arsenic concentration was also less 
than 10 μg/L.  

The amount of electricity per day with a current 
of 120 mA was calculated to be 10400 C/day. Since 
the flow rate was 10 L/day, the electricity required 
per 1 L was 1040 C/L. 

Fig.3.3 (a) Effect of the current on removal rates of 
fluoride and arsenic 

Fig.3.3 (b) Fluoride concentrations in different 
currents 

Fig.3.3 (c) Arsenic concentrations in different 
currents 

Fig.3.3 (d) pH in different currents 

Fig.3.3 (e) Magnesium concentrations in different 
currents 
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CONCLUSION

An electrolysis system was operated with the 
aim of simultaneously removing fluorine and 
arsenic from hot spring wastewater. The electrolysis 
system consisted of electrolytic cells separated by a 
diaphragm made of an uncalcined plate. The 
electrolysis system was used to remove arsenic and 
fluoride by the co-precipitation of magnesium 
hydroxide on the cathode side with fluoride or 
arsenic.  

The wastewater of the Gero hot spring was used 
as a model. Since the Gero hot spring did not 
contain magnesium, magnesium was added 
externally. The addition of 100–200 mg/L could 
reduce the fluorine concentration in raw water from 
16.9 mg/L to 8 mg/L or less. Simultaneously, the 
arsenic concentration could be reduced from 114 
μg/L to 10 μg/L or less. 
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ABSTRACT 
 
The objectives of this research are to 1) study waste management in Si Mum Muang Market, PathumThani 

Province, Thailand, 2) to study factors affecting waste management and 3) to find out a developmental guideline 
in waste management. According to waste problem of the case study, there are 240 tons of wastes per day, waste 
disposal fee is 30 million baht per year, and landfill site may not enough in the future. This problem also causes 
pollution and environmental impact to local communities. This study employed qualitative research 
methodology. Data were collected through in-depth interviews and participatory observation, and action research 
was conducted. SWOT Analysis was conducted to analyze data. The study showed that Waste management of 
the Si Mum Muang Market is under control of Donmuang Pattana Co., Ltd. The company encourages its 
supervisory staffs to invent waste management’s innovation namely “One to Three innovation”. This technique 
contributes value benefits as follows, reducing waste disposal fee, increasing value, create an organic waste 
product and lead to sustainable environmental business. Internal factors affecting success in waste management 
include vision of management executives, systemic thinking, empirical practice, and high level of having 
experience and proficient on waste management. External factors are public awareness on environment, 
government sector and environmental organization in supporting the development of waste management at Si 
Mum Muang Market. Finally, for effective waste administration, the organization should provide more 
opportunities for the public to participate in waste management activities and determine carefully on any impact 
to public health and environment. 
 
Keywords: Waste Management, SWOT Analysis, One to Three Innovation, Environmental Business 
 
 
INTRODUCTION 

 
 The pollution problems of Thailand are 
numerous including a variety of aspects from the 
industry, the agriculture, community, tourist 
attractions and the market that produces 
environmental impacts to the environment. The 
environmental pollution that is the priority issues 
including, water pollution, air pollution, noise 
pollution and waste pollution and waste. The cause 
of the increasing the environmental pollution 
problems are 2 mains reasons. The first one is that 
the average population increase of the global 
population tend much higher even if campaign about 
family planning succeed but the amount of increase 
of population growth is still like exponential 
population which is a multiplier increasing, when 
more people want to consume more resources on all 
sides, food, housing, energy and others, Secondly, 
the expansion of economic and technological 
progress resulting in an economic expansion makes 
a high living standard.  The consumption of natural 
resources is over the basic necessities of life [1].  So, 
it is necessary to use more energy as well. At the 
same time, the technological progress is supported to 
bring the natural resources to use easier and more. 

 
RESEARH RATIONAL 

 
 One problem that important to all sector such 
as industry, agricultural community, tourist 
attraction places and the market is the pollution 
problems caused by community waste and solid 
waste. Accumulated solid waste may result in 
dirtiness and environmental nuisances including 
odors, flies, and blowing litter that directly causes an 
aesthetic problem. In the long-term effects, solid 
waste can also contaminate the environment by solid 
waste disposal that transfers harmful substances to 
the air, water and soil, which may destroy the 
environment and pose human health problems. The 
situation of waste from 2010 to 2017 is massive, 
there was the volume of waste up to 26.77 million 
tons and it was appropriately managed only 7.2 
million tons. The rest is under inappropriate 
managed and from the academic research, in 
Thailand, community waste can be recycled only 5.1 
million tons, this problem causes environmental 
problems and affect to people's health [2]. Thailand 
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has an increasing production of municipal solid 
waste that, allied to the current un-effective waste 
management system, makes the search for 
alternatives of waste management essential. 

 
Market 

      Market is the exchange of goods as a center 
of community in life along in the Thai culture for a 
long time. The main product is all kind of food 
especially fresh food and according to its position as 
a gathering source of food. Frequently, it was found 
that the market is the source of wide spread diseases 
causing from food infective disease. These problems 
are caused by the environmental un-sanitation of the 
market such as waterlogged, waste residues, smelly 
etc. In order to control the market to be complied 
with hygiene standard, the market is necessary to 
segregation their waste and properly manage them. 
The developer must improve the market hygiene by 
following guidelines under the Public Health Act 
2535. Moreover, there are many authorities 
controlling and supporting the whole sale market to 
comply with Thai laws and regulations including, 
Local governments, Provincial Health Office, 
Department of Health and so on. Thus, it is 
important for the developer to search for 
appropriately alternatives of manage municipal solid 
waste from the hole sale market. One to Three 
Innovation as an innovative waste management of Si 
Mum Muang market is investigated and suggested as 
a practice to other wholesale market in Thailand.  

 
Si Mum Muang wholesale market 
 
 Si Mum Muang is a wholesale market which 
is known as leader for wholesale fruits and 
vegetables in Thailand. The market is operated in the 
north part of Bangkok more than 33 years. The 
market’s vision is as “the market is clean, 
convenient, and peace which are a basic structure 
together with the participation in the management 
chain, product quality, efficiency and social 
responsibility”. Although consumer’s demand is 
continued to be increased by the circumstances of 
the economic expansion, Si Mum Muang Market 
still committed to be an honest trader in order to 
maintain leadership of the fruit and vegetable trade 
center by planning the future to be market in new 
era. The market focuses on building good 
relationships and engages in improving the quality 
of life of the society. The market also focus on the 
customer‘s convenient from sellers to customers by 
developing the trade area and a project for a lot of 
cars to come in the area of the market, Manage 
Transportation, Transfer goods services both product 
release and effective delivery. The waste 
management from activities with a daily average of 
200 tons by managing waste from the source, also, 
the campaign for the seller, worker, customer and 

people in the community to cooperate effectively 
and with the health care of the cleanliness follow the 
sanitation principles, provided to the sellers in the 
market. It is an approach working of   a successful 
organization and should be taken as an example of 
an effective environmental management.  

 

Research methodology and Data analysis 
 This research is an action research with the 
invention of innovative waste management of Si 
Mum Muang Market, KhuKhot subdistrict, Lam 
LukKa District, Pathum Thani province. The 
researcher used the questionnaire to collect data and 
descriptive data analysis by using the technical 
environment analysis (SWOT Analysis) to analyze 
in order to understand the operations of all waste 
management of Si Mum Muang Market with One to 
three innovation and factors in the operation of Si 
Mum Muang Market. Collect data by interviewing 
someone that involved in waste management of Si 
Mum Muang Market. More details, step by step are 
as follows: 
     1. Explore the basics information about waste 
management of Si Mum Muang Market, Pathum 
Thani Province by seeking information from 
literature sources. Use documentary research that 
related to waste management, reducing the amount 
of waste, waste management in community, factors 
that makes accomplish and case studies in various 
areas as well as other documents related to the 
objecives of the study.  
     2. The study of waste management of Si Mum 
Muang Market to understand the guideline of waste 
management as policy and study the successful in 
implementing the waste management in the market. 
     3. Data were collected by interview the executive 
of the market and the traders involved which are 
important people up to 29 key informants. The 
details are as follows: 5 of the executive of the 
market, 1 of the environmental manager who is 
responsible for waste recycle and management of Si 
Mum Muang Market, 5 of the waste management 
staff workers of Si Mum Muang Market, 2 waste 
collector, 9 of merchants, 4 of the office 
environment in Pathum Thani province, 3 authorities 
from department of environmental policy. 
     4. The data collected by observation method such 
as, observing the work of the officers involved. 
Practice of traders and the participation of customers 
in the market.  
     5. Processing, summarize and presentation of the 
results of the study by bring the data from the study 
in the target area, the process of exchange, 
brainstorming of study group, analyze format and 
find the factors leading to the success along with 
guidelines to add more in order to expand the result 
of the waste management that appropriate with Si 
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Mum Muang Market to achieve the most effective 
environmental management and report the results. 
 
Results and Discussion  
Case study background 
This study was undertaken in Si Mum Muang 
Market, Thailand. It is located in Pathum Thani 
province, which is about thirty kilometers from the 
north of Bangkok, Thailand. It is one of the largest 
wholesale agricultural products markets in Thailand, 
and a trading point for farmers, sellers and buyers of 
the large quantities of both locally produced and 
imported food products. There are more than 30,000 
customers daily and approximately 10,000 metric 
tons of goods are traded daily. The primary product 
categories traded at this market were fruits, 
vegetables, meat and fish, rice and crops, flowers, 
pet supplies, and plants.  
     The study concluded that affecting factors to Si 
Mum Muang Market of effective waste management 
is an innovative “One to three” which leads to 
business sustainable environment.  
     In this study, proposed solid waste management 
options for Si Mum Muang Market, Thailand were 
designed to minimize the initial generation of 
community waste through source reduction, then 
through reuse and recycle to further reduce the 
volume of material being sent to dispose of at 
landfills or being disposed of by other alternatives. 
Options development of solid waste management for 
the market is focused on (1) solid waste generation, 
(2) solid waste handling and separation and storage, 
and (3) solid waste collection. Solid waste in this 
case study can be classified into many groups 
including organic waste, plastic, food waste, wood, 
paper, glass, clothes, metal, and miscellaneous. 
 In-depth interviews were conducted in this 
study to interview the environmental manager and 
stakeholders regarding solid waste management. The 
results showed that Si Mum Muang Market officers 
who work in the solid waste management 
department mentioned that solid waste management 
in the market is efficient in terms of solid waste 
disposal. They can transform the organic waste to 
make useful products, they can still handle the 
collection of a large amount of solid waste well, as 
they can collect the solid waste from the market 
space properly and provide coverage to all zones of 
the market. Execution of a solid waste management 
system is crucial to deal with the solid waste 
generation as economically and safely as possible. It 
is vital that all solid waste are professionally as 
possible collected from all sources, and disposed of 
in controlled disposal facilities. All collected waste 
are stored separately in three types of garbage bins 
including; green, yellow and blue. Green garbage 
bins are used to store organic waste, yellow garbage 
bins are used to store recyclable waste and blue 
garbage bins are used to stock general waste. Green 

and blue bins are placed at every stall and shop. 
Yellow garbage bins are set near every block of the 
commercial zone. 
     Since 2012, the principals of the Market have 
been implementing and developing customized 
recycling programs of all types and sizes of solid 
waste in the market. Si Mum Muang Market 
provides Sustainability Reports for each of its 
customers to demonstrate its site by site what type of 
wastes are being recycled and the quantity of the 
waste, allowing its stakeholders to see the 
impact/success of their recycling efforts in a more 
quantifiable manner. Benefits of recycling are as 
follows; to reduce waste to landfills which spares the 
land and reduces pollution/contamination; and, to 
reduce waste removal costs as recyclables are 
removed from solid waste procedures. Most 
importantly, Si Muang Market is now effectively 
connected to all local, and municipal governments to 
ensure that its operations and practices meet all laws 
and regulations. 
     In this market, composting is gaining a 
substantial amount of push. As composting is the 
process of recycling organic material which 
typically includes food production scraps and crop 
growing waste. Its practices are environmentally 
sensitive and lower their garbage collection costs by 
removing food waste from the garbage stream which 
routinely be transferred to landfills. 
     The results also showed that the merchants who 
are better informed about solid waste management 
information likely have better solid waste 
management behavior. The reason could also be 
because merchants who are regularly informed about 
appropriate solid waste management may understand 
the method to minimize the solid waste generation 
rate and the ways to separate solid waste into 
recyclable and non-recyclable items to reuse or 
recycle solid waste again. Regularly provided 
information is a key factor that can give the 
information to the merchants, and better information 
might increase the participation in solid waste 
management. With regard to the sources of 
information, a survey study done in many place [5] 
mentioned that most recyclers are more likely to 
have one or more sources of information, for 
example newspapers and television. Various sources 
of recycling knowledge coming from public 
education and information through public campaigns 
showed a positive correlation with recycling rates. 
     The case study analysis by technique 
environment analysis (SWOT Analysis are presented 
as follows. 
     Within the business organization has two 
dimensions including, the dimension of the strengths 
that leaders are visionaries, work in a systematic 
approach by encourages staff to develop their 
potential in the field of waste management. So, staff 
try to invent new innovations in waste management 
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as 1 of waste management will get 3 benefits and it 
was called innovative “One to three” to reduce waste 
from source in order to save the cost of waste 
disposal, adding value to solid waste and create 
products from organic waste this concept leads the 
organization to achieve environmentally sustainable 
business. This is consistent with the results of a 
study of Poboon, etc. [3] studied the local authorities 
practice to overcome the global warming crisis: A 
case study of municipal district Klang city. It was 
found that a municipal district Klang city focus on a 
development of personnel skill and people 
awareness in all sectors. It also improved the 
workflows, applies applicable technologies, and 
implement many activities to reduce global warming 
in the municipality. The Municipal also giving 
priorities on development of staffs skill and it will 
boost staff’s knowledgeable and competence on the 
field of waste management even more and more. 
The staff can use their knowledge and expertise to 
develop and improve the organization's operations 
practices more efficient. 
     For weakness dimension, it was found that Si 
Mum Muang Market was a wholesale market of 
vegetables, fruits and raw materials.  There are large 
amounts of merchants and affect to amount of waste 
of 240 tons per day. Thus, there is a large amount of 
waste and the budget of waste disposal is quite high. 
The market still has no unblemished guidelines for 
planning waste management and no clear guideline 
for the operators to perform the operation practice 
effectively. 
     The external business organization has two 
dimensions including the dimension of a chance 
which is a chance to discover that there is a 
Government and environmental organizations in 
supporting the development of waste management's 
Si Mum Muang Market to be effective. From the 
interviews of Si Mum Muang market executives said 
that "In the past had the local authorities and the 
education authorities that gave priority and support 
to Si Mum Muang Market such as KhuKhot 
Municipal supported and educated about waste 
management to the market staff of waste 
management department. Kasetsart University came 
in to support staff on controlling and training 
procedures how to make the biological fermentation 
as well as support staff for biological fermentation. 
While Khonkean University do many research on 
bringing the fruits and vegetables in Si Mum Muang 
market for cattle feeding and supported the 
information on fruit and vegetable scrap to make 
efficiently cattle feeding product" (Personal 
interview, May 15, 2561), This finding corresponds 
to many research [4], [5] that participation is 
beneficial to an implementation of waste 
management policies and a development for various 
projects which concerning an conservation of natural 
resources and the environment. This might because 

all stakeholder can monitor for surveillance and 
warning particularly any projects or activities that 
affect public health, social and environmental 
quality. Importantly, waste management programs of 
Si Mum Muang market focus on public participation 
practice which strongly benefit to the public, 
surrounding communities and the public as a whole. 
However, for the threat dimension, it was found that 
Si Mum Muang market as a large-scale market, so 
there are communities living around the market a lot, 
causes many complaints from people surrounding 
areas, as presented in the interviews of market staffs 
that “In the past, there were a lot of complaints from 
people around the market. They were mainly about 
the environmental problems because of Si Mum 
Muang market is so large and has a lot of solid waste 
which may cause environmental and health impact 
to the community as well as disturbing people living 
surrounding the markets. That is why Si Mum 
Muang market need to find approaches and means to 
deal with these significant issues” which 
corresponds to many researches [2], [6], [7] that the 
organization should be accountable and open to the 
communities. There must be a good criterion or 
terms include the success of the mission together 
with the efficiency of operation and cost-effective 
use of resources in the environmental management 
of local government agencies that need to use the 
local resources is critical to reducing operational 
costs. So it can be concluded that Si Mum Muang 
market has a social responsibility in environmental 
management and solution of environmental issues 
from the complaints of the people living around the 
project site. 
 
Conclusion and recommendations from the study  
     To be successful in waste management practice 
as a case study, it should be an integration between 
the educational program and the providing of 
appropriate solid waste management. In accordance 
with the educational program, it aims to increase the 
awareness of merchants by educating them in terms 
of proper solid waste management. A solid waste 
management system is also important to deal with 
the solid waste generation to ensure that all solid 
waste are appropriately transferred and disposal [8].  
     To make the operation of waste management 
more broadly effective, business organization should 
spread the innovation of waste management to other 
function in order to expand broader efficiency and 
sustainability approaches by suggestions as follows: 
     1) Recruiting enough workers with direct 
knowledge in waste management 
     2) Increase public relations to the right 
knowledge to the traders in the area such as posters, 
pamphlets and etc. 
     3) In order to prevent waste from outside to 
inside the market. There should be a point of waste 
disposal so that the person can be drop properly. 
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     4) Bio-compost should be more introduced, in 
order to help the communities in wastewater 
treatment. The market should be encouraged to build 
on or sold to third parties in order to increase 
revenue to the market. 
     5) Add more channel in order to promote the 
market for the customers to be more environmental 
friendly practice. 
 
     Finally, it could be summed that people’s 
participation is the one of significant factor to 
achieve the successful solid waste management of 
this case study. The recommendation is that a 
knowledge and information project is needed to 
educate the customers. The motivating broadcasts 
might help people to understand more and have 
better environmental friendly behavior. As a study 
found that better information can make separation 
and recycling behavior easier. 
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ABSTRACT 

 
Geopolymer binders are the most promising green alternative to ordinary Portland cement due to their 

demonstrated “good to superior” mechanical and thermal properties, chemical and fire resistance, among others. 
However, the use of geopolymer in several applications is being limited because of its brittle nature. In this study, 
samples of fly ash based geopolymer reinforced with fixed dose of chemically modified waste abaca fibers cured 
at different temperatures were synthesized and characterized in terms of compressive and flexural strengths. Then 
experimental short-term thermal endurance of select composites was employed. Composites gained compressive 
strength after exposure to 200°C while retained its room-temperature compressive strength when exposed further 
up to 600°C. Furthermore, results indicated that flexural strength decreases with increasing exposure temperature. 
Scanning electron microscopy analyses were also performed to examine the microstructure of the geopolymer 
matrix and to investigate the failure mechanism in the fiber-geopolymer composite before and after exposure to 
elevated temperatures. 
 
Keywords: Geopolymer, Natural fiber, composite 
 
 
INTRODUCTION 

 
Geopolymer is a new class of ceramic-like 

inorganic polymer material composed primarily of 
tetrahedral silica and alumina which are formed 
through the reaction of aluminosilicate ions under the 
presence of an alkali activator resulting into hardened 
3-D molecule networks [1]. These materials are more 
ecologically friendly compared to ordinary Portland 
cement (OPC) since geopolymerization of precursors 
from natural source or industrial solid residues does 
not release carbon dioxide during the low temperature 
reaction [2]. In addition, geopolymer binders exhibit 
rapid development of good to excellent mechanical 
strength and superior resistance to heat, fire and acid 
[3],[4],[5],[6]. Furthermore, the abundance of 
aluminosilicate raw materials makes geopolymer a 
low cost option as main component of many building 
materials [7]. 

Similar to conventional OPC-based construction 
materials, however, geopolymer exhibits brittle 
behavior with low tensile strength and is sensitive to 
cracking that impose constraints in structural design 
and affects the long-term durability of structures  
[8],[9]. To overcome these limitations, different 
fibers have been used to reinforce geopolymer 
cementitious materials  [10] ranging from high cost, 
high strength metal oxide or silicon carbide fibers to 
low cost, abundant and renewable natural fibers [7]. 
Recently, plant or cellulosic fibers are becoming 
more attractive reinforcement than synthetic fibers 
because of their natural abundance, low cost, low 

density, good mechanical properties, nontoxicity, etc. 
[11],[12],[12],[13]. 

In general, geopolymers are known to perform 
better than the conventional concretes made with 
OPC in fire, due to their ceramic-like properties 
[14],[15] that led to its applications as fire resistance, 
refractory in the glass industry, thermal insulation and 
other uses requiring good performance at high 
temperatures  [16]. Although geopolymer as binder 
and its composites have been well studied, there are 
limited published research assessing the effect of 
design parameters on the performance of these 
materials in terms of its fire resistance and responses 
to elevated temperatures [16],[17].  

In this study, mechanical performance of 
geopolymer reinforced with untreated abaca fiber was 
assessed after exposure to different elevated 
temperatures. Structural and morphological changes 
in the composites were also studied.  

 
MATERIALS AND METHODOLOGY  
 
Materials 

 
For the preparation of geopolymer matrix, fly ash 

from a coal-fired power plant in Bataan, Philippines 
was used as aluminosilcate source. Chemical 
composition of the fly ash, as determined by X-ray 
fluorescence (XRF) analysis, is given in Table 1. 
Based on ASTM specification, the coal fly ash is a 
class F fly ash or low-calcium fly ash having a total 
SiO2, Al2O3, and Fe2O3 of 89.2% (more than 70%). 
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As-received sodium hydroxide (NaOH) micropearls 
to prepare 12M NaOH solution and commercial water 
glass solution (modulus = 2.5, 34.1% SiO2, 14.7% 
Na2O and 51.2% water by weight) were used to 
prepare the alkaline activator.  

Residual abaca fibers used in this study were 
collected from abaca farms in Dumaguete City, 
Philippines. These were by-products of fiber 
extraction from plant source followed by segregation 
into commercial grades based on color and texture. 
Residual fibers are usually disposed as waste. 

 
Table 1 Chemical composition of fly ash 

 
Components wt % 

Fe2O3 20.8 
SiO2 43.2 
CaO 4.5 

Al2O3 25.2 
Others 5.8 

Loss on ignition 2.5 
 
Synthesis of Abaca Fiber Reinforced Geopolymer 
Composite Materials 

 
First, fly ash and abaca fibers (99:1 by weight) 

was dry-mixed to ensure uniform fiber distribution. 
For every 1kg of fly ash–fiber mixture, 400g of 
alkaline activator, well-mixed 80g of water glass 
solution and 320g of 12 M NaOH solution [18], was 
required. The overall mass ratio of solids (fly ash and 
fiber) to activator was based from a previous study 
[19] to achieve a mixture with considerable 
compressive strength and good workability.  

To prepare the composite, alkaline activator was 
poured into a bucket then fly ash and fibers were 
gradually added with mixing in between using a 
laboratory motorized hand-held mixer. Mixing was 
continued for about 15 minutes or until the mixture 
become homogenous. Water was added to attain the 
desired consistency. Then, the mixture was poured 
into 5 cm × 5 cm × 5 cm cube molds (for compressive 
strength test) and 5 cm × 5 cm × 18 cm bar molds (for 
flexural strength test). After 24 hours, samples were 
demolded and cured in the oven at 75°C for 46 hours. 
Then, samples were cured at ambient conditions in 
resealable plastic bags for 28 days before subjecting 
to various testing. Pristine geopolymer samples, i.e., 
with no abaca fiber reinforcement were prepared to 
serve as the reference material.  

 
Exposure to Elevated Temperature 

 
Specimens at age of 28 days at ambient conditions 

were exposed to different temperatures (200°C, 
400°C and 600°C). The specimens were placed in a 
furnace and heated at constant heating rate of 
10°C/min up to a desired temperature for two hours. 

After that, the furnace was turned off while the 
specimens were allowed to cool down inside the 
furnace to room temperature.  

 
Characterization 
 

Compressive and flexural strengths of control 
specimen and those exposed to elevated temperatures 
were determined. For compressive strength testing, 
cured cubic samples were subjected to a constant 
stress rate of 0.25 MPa/s until failure. Flexural 
strengths or modulus of rupture of samples were 
obtained by three-point bending test at a constant 
stress rate of 0.25 MPa/s. 

Fourier transform infrared (FTIR) spectroscopy 
and Scanning electron microscopy (SEM) analyses 
were also performed to examine the changes in 
structural and morphological characteristics of 
samples before and after exposure to high 
temperatures. 
 
RESULTS AND DISCUSSION 

 
Mechanical Properties  

 
Compressive and flexural strength results before 

and after temperature exposure of pristine and fiber-
reinforced geopolymer specimens are summarized in 
Fig. 1 and Fig. 2, respectively. Figure 1 shows the 
similarity in compressive strength progression 
between the pristine and fiber-reinforced 
geopolymers. Prior to thermal exposure, compressive 
strength of pristine geopolymer (45.2 ± 7.6 MPa) is 
higher than that of fiber-reinforced (28.0 ± 2.9 MPa).  
After exposure to 200°C, both pristine and reinforced 
samples gained up to 23 MPa and 15 MPa increase in 
compressive strength, respectively. However, both 
samples decreased in compressive strength after 
exposure to 400°C while almost no further strength 
losses when exposed at 800°C were observed for both 
samples.  

 

 
Fig. 1 Compressive strength of pristine and abaca 

fiber reinforced geopolymer. 
As presented in Fig. 2, pristine and fiber-
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reinforced geopolymer samples showed slightly 
different tendency in flexural strength evolution after 
exposure to elevated temperatures. Room-
temperature flexural strength of fiber-reinforced 
geopolymer (3.7 ± 0.4 MPa) is higher when compared 
to unreinforced samples (2.0 ± 0.2 MPa). After 
exposure to 200°C, flexural strength of fiber-
reinforced geopolymer decreased to 2.1 ± 0.4 MPa. 
Further flexural strength loss (1.1 ± 0.6 MPa) was 
observed after exposure to 400°C while less 
pronounced decrease (0.5 ± 0.3 MPa) was detected 
after thermal exposure to 600°C.  

Flexural strength of pristine geopolymer also 
decreased from 2.1 ± 0.2 MPa to 0.9 ± 0.4 MPa after 
exposure to 200°C. No changes in flexural strength 
were detected after subjecting the samples to higher 
temperatures up to 600°C. It can be observed that 
flexural strength of pristine and fiber reinforced 
geopolymers are almost the same after exposure to 
400°C and 600°C. 

 

 
Fig. 2 Flexural strength of pristine and abaca fiber 

reinforced geopolymer. 
 

Strength losses can be associated to the 
degradation of the geopolymer matrix. Similar to 
OPC-based materials, geopolymer degradation 
mechanism can be categorized into three: 1) thermal 
incompatibility, 2) pore pressure effect and 3) phase 
transformation [20]. These could explain the decrease 
in compressive strength of pristine and fiber-
reinforced geopolymers when exposure temperature 
from 200°C to 400°C and decrease in flexural 
strength after exposure to 200°C. Degradation of the 
fiber in the geopolymer composite could also 
contributed to the observed strength losses within the 
temperature range of exposure. Based on 
thermogravimetric studies, thermal degradations of 
the different components of plant fiber such as abaca 
range from 160°C to 500°C [18],[21],[22]. 

Increase in strength of geopolymers after thermal 
exposure are reported in literature [20],[23]. In this 
study, pristine and fiber-reinforced geopolymer 
gained compressive strength after exposure to 200°C. 

This could be explained by further geopolymerization 
of unreacted fly ashes and/or sintering process [20].  

FTIR analysis can provide important information 
on the geopolymerization from solid precursors 
involving complicated chemical processes. Figure 3 
shows the spectra of fly ash and geopolymer samples 
exposed to elevated temperatures. The major IR 
characteristic bands of geopolymeric specimens from 
various systematic investigations are given in Table 
2. The spectrum of fly ash shows broad peaks (1,100 
and 1,015 cm-1) due to glassy or amorphous nature 
and heterogeneity of fly ash [24]. Significant spectral 
differences can be observed between the fly ash and 
geopolymer samples. The Si-O-T (T is either Si or Al) 
at 1,100 cm-1 of the fly ash shifted to a lower 
wavenumber (1,070 cm-1) in the different geopolymer 
samples indicating alkali activation or reaction 
products of fly ash and alkali activator were formed. 
Reduction in shoulder due to increasing intensity of 
this peak was also observed and most noticeable for 
geopolymer exposed at 400°C (inset of Fig. 3) while 
became flatter at 600°C. For the other peak at 
1,015cm-1, shifting to a lower wavenumber was not 
observed however compared to fly ash, the peak 
becomes sharper in the control or unexposed to high 
temperature sample. Its intensity decreased with 
exposure temperature. New peaks at 795 cm-1, 690 
cm-1 and 615 cm-1 appeared corresponding to other 
Si-O, Al-O and ring vibrations.  

 
 

 
 
Fig. 3 FTIR spectra of unexposed (control) and 

after exposure to elevated temperature 
geopolymer samples. 

 
The good to excellent compressive strength of 

geopolymer is due to its 3D aluminosilcate structure 
as already pointed in numerous studies [25],[26],[27]. 
The observed gain in compressive strength of samples 
exposed at a certain temperature (200°C) can be 
explained by further geopolymerization of partially 
polymerized aluminosilicate species [28]. It is also 
possible that as water molecules were evaporated 
from the geopolymer matrix, dissolved species 
exceeded its solubility limit, thus further precipitation 
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happened that resulted to increase in strength [29]. 
These are supported by the changes in IR spectra from 
1,070 cm-1 to 1,015 cm-1 wavenumber for further 
geopolymerization and at around 1,640 cm-1 
wavenumber for the water evaporation. In addition, 
sintering of geopolymer at elevated could also 
contributed to strength gain [20]. In contrary, 
exposure to higher temperature could destroy 
geopolymer backbone due to thermal incompatibility 
resulting to decline in strength. The overall 
compressive strength progression observed in this 
study could be due to combined effects of the these 
processes [20].   
 
Table 2 IR characteristic band of geopolymers. 

 
Wavenumber 

cm-1 
Assignment References 

1,640 water [30] 
1,425 sodium carbonate [31],[32] 

1,070-1,015 
Si-O-T asymmetric 
stretching vibration 

[24],[29],[32] 

795 
Si-O-Si vibration [29] 
AlO4 stretching  [30] 

690 3-unit ring vibration [33] 
615 6-unit ring vibration [33] 

 
 

Scanning electron images of fractured control (not 
exposed to elevated temperature) and exposed to 
400°C are shown in Fig. 4. The enhancement of 
flexural strength of fiber reinforced geopolymer 
composite is due to good interaction between the 
matrix and fiber as shown in the SEM image (Fig. 4a). 
In fact, some geopolymeric particles were deposited 
on the fiber surface. Fiber pullout and fiber fracture 
possibly control the failure mechanism of the 
composite. Compared to the fiber in the control 
sample, after exposure to 400°C, damages to fibers 
were observed as shown in Fig. 4b. This could explain 
the decrease in flexural strength of the fiber 
reinforced geopolymers exposed up 600°C. In fact at 
400°C and 600°C exposure, flexural strength of 
pristine and fiber reinforced specimens are almost the 
same, thus, fibers are no longer functioning as 
reinforcements. 
 
CONCLUSION 
 

This study evaluated the compressive and 
flexural strengths of fiber reinforced geopolymer 
composites before and after exposure to elevated 
temperature up to 600°C. The pristine and fiber 
reinforced samples gained compressive strength after 
exposure to 200°C and eventually returned to its 
original strength when exposed up to 600°C. This was 
due to combined effect of further geopolymerization 

followed by degradation as result of the thermal 
contact experienced by the matrix based on FTIR 
analysis. The observed improvement in flexural 
strength between control pristine and reinforced 
geopolymers was associated to good adhesion 
between the fibers and geopolymer matrix. However 
due to excessive removal of water from the composite 
and thermal degradation of fiber, flexural strength 
declined continuously after exposure from 200°C to 
600°C. Chemical treatment of matrix and/or fiber 
may delay or prevent this phenomenon to sustain the 
reinforcing objective of the synthesized composite. 
 

 
 
Fig. 4 SEM images of a) control and b) exposed to 

400°C fiber reinforced geopolymer 
composites. 
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ABSTRACT 

The purpose of this study is to find the relationship between the characteristics of space and pedestrian features, 
grasp the relationship between the place of daily, everyday actions, including mobile phone usage action and the 
image of the surrounding space. It is ultimately to design by taking human behavior into consideration human 
behavior. The authors extract external factors that appear to be affecting people. Furthermore, the authors will 
calculate specific figures and analysis them. Analysis is made on the relationship between the elements of the 
spatial shape extracted by the physical survey, by the image analysis as well as human attributes. The survey was 
conducted in the open space around Osaka station. The author found that the mobile phone operation position is 
different depending on the state at the time of usage. Currently, we chose a place where smartphones are easy to 
use. And it is the where people are trying to capture the future visually. Future developments will capture changes 
in the field of vision. From there, is to select a place where there is a high necessity for maintenance. 

Keywords: mobile phone, pavement, open space, public space 

INTRODUCTION 

The purpose of this research is to design pavement 
taking pedestrians into consideration, especially the 
elderly, which is the fastest growing age group. In 
recent years, It is considered that the walking path of 
people is changing due to the design of sidewalks and 
the walking environment. By analyzing the elements 
of the spatial shape, The authors believe that the 
authors can utilize this for urban planning, by 
clarifying the route according to individual’s age. In 
previous studies, walkability tests and analysis were 
performed for each type of pavement. There are few 
studies on public spaces. If it is possible to grasp the 
respective walking route by attributes such as age 
group, then this can lead to improve functional design 
universally. Designers are trying to create space that 
various people can use easily. However, there are 
actually various aspects to consider for design. 

PURPOSE AND METHOD OF RESEARCH 

The authors find the relationship between the 
characteristics of space shape and pedestrian features, 
grasp the relationship with the place of each action 
and the shape of the surrounding space. It is 
ultimately best to propose a design taking into 
consideration human behavior. 

In this research, the authors will quantitatively 
find the influence of invisible design, utilizing 
physical and pedestrian behavior data obtained from 
a field survey. 

Ultimately, the authors will refine it to detailed 

analysis that finds how space design affects 
pedestrian influence, while acquiring a large amount 
of pedestrian behavior data. In order to grasp and 
express the influence of the spatial shape and the 
influence range. The authors extract external factors 
that are appear to be affecting people. Furthermore, 
the authors will specific figures and analyze them, 
Analysis is made on the relationship between the 
elements of the spatial shape extracted by the survey 
and human attributes. 

POINT OF INTEREST 

In conducting this research, the author focuses on 
mobile phones and public spaces. Currently, mobile 
phones are spreading globally. With the advent of 
smartphones from 2010, it became indispensable to 
our daily lives. The graph shows the penetration rate 
of communication terminals in Japan (Figure 1). 

However, due to mobile phones accidents are also 
occurring. 
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Fig. 1 Japanese communication terminal of 
Penetration 

TARGET AREA 
 
For the target area, the authors wanted to use a 

space that had various features common in public 
places such as; pillars, walls, stairs, monuments etc.  

Osaka is one of the central urban areas in Japan. 
The number of tourists is the highest every year, 
centered on Osaka, many tourist attractions are 
adjacent. Therefore , it was targeted around Umeda , 
which is considered to be one of the center areas in 
Osaka (Figure 2,3). 

In this research, the authors will cover a space 
used mainly by pedestrians. A preliminary survey 
was conducted in the open space around Osaka 
station, and a place considered to be similar was set 
as the target site. In addition, this survey is a place 
with many railway stations. 
 
 

 
 
Fig. 2 People flow at the osaka station 
 
 

 
 

Fig. 3 Target Area 
 

INVESTIGATION AND ANALYSIS 
 
In this research, I can know the usage situation by 

find places where mobile phones are used. For that 

purpose, we photo shooting at the target location. 
 

 
INVESTIGATION (1) 

 
First, the authors took the photos to capture the 

location and constituent elements of the people 
standing around, then plotted this on GIS (Figure 4,5). 

The one shown in the figure shows the operator of 
the smartphone and the non-operator of the 
smartphone. The shooting point is indicated by a 60 
degree cone. The survey summary is shown in the 
table (Table 1). 

 
Table 1 Survey summary 
 

Schedule 2017 August 30 (Wednesday), 
September 1 (Friday) 

Time frame 8: 20 - 9: 00 
weather Cloudy weather 

Target area osaka station around in osaka 
Method photo shooting 

 
 

 
 

Fig. 4 Position of people focusing on the 
operation of mobile phones (crosswalk) 
 
 

 
 

Fig. 5 Position of people focusing on the 
operation of mobile phones (Bus Rotary) 
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RESULT (1)  
 
Next, from the obtained results, we calculated 

where people concentrate (Figure 6). The method of 
analysis was done by density estimation. The red part 
shows a high numerical value. This method can 
reduce the error in the case of representing the 
concentrated part of the person. This has been proved 
by a previous study [3].  

In addition, there were two types of behavior for 
people who operate mobile phones. The first one is 
operates without walking the mobile phone. The 
second is operating a mobile phone while walking . 

 

 
 
Fig. 6 This is the example for figure formatting 

 
ANALYSIS (1) 

 
Based on the above result, we analyzed the two 

kinds of behavior of the person who operates the 
mobile phone separately. The method was carried out 
at the same point density as before.  

The place which shows the high numerical value 
of the first graph is in front of the pedestrian crossing 
(Figure 7). Also, the place which shows the high 
numerical value of the second graph is also the 
pedestrian crossing (Figure 8). 
 

 

Fig. 7 operates without walking the mobile 
phone 

 

 
 

Fig. 8  operating a mobile phone while walking 
 
CONSIDERATION 
 

The results commonly showed that the place of 
the pedestrian crossing was high. Therefore, the 
author considers it necessary to investigate the 
location of the pedestrian crossing in detail. 
 
INVESTIGATION (2) 
 

 The purpose of this survey is for detailed analysis 
of pedestrian crossings. 

The outline of the survey is shown in the table 
(Table 2). The survey method is movie shooting at 
people. The shooting time was 1 minute and 40 
seconds. It is 1 minute 30 seconds between the red 
signal and 10 seconds of the blue signal.  

Also, the author did this survey three times. 
 
Table 2 Survey summary 
 

Schedule 2017 August 23 (Wednesday) 
Time frame 8: 30 - 9: 00 

weather Cloudy weather 
Target area crosswalk 

Method Movie shooting 
 
 

RESULTS (2) 
 

The results are shown in the figure. In this figure, 
the authors pointed to the person who operates the 
mobile phone and the person who does not operate 
the mobile phone (Figure 9)[2]. 

The author will compile those results.  
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Fig. 9 People flow at the osaka station 
 
Table 3 Operators of mobile phones in crosswalks 
 

Contents Number of 
people 

Operator of mobile phone 145 
Non-operator of mobile phone 370 

Total number of two 515 
 
 
ANALYSIS (2) 

 
From the calculated result, the proportion of 

people who operate mobile phones while walking was 
calculated (Table 4). All proportions were calculated 
based on the number of pedestrians caught in the 
vicinity of the pedestrian crossings. The purpose of 
this analysis is to clarify, as manipulation of mobile 
phones while walking is becoming a social problem.  
 
Table 4 Percentage of operators of mobile phones at 
pedestrian crossings 
 

Contents Proportion(%) 
Operator of mobile phone (515) 28.2 

People who start to operate 
mobile phones while 

walking(515) 

13.0 

Percentage of mobile phone 
operators walking smashing (145) 

46.2 

 
 
DISCUSSION 

 
 The place to operate the smartphone is a place to 
forcibly stop walking. 
 Therefore, it is considered to be a place where 
pedestrians make time to operate mobile phones.  
 At the present stage, I studied weekday. 
However, the attributes of people change on holidays. 
Therefore, if you investigate holidays as well, you can 
design suitable for the city. 

 
CONCLUSION 
 

In this research, the authors focused attention on 
pedestrians in public spaces in the city and observed 
and analyzed them. From the survey, we were able to 
grasp those who used cell phones in public spaces. 

In addition, analysis clarified where it 
concentrates. When touching a mobile phone at a 
pedestrian crossing, 46.2% of the people found that 
they used the mobile phone while walking, The above 
results were discussed. 
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ABSTRACT 

 
Night scape has a beauty that attracts people. In recent years, due to the spread of cameras and SNS, there are 

many new trends and new popular spots. As a byproduct, this seems to attract tourist. In this research, the 
characteristics of the night scape were analyzed using the photos and post contents from SNS. As a result, by the 
analysis to evaluate a part of the values, the examples: the perseverance, the painfulness and the merriment are 
appeared of the night scape. 
 
Keywords: Image analysis, Night scape, SNS 
 
 
INTRODUCTION 

N Night scape attracts a lot of people regardless 
of race, gender, generation. It is a visual stimulus that 
brings healing to modern people who have various 
stresses in modern society. The night scape has an 
ability to allow one to collect themselves. In recent 
years, popularization of smartphones and digitization 
of cameras has progressed, giving many people easy 
access to cameras that are now high performance. At 
the same time, information exchange platforms of 
SNS (social network service) have become popular. 
It became possible to “share” one’s information or 
“moments” with unspecified numbers of people. SNS 
leads trends and when people shoot a night scape with 
their camera and post it to SNS the post receives a lot 
of attention and that location becomes a popular night 
scenic spot. That popular night scenic spot is then 
sought after by tourists which leads to increased 
regional revitalization. It is indispensable to focus 
attention on people’s consciousness to find a 
characteristic night scape. 
 

 
 

Fig. 1 Night scape 
 
 

PURPOSE AND METHOD 
 
In this research, we aim to grasp what kind of 

emotion people feel from a night view. This insight 
into emotion should become a clue for the 
characteristics of an optimal night view.  

For the research method, we collected lyrics from 
songs related to nightscape photos and night scenes.  

After that, analyze classification and 
characteristics of nightscape photograph and analyze 
the lyrics. 

 Next, we retrieve words obtained by analysis of 
collected lyrics and classify them. 

Finally, from the relationship between the 
analysis result of the night scape photograph and the 
words obtained by the lyrics analysis, we analyze the 
image of the nightscape picture and make conclusions. 
 
HOW TO COLLECT PICTURES 

 
Flickr is a photo posting site from overseas 

boasting the most photos posted in the world. In 
Flickr, registered users can freely classify photos in 
Flickr with keywords called "tags". In addition, each 
user has a function to create a "set" in which 
thumbnails of a plurality of photos are arranged in the 
same title on their respective top page. The sets here 
are more flexible than the traditional file sorting 
method, it is possible to put one picture in multiple 
sets or not in any set. In this way, it is easy to classify 
and search pictures, as the relationship between 
pictures and words has an SNS-like aspect.  

 Furthermore, Flickr has released its own API 
(Application Programming Interface), allowing 
applications to "mash up" with SNS. 
In this research, we selected Flickr as a photo 
collection site. 
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Fig. 2 Examples of pictures collected using Flicker 

 
COLLECTING NIGHT SCAPE PICTURES 

 
In this research, we analyzed images of night 

scenery searching photos with “night view” tags. 
However, there are enormous amounts of 
photographs taken from countless nightscape spots 
making it difficult to analyze all of them. Therefore, 
in this research, we selected nightscape spots and 
targeted nightscape photographs taken within them. 

Night scene spots were targeted at 26 places with 
reference to the website. After that, we collected 
photographs of the target night scenic spots and 
sorted out pictures other than night scenes. Then, six 
target night spot spots where the ratio of the total 
number of searches and night view photos exceeded 
30% were taken as the target of this study. 
 
Table 1 Percentage of target spot and night view 

photo 
 

 
 
 

 
COLLECTION OF LYRICS 

 
In this research, we use lyrics to analyze 

nightscape pictures. The lyrics to be used were for 
songs in which words related to night were included 
in lyrics out of a total of 280 songs by the ranking of 
sales each year from 1989 to 2016. 

 
ANALYSIS OF LYRICS 

 
In this research, text mining was used for lyrics 

analysis. Text mining is a method for discovering 
useful information from sentences. 

It uses a method of natural language processing to 
extract bits from sentences by dividing sentences into 
words and phrases and statistically analyzing the 
occurrence frequency of words and the relationship 
between words. Therefore, text mining is considered 
to be an effective means for realizing the objective of 
analyzing a large amount of text data efficiently and 
objectively. 

It can be divided into parts that categorize 
sentences by natural language processing and 
statistical analysis of categorized data. Therefore, in 
order to implement it, software that executes natural 
language analysis to separate sentences into words 
and software to perform statistical analysis are 
required. In the case of text mining software, there is 
software capable of performing both of these 
functions, and software only capable of categorizing 
the former sentences. 

In this research, we analyzed lyrics using "IBM 
SPSS Text Analytics for Surveys" which categorizes 
sentences. 

For lyrics of extracted songs, we extracted words 
expressing night scenes and adjectives and adverbs 
that psychologically evaluate them. Examples are 
shown in Table 1 and Table 2. 
 
Table 2 Extraction of night scenery and psychology 
 

 
 
 
Table 3 Extraction of night scenery and psychology 

 
 

 
 
 
 

place percentage(%)
Mount Hiei driveway 7.6
Mount Oiwa view place 0.0
Mount Mandoro observatory 100.0
Abeno harukasu 13.8
Seaside cosmos 23.1
Umeda sky building 11.2
Orix Honmachi building 15.2
Mount Satsuki driveway -
Izumiotsu parking area 56.1
Jusou Pass observatory -
Kanku outlook hall 7.6
Hannan sky town 50.0
Mount Maya 33.6
Rokkou garden terrace 6.5
Mount Rokkou observatory -
Mount Nadamaru park 27.3
Maiko park 6.5
Kobe port tower 7.8
Venus village 37.8
Port Island north park 66.0
Itami sky park 4.1
Yamatedai north park 0.4
Awaji service area 5.9
Mount Wakakusa 2.2
Shigi Ikoma sky line 25.0
Saisyogamine view place -

Night scape word Psychological words
city get over(norikoeru),miracle(kiseki),Painful(tsurai),etc…
light To watch over(mimamoru),To succeed(setsunaku),etc…
sky happiness(siawase),break down(kowasu),To die(kareru),etc...
night sky Important thing(taisetsunamono),Goodbye(sayonara)

Night scape word Psychological words
street light severely
light To watch over(mimamoru),To succeed(setsunaku),etc…
sky happiness(siawase),break down(kowasu),To die(kareru),etc...
night sky Important thing(taisetsunamono),Goodbye(sayonara)
bridge To be sunny(hareru),My chest hurts(munegaitamu)
sea break down(kowasu),to hug(dakisimeru),To die(kareru)etc…
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EVALUATION OF NIGHT SCAPE PHOTOS 
THROUGH LYRICS 

 
In this study, we have grasped the image of the 

night view photograph from the relationship between 
the constituent elements and lyrics expressing the 
psychology associated with the extracted night view 
photo. Here, the constituent elements of night scenes 
are taken out, and words of psychology evaluation are 
arranged in parallel for each. 

 
RESULTS AND DISCUSSION 

 
Analysis of nightscape photos and lyrics revealed 

that various emotions can be obtained from the night 
view. The results found that night scenery attracts 
people with its beauty, but also that a possibility that 
simply feeling that it is beautiful is only part of the 
surface layer. Table 2 and Fig. 3, and Table 3 and Fig. 
4 correspond to each other. Starting with Table 2 and 
Fig. 3, it can be expressed that "a hardship must be 
overcome". With Table 3 and Fig. 4, it can be 
expressed as "I hope to focus on important things". 
From these analyzes and considerations, it turned out 
that people have various emotions, regardless of their 
consciousness, when looking at night views. There 
was also a tendency that positive and negative 
emotions coexisted with the photographs targeted this 
time. These provide suggestions on how to draw out 
the charm of the night view attracting people. 
 

 

 
 

Fig. 4 Example 2 of analysis and consideration 
 
CONCLUSION 
 

In this research, we tried grasping emotions and 
images obtained from night scenes using night view 
photos and lyrics. As a result, we think that we found 
one evaluation method of a characteristic night time 
landscape. Moreover, it was revealed that various 
emotions are obtained from the space constituent 
elements of night views. From this result, I think that 
we could grasp a part of the charm of the night view.  

I think that discovering the attractiveness of 
night views using new indicators and methods will be 
significant in the future nightscape analysis. 
Moreover, we think that this could lead to the 
possibility of contributing to the creation of a 
characteristic night view. 
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ABSTRACT 

 
When it comes to landscapes, beautiful landscapes are formed from local climates such as history and customs 

by elements such as varying nature and demographic structures. A feature that creates these beautiful landscapes 
is the linear landscape element. This linear element is characterized as being beautiful because landscape elements 
that can be continuously viewed form a beautiful landscape such as a building that looks continuous due to the 
shape and color, in addition to linear landscape elements such as rivers and roads. Hypotheses concerning 
continuity and image are present not only in urban landscapes, but also in the landscape of rural areas and 
mountainous regions. Therefore, in this research, focusing on a bird's eye view from high vantage points, we aim 
to examine urban landscapes by analyzing their elements, shape, view and area. As for the examination method, 
we analyzed and expressed the continuity of streets, rivers, green roads, etc., using image analysis and GIS. From 
the results, we extract and consider the relationship between the position and shape of elements with regards to 
continuity and the beauty of urban landscapes. 
 
Keywords: High-rise building, Bird's eye view, Landscape, Continuity, Visibility analysis 
 
 
INTRODUCTION 

 
In Japan, there are various climates. There are 

places to enjoy beautiful scenery, such as views from 
a natural observation point such as a mountain, or a 
view from man-made point such as a bridge. The 
view from a mountain or high-rise building etc., 
provides a majestic landscape that people cannot see 
much in everyday life. The landscape from this 
altitude is called an “overhead view”, which is 
important when viewing landscapes(Fig. 1). 

Meanwhile, in recent years, various techniques 
have been used to capture attractive urban landscapes. 
A combination of elements such as arrangement and 
shape of buildings and trees etc., that is continuous is 
what forms a beautiful landscape. Sexuality is also 
one of the elements that directs the appeal of the 
landscape, for example, a sprawling grassland, the 
scenery of a city from the top of a mountain or the 
roof of a building, the continuous light in a night view, 
etc., all feel beautiful. Such continuity is important in 
forming a beautiful landscape because it is possible to 
view from various places and angles. We believe that 
future landscape design can be done by grasping the 
relationship between the continuity of the city, and 
the overlooking landscape. 

 

 
 
Fig. 1 Picture of bird's eye view 

PURPOSE  
 
There are many places where we can see the urban 

landscape, for this research we focused on high-rise 
buildings. In Japan there are more than 500 buildings 
over 100m tall. Offices and condominiums are 
becoming taller, and it is becoming more common for 
people to view the urban landscape from a bird's eye 
view. 

Also, beautiful urban landscapes are related to 
shapes and colors that are continuous. Hypotheses 
about continuity and image are established not only 
in the city, but also in the landscape of rural areas and 
mountainous areas. However, in general high-rise 
buildings are concentrated in big cities, and therefore, 
in some cases the buildings obstruct the view. 
Therefore, for this research it is crucial to be able to 
observe the unobstructed urban landscape from a 
bird's-eye view from a high-rise building in Osaka 
city, and subsequently examining the urban landscape 
by analyzing elements and shapes, view and areas. 

 
METHOD 

 
First of all, a questionnaire survey was conducted 

to grasp the relationship between the overhead view 
and the landscape elements in a linear direction. From 
the results, when looking at the city from a bird's-eye 
view, it was more attractive when the roads, rivers, 
and greens were linear as landscape elements. Taking 
this into account, we will discover where we can see 
many elements when looking at a target area. By 
analyzing the depression angle from the test building, 
we grasp how much we can see continuously from a 
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bird's-eye view.  
 
INVESTIGATION 

 
A questionnaire survey was conducted using the 

paired comparison method for the influence of 
continuity from an overhead view(Table 1). This 
investigation is a method of choosing which one is 
perceived as more attractive by showing two images. 
This time, we collected 10 pictures randomly taken 
from a high-rise building. From these images, we 
altered them by removing linear roads, rivers, and 
greens (Fig. 2~3). We had 20 of these images 
randomly arranged. The questionnaire date and time 
and target number of people are as shown in Table 1. 
The average of the questionnaire results was graphed 
(Fig. 2). Results showed that overall the landscape 
was considered more attractive when the linear 
elements exist. However, in the case of 1 and 8, the 
image without the linear landscape elements was 
more attractive. The reason for this is that in the case 
of 1, we believe that shadows affected the outcome. 
In the original image, the difference between light and 
dark is small, and in the created image, the created 
image is better because the light and dark areas are 
clear. In the case of 8, we thought that the 
miscellaneous townscape looked beautiful, thus 
making the created image more attractive.  

 
Table 1 Outline of questionnaire survey 

 
Target Osaka Institute of Technology      

students  78 people  
Date and time 9-May-18 

Method Questionnaire survey by pair 
comparison 

 
 

 
 
Fig. 2 Original image 
 

 
 
Fig. 3 Create image 

 

 
 
Fig. 4 Average value of the questionnaire result 
 

In order to ascertain the validity of this result, a t-
test was performed (Table 2). By conducting this test, 
it can be confirmed as to whether or not the given 
results were by chance. Since the absolute value of 
the t value is larger than the absolute value of the 
boundary value of the t value from the table, and the 
value of the p value is smaller than 0.05 even from the 
p value, there is some statistically significance 
between the two variables. This means that the 
difference between the average values cannot be said 
to be 0. Therefore, from this result it can be said that 
the more continuous the road, river, greenery etc., the 
more statistically significant and attractive the 
landscape. However, there were some results that did 
not have significance. 
 
Table 2 Result of t test of 1 and 11 
 

name 1 11 
Average 0.51282051 0.64102564 
Variance 0.25308025 0.23310023 

Observed number 78 78 
Pearson correlation 0.76777190  

Difference from 
hypothesized 

average 

0  

degree of freedom 77  
t-ratio -3.36504523  

P(T<=t) One side 0.00059788  
t Boundary value 

One side 
1.66488454  

P(T<=t) both sides 0.00119575  
t Boundary value 

on both sides 
1.99125440  
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INVESTIGATION 
 

The target area of this research is Osaka city. 
Osaka city has rivers that are wide and winding with 
rich greenery and parks along the banks, along with 
numerous buildings and structures. In addition, large-
scale roads are stretched in a lattice pattern, and the 
landscape is formed taking into consideration the 
continuity of buildings and harmony between the 
roads and buildings (Fig. 3). 
 

 
Fig. 5 Target area 
 
SELECTION OF VIEWPOINT 
 

We selected high-rise buildings as viewpoints. 
To do the selection, we use skyline possibility 
analysis from existing research[1]. The reason for 
using this analysis is that this analysis identifies the 
areas where you can see the skyline from various 
places. The area where the frequency of occurrence 
of skyline possibility is high is a boundary line that 
separates the ground from the sky, which can be said 
to be an obstacle or a noticeable object. On the 
contrary, when viewed from the building, you can see 
a wide range of landscapes. From this relationship 
you can see the area where urban space is regarded as 
a wide area landscape. To do this analysis, we created 
a 250m mesh DSM (Digital Surface Model) from 
existing research; Osaka city, which is the target area, 
has a generation range of about 20km square. Using 
this DSM, we identified a place where you can see a 
wide area overlooking the city of Osaka. The darker 
the blue color, the easier it is to view the skyline. As 
a result, it came out that the Osaka station 
neighborhood and Tennoji station would be high 
visibility. Narrowed further, Ebuchi Harukasu, a 
place with public nature was selected as an optimal 
location. 
 

 
Fig. 5 Skyline possibility appearance 
distribution [1] 
 
DEPRESSION ANALYSIS 
 

Depression angle analysis was conducted in 
order to grasp the area that would be visible from a 
bird's-eye view from the selected building. The 
depression angle analysis was carried out using the 
DSM to grasp the overhead view that can be seen 
from each viewpoint, and the position of the point 
was set at a height of the observation platform (at 
1.5m). As for the depression angle, we also verified 
the bird's-eye view from existing research and 
obtained quantitative analysis results (Figure 3). 
From this result it is possible to analyze at the lower 
limit of the depression angle of 30 °or more. 

 

Fig. 6 Hypothetical number of Bird's eye view 
scape[2] 
 
Table 3 Hypothetical number of Bird's eye view 
scape[2] 

Viewpoint height（
H） 

Angle Distance（D
） 

Visual axis（
Central vision） 

- 8〜-10° 5.7H~7.1H 

Depression general 
lower limit 

-30° 1.7H 

Minimum 
depression angle 

lower limit 

-45° H 

Hypersurface 
general upper limit 

-2〜-3° 19H~29H 
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The analysis results from the observatory of 
Abeno Harukasu is shown in Figure 6. From the 
results, it was possible to grasp the area that can be 
viewed from a bird's eye view from the viewpoint. 
Specifically, there were many areas in the southern 
part of Osaka city which are in the good visible 
region. However, the scope of view in Umeda is 
limited because there are many high-rise buildings. 

 

 
Fig. 6 Result of declination analysis 
 
RESULTS AND DISCUSSION SECTION 
 

We grasp the area where we can see the target area 
from the result. Also, I can see various things such as 
roads and buildings. However, in this analysis, we 
have not been able to grasp areas with continuity. 
Therefore, we think that it is necessary to classify it 
as buildings, roads, etc. and find continuity as an 
overlooking landscape. 
 
CONCLUSION 

 
In this research, we analyzed the overhead view 

and continuity. At first, when looking at the bird's-eye 
view, we investigated whether it is more attractive to 
have linear landscape elements such as roads and 
rivers. As a result, it was concluded that it is better to 
have linear elements. From this, we analyzed Osaka 
city. From the perspective of the skyline appearance, 
we found a viewpoint with a nice view which one can 
see the various landscape components in Osaka city 
such as concrete, declination analysis, continuously 
as an overlooking landscape. 

As a future prospect, we analyzed the depression 
angle only from a close-up view, but since the 
viewable display area changes according to the height, 
analysis including the distant view area is necessary. 
Moreover, by visualizing the boundary between the 

color difference, we also want to represent the 
continuity of the landscape component quantitatively. 
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ABSTRACT 

 In the world of construction, concrete is the most important element in which in the concrete there is a collection 
of natural mineral aggregates or granules that can be separated by mechanical means if the aggregate is stirred in 
water. A large amount of raw material is used in the manufacture of concrete, it is commonly known that Fly ash 
and cement slag can be used as cement replacement materials.. This is due to the difficulty of the availability of 
cement in the market and the impact of rising prices for cement which continues to soar up, so that waste can be 
recycled for making concrete. This paper investigates the ratio of fly ash and 50% cement slag and waste 
management used. To produce lightweight concrete with environmentally friendly structure utilized coal waste in 
Suralaya such as fly ash, cement slag as a good soil stabilization material in the construction of high rise buildings. 
This research has analytical compressive strength at the age of 1,3,7 and 28 days, the need for water for the same 
workability. From experimental data obtained the same quality using Cement Slag using a smaller number of 
average 70 kg / m³ and Initial setting time of Cement Slag 50% on average 36 minutes faster than FA 50%. Besides 
that the utilization of fly ash and cement slag can minimize waste and with the use of the mixture can reduce 
production costs. From a financial standpoint, the application of this system can prevent companies from 
potentially losing billions / year. 

Keywords: Fly ash, cement slag, concrete, compressive strength, production cost. 

I. INTRODUCTION 

 The construction of high-rise buildings currently 
demands good quality materials, almost 70% of the 
use of materials from the building is concrete so that 
to meet the construction of high-rise buildings will be 
demanded high-quality concrete[1]. It has been 
commonly known that the use of fly ash can be used 
for mixed use of concrete but what about the slag 
concrete in which both components are hazardous 
waste?. The results show that significantly improved 
workability and strength development are obtained at 
an increased admixture content [2]. Many research 
has been done to review the effect of added 
ingredients on improving the quality of concrete. One 
of the added ingredients that is often to be used in 
mixed concrete mix is fly ash and cement slag. Due 
to their good performance and environmental 
friendliness, fly ash-based construction materials 
have great [3]. Fly-ash which is the remnants of coal 
combustion, flowed from the combustion chamber 
through the kettle in the form of smoke bursts, which 
is formed of fine particles and is an inorganic material 
formed from the change of mineral materials due to 
the combustion process of the coal combustion 
process on the generating unit steam (boiler) will 
form two kinds of ash that is fly ash (fly ash) and 
bottom ash (bottom ash). In Indonesia, the use of 
toxic hazardous waste such as cement slag, Fly Ash, 
bottom ash cannot be used directly but there must be 

a waste management. Fly Ash-Bottom Ash is 
classified as hazardous waste so that any management 
in storage, transport, collection, utilization, 
management and stockpiling must be recorded and 
traceable as evidenced by the manifest document and 
each of the actors shall have a valid license and 
appropriate with designated it. Disposal of fly ash 
from coal-fired power plants causes economic and 
environmental problems. Violations of the provisions 
of hazardous waste management regulations result in 
administrative sanctions up to criminal sanctions in 
the form of prison confinement 1-5 years and a fine 
of 1-5 billion as stipulated in the Law of Indonesia 
No. 32 of 2009 on the management and protection of 
the environment. The purpose and objectives of this 
paper Innovation are as follows :  
-  Making Effective Management System which 

facilitate the process of data collection of coal ash 
in and out every day (First In First Out). 

‐ Knowing the quality of Fly Ash and Cement Slag 
‐ Determine standard of cement use for concrete 

mix when using fly ash and cement slag with 
comparison 50% 

‐ Knowing the level of efficiency of using fly ash 
waste and cement slag waste. 

II. LITERATURE REVIEW
The production process of electricity of  Coal

Steam Power Plant produced side products which  are 
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Fly ash and bottom ash. Fly ash is a solid waste 
produced from coal-fired power plants[4] The 
product are kept in big stack with size of particles 
grains smooth[5]. From the waste can be used as 
mixture of cement replacement for high rise building. 
According [6] to form an economical aggregate sand 
substitute to be used as a concrete filler product. Fly 
ash can be used for concrete mixed.. In utilization of 
waste can be compared to the other waste such as 
cement slag. Cement slag is a chemical reaction as 
one of popular activation methode which is 
considered to fix hydrolic characteristic of the slag 
[7]. This work presents chemical activation of blast-
furnace slag-blended Portland cement. According to 
[8] a partial replacement of Portland cement (PC) by 
ground granulated blast furnace slag (GGBFS)is an 
effective method to improve the durability of concrete 
due to its lower diffusivity and higher chemical 
resistance compared to PC. Both media will react to 
decrease production cost because the usage of cement 
is relatively increase in every years. The production 
of cement, the primary ingredient in concrete [9] The 
production cost pressed in order to get the highest 
advantage but still considered the quality without 
relieve the ingredients which cause bad quality in the 
development of high rise building.  
 For concrete calculations in finding correlation 
graph w/c (cement water factor) to compressive 
strength used exponential regression formula and in 
the calculation used MS Excell program. 

Y= aebx           ...........................................................1) 
a =  compressive strength (kg/cm2)  
b = w/c 
e = exponential (2,718)  
R = Coefficient (if close to 1 then the value is good) 

As for determining the water requirement against w/c 
used the formula : 

Y = a+bx  .............................................................2) 
a = water requirement (ltr/m3) 
b = w/c 

III. RESEARCH METHODOLOGY
In this research the methodology is used as follows : 

Fig.1 Flowchart Methodology  

 Starting from the management waste, it will be 
check through the manifest. During the 
experiment, it get observed and test such as 
workability (slump), the need of water for the 
same workability to seek the correlation graph of 
w/c toward tensile pressed at the age of 1,3,7 and 
28 days and determined the need of cement, water 
and price for concrete which is using fly ash and 
cement slag. 
IV. EXPERIMENTAL SETUP

 The experiments performed on a laboratory scale 
include mortar cube experiments and concrete 
experiments using a small mixer.  
 Materials used in this experiment are as follow : 
‐ Cement : Type I (OPC) Ex. PT. Indocement 

Tunggal Perkasa  
‐ Fly Ash 50% : Ex. Pelabuhan Ratu 
‐ Source Fly ash taken from this research including 

Fly ash ex. Suralaya Factory, Fly ash ex. Pindodeli 
and Fly ash ex. Indhobarat, Fly ash ex. Pelabuhan 
Ratu. Most of the usage of fly ash using fly ash ex. 
Suralaya 96%, the use of fly ash ex. Pindodeli 2% 
while Fly ash Indobarat 1%, therefore it is needed 
another source as alternative pozzolan as mineral 
add material in order to get appropriate quality and 
cost. Other fly ash alternatives are obtained from 
various sources that produce Fly ash, for example 
the Jakarta cement slag. 

‐ Cement Slag 50% : Ex. Semen Jakarta 
‐ Split : Split Ex. BCA Suplier Bangun Jaya 
‐ Sand : Natural Sand Ex. Belitung 
‐ Water : Well Plant Precast Cibitung  

V. RESULT AND DISCUSSION 

5.1 Transportation of Hazardous waste 
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Fly ash and bottom ash are the dominant hazardous 
waste generated from Power Generation activities in 
PLTU Suralaya. Not all waste can be used for 
concrete mixes for construction buildings, but for 
coal waste can be used as well. The amount of ash 
produced depends on ash content in coal. Here is the 
hazardous Waste Distribution Flow. 

Fig.2 Process Flow of Hazardous Waste Manifest 
Distribution 

 The Manifest document consists of 7 sheets, with 
the final holder of the manifest for the 3rd and 7th 
sheets hold by the sender (producer), sheet 1 is hold 
by the carrier, the 2nd and 5th sheets are hold by the 
Ministry of the Environment, the 4th sheet is hold by 
the recipient, the 6th sheet is hold by the governor 
which is delivered by the carrier. 

5.2 Mortar Experiment Result 

Fig.3 Laboratory Test Result on Mortar Fly Ash 
Comparison with Cement Slag 

Fly ash and slag cement have been treated sustainable 
materials for the use of cement products for 
wastewater infrastructure due to their capabilities of 
corrosion resistance[10]  .  

 5.3 Concrete Experimental Result 
Concrete experiments were performed with the 
composition of Fly Ash 50% and 50% cement slag 
are as follows : 

Table 1. Test Result Data of Fly Ash Test with 
Cement Slag 

In order to know the quality of Fly Ash and Cement 
Slag, and viewed from Mortar and concrete 
experiment then it is got the combination as follows: 

Compressive strength 
Fig.4 The relation of compressive strength against 
W/C.  

The above graph shows a compressive strength 
relationship to w / c, where the compressive strength 
of cement slag is relatively the same as that of fly ash. 
From the analysis of the exponential linear regression 
graph above can be seen near the scatter point or 
coefficient value R = 1. 

Compressive Strength (kg/cm2) a age w/c 0,5 FA 50 w/c 0,5 SJ 50
1 day 104 101
3 day 219 229
7 day 330 353

1 day 1,00 0,97
3 day 1,00 1,05
7 day 1,00 1,07
28 day 1,00 1,07

Realitation w/c 0,500 0,500
1,000 1,000

Change of water (ltr/m3) 0 0
change of water (%) 1,000 1,000

hours:minutes 05.40 05.04
Delta 00.36

Slump Plain 10 5
Slump After 30'  -  -

Age of day
1 0,45 0,41
3 0,95 0,94
7 1,44 1,44
28 1,00 1,00

Percentage of comparison

Realitation Trial Mix

Initial seting time

Slump (cm)

Developing Compressive strength
% Compressive Strength after 28 days
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Fig.5 The relation of water requirement with w/c  
From the above linear regression graph analysis can 
be seen the value of R = 1 means good and can be 
used. 

Fig.6 Distribution of Molen Truck for High Rise 
Building foundry with Fly Ash and Cement Slag 

  Nowadays, concrete is a material widely used to 
make high-rise buildings. Thus to meet the 
construction of high-rise buildings will be demanded 
high-grade concrete. But along with the increasing 
human need for better infrastructure, then the 
concrete with high quality is much needed, for 
example for high rise buildings. 

Fig.7 Floor and column concrete with concrete 
containing FA and cement slag  

The development of construction in Indonesia 
occurred so fast, this research has been done to 

develop construction technology ranging from 
construction materials to technology used in the 
construction itself. The development of these 
construction materials can be seen from the many 
types of added materials used as additives in the 
normal concrete mortar. These added ingredients aim 
to improve the quality of concrete to be better and 
enviromentally friendly. Alkali-activated fly ash-slag 
(AAFS) concrete is a new blended alkali-activated 
concrete that has been increasingly studied over the 
past decades because of its environmental benefits 
and superior engineering properties. [10] To know the 
quality of cement against fly ash, and evaluated from 
mortar and concrete experiment, it is got combination 
as follows : 

Table 2 Comparison of composition for efficiency 

From the table above with the comparison of the 
composition between Fly Ash and Cement Slag 50% 
for high rise building, for example taken K300 with 
FA  438.197 (IDR) and cement slag 441.215 (IDR) 
whereas for normal production cost without the use 
both materials with the same quality is about 470 
million, so the diffence is about 30 million (IDR). If 
the production cost per year, for example 1 billion/m3 
than the efficiency  can be generated is 1 billion x 30 
million = 30 billion, so with utilization of fly as and 
cement slag  it can avoid the company from potental 
loss of billions/ year. The cost of production is the 
amount of costs incurred by an industry to process 
raw materials into finished goods. By optimizing the 
available production factors optimally in order to 
produce optimal output. 

IV. CONCLUSION

With the implementation of Innovation the use of
Fly Ash and Cement Slag and by experimental 
method, it can be concluded that : 
1. The use of Fly Ash and cement Slag semen is

needed to replace the role of cement and sand.
2. With the same w/c of compressive strength

cement slag 50% bigger than Fly Ash that is equal
to 23%.

3. In order to get the same workability the water
usage of cement slag 50% is larger with averages
4 liters / m3

4. The bigger usage of fly ash and cement slag
materials made smaller production cost which can
help the need of the development in the future.

FA 50 Slag 
cement 50

FA 50 Slag 
Cement 50

FA 50 Slag 
cement 50

FA 50 Slag 
Cement 50

100 149 0,670 0,754 163 166 243 221 395.940 400.190
200 249 0,554 0,630 171 174 308 277 413.879 417.701
300 349 0,458 0,526 178 182 389 346 438.197 441.215
400 449 0,379 0,439 186 190 492 432 470.279 471.946
500 549 0,313 0,367 194 198 620 539 511.874 511.418
600 649 0,259 0,307 202 206 780 671 565.181 561.524
700 749 0,214 0,256 210 214 979 834 632.950 624.607

Price (IDR)
Quality K Goal kg/m3

w/c water (ltr/m3) Cementius
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ABSTRACT 

 
Erosion is one of the most serious environmental problems with adverse effects on agricultural productivity 

and hydrological systems. Prediction of erodible locations is very crucial for sustainable watershed management. 
This study is aimed at predicting geospatial distribution of erosion under the influence of causative factors (CFs) 
using modified bivariate frequency ratio, GIS and remote sensing techniques. The study considered dynamic CFs 
which often ignored in previous studies together with static CFs for erosion susceptibility analysis. Essential 
factors such as drainage density, lineament density (LD) and length-slope (LS) were selected as static factors, and 
land surface temperature (LST), soil moisture index (SMI), normalized difference vegetation index (NDVI) and 
rainfall erosivity as dynamic factors. Spatial correlations between classes of each CFs and occurrence of erosion 
were evaluated. The results showed that most erosion occurred in the class of 150.81 - 282.75, 0.337 - 0.369 
km/km2, 1.174 - 1.255, 24.20 - 32.64 oC and 1.250 - 1.358 for LS-factor, LD, NDVI, LST and SMI respectively. 
Analysis of prediction rates for each CFs indicates that LS-factor, SMI and LST were the most prominent factors 
triggering erosion in Cameron Highlands. The accuracy of developed susceptibility map from CFs’ prediction 
rates was 68.6%. This suggests that the map was acceptable for watershed management, optimal land-use planning 
and prevention of erosion. 
 
Keywords: Soil erosion, dynamic causative factors, susceptibility, frequency ratio 
 
INTRODUCTION 

 
Erosion is one of the most serious environmental 

problems that degrade land and threatens agricultural 
productivity and hydrologic systems in a watershed 
[1]. Human activities in the watershed such as 
increasing agricultural practice, massive land clearing 
for development, deforestation, etc cause drastic 
changes in land-use and land-cover patterns which 
enhances erosion phenomenon. Soil erosion process 
is modified basically by some biophysical factors of 
the watershed such as soil, climate, terrain 
characteristics and land-cover [2]. Hence, area 
specific studies are often applied for erosion 
assessment. These factors interact in a complex 
manner that makes erosion prediction or 
measurement difficult. Vijith, et al. [3] reported that 
Asia, Africa and South America have very high 
erosion rate with average value of 30-40 ton/ha/year. 
The ecological related issues of soil erosion have 
necessitated the development of sustainable erosion 
control measures. Substantial efforts have been spent 
on the development of soil erosion models [4]. Soil 
loss estimation and identification of critical zones are 
very crucial for the implementation of best 
management practice [2]. 

Susceptibility analysis is used for the assessment 

of relative probability of occurrence of soil erosion in 
a particular location within watershed under the 
influence of causative factors (CFs). This predicts 
geospatial distribution of occurrence of soil erosion 
within the watershed and classifies areas into zones 
of different degrees of susceptibility to erosion [5]. 
The analysis could be accomplished by using two 
approaches: qualitative or quantitative approach. The 
former is subjective as the analysis rest largely on the 
experts’ opinion and less accurate while the latter is 
objective and more accurate because it is statistical 
and probabilistic in nature [6]. The quantitative 
approach is categorized into bivariate and 
multivariate techniques to analyze numerical data and 
statistics in order to express the relationship between 
erosion and its CFs [7]. These two techniques analyze 
the historical linkage between CFs of a given erosive 
process and the distribution of the erosional 
landforms [8]. The target of this analysis is to 
establish, evaluate and visualize susceptibility, 
hazard and risk associated with natural events [5]. In 
bivariate technique, CFs maps are combined with 
erosional distribution map based on weighting values 
estimated for each factor. Some examples of bivariate 
techniques reported in literatures are frequency ratio 
(FR), statistical index and weight of evidence.  

In the analysis of erosion susceptibility, selection 
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of appropriate CFs is the starting point [9]. Previous 
studies showed that majority of CFs considered were 
static factors such as slope angle, length-slope, plan 
curvature, stream power index, slope aspect and 
topographic wetness index, normalized difference 
vegetation index (NDVI), landuse/landcover, 
lithology, lineament, soil erodibility (k-factor), etc. 
These factors remain unchanged for a relatively long 
period of time. Furthermore, many of these are 
redundant that should not be simultaneously used as 
it often lead to overweighting of the results [9]. 
However, there are some important dynamic CFs 
such as land surface temperature (LST), soil moisture 
index (SMI) and rainfall erosivity (R-factor) whose 
impacts on erosion susceptibility results have not 
been investigated. Some literatures have indicated 
that these factors are crucial in triggering erosion but 
often neglected in many susceptibility analyses due to 
data unavailability [9-11]. Therefore, the aim of this 
study is to predict geospatial distribution of soil 
erosion in Cameron Highlands, Malaysia using 
modified bivariate FR technique. The study considers 
both non-redundant static and dynamic CFs for 
erosion susceptibility analysis of complex watershed 
where there is increasing rate of erosion due to the 
increased human-environment interactions. 

 
MATERIALS AND METHODS 

 
Soil erosion susceptibility analysis start with the 

identification of erosion affected spots in the area 
under study. In Cameron Highlands, a total of 159 
erosion affected spots were identified as shown in 
Figure 1a. Based on this, erosion CFs required for the 
analysis were prepared and evaluated (see Figures  
1b-1h) using ArcGIS 10.1, ENVI 5.0 and Geomatica 
2016 software. These factors were extracted from 
various sources having different scales and 
generalization. The non-redundant static factors: 
drainage density (DD), LS-factor, lineament density 
(LD) were extracted from digital elevation model 
(DEM 5m spatial resolution) and dynamic CFs: 
NDVI, SMI and LST were derived from Landsat-8 
image obtained from USGS database. R-factor was 
derived from monthly rainfall data (2006-2016) 
obtained from Malaysian Department of Irrigation 
and Drainage. The detailed procedures for the 
extraction of LST and SMI described by Abdulkadir, 
et al. [12] were used. All these CFs were considered 
due to their roles in triggering erosion and their 
previous implementation by many earliest 
researchers in erosion susceptibility analysis. For 
instance, some of non-redundant static CFs 
considered are DD [3, 6, 13], length-slope [14, 15], 
LD [1, 3] whose detailed descriptions could be found 
in the aforementioned literatures. Similarly, dynamic 
(multi-temporal) CFs such as R-factor [9, 16], LST 
[10], SMI [17] have been highlighted by researchers 
to influence erosion. Hence, they were introduced to 

assess their significance in erosion susceptibility 
analysis.  

After preparation of all the CFs, modified 
bivariate frequency ratio (FR) technique was adopted 
to estimate the probabilistic relationship between 
response (i.e., erosion) and predictor variables (i.e., 
erosion CFs) [18]. This method was chosen owing to 
its simplicity in application and understanding of the 
results. It evaluates the ratio of area of erosion 
occurred pixels to the total study area and the ratio of 
erosion occurrence probability to the non-occurrence 
for a given attribute [19]. FR application for 
susceptibility analysis commenced by reclassifying 
all the CFs into ten (10) classes and the number of 
training points (erosion occurred points) within each 
class were evaluated. FR for each causative factor 
were evaluated by finding the ratio of percentage 
target occurrence in each subcategory to percentage 
category of CFs in question as given in Equation 1. 
The relative frequency (RF), prediction rate (PR) and 
susceptibility index (SI) respectively defined as 
shown in Equations 2, 3, and 4 were evaluated. The 
PR and SI are used to define the mutual relationship 
among the CFs and occurrence of soil erosion. The 
expressions were applied and the results of the 
analyses are presented. 

 
FR =  % target occurence in each subcategory

% category of an indepedent factor
 (1) 

 
RF =  factor class FR

∑ factor classes FR
   (2) 

 
PR =  (RFmax−RFmin)

MIN.  totat of (RFmax−RFmin)
  (3) 

 
SI =  ∑(RF∗PR)

MAX.(RF∗PR)
∗ 100  (4) 

 
RESULTS AND DISCUSSION 

 
This section discusses the results obtained for the 

susceptibility analysis for geospatial prediction of soil 
erosion in Cameron Highlands watershed. The results 
are presented in Tables 1(a-g) for each factor. These 
Tables showed the correlations between classes of 
each CFs and occurrence of soil erosion in the 
watershed. In the case of correlation between soil 
erosion and SMI, erosion mostly occurred in the SMI 
classes of 0.852-1.032 and 1.152-1.358 because their 
respective ratios were greater than 1.0. The SMI class 
of 1.250-1.358 had the highest frequency ratio value 
as shown in Table 1a. Locations within the watershed 
with very low SMI were relatively dried compared to 
other locations. The results of SMI analysis with 
respect to soil erosion suggest that the drier locations 
were more prone to erosion than wet locations [17]. 
This is because drier soils are loose and could easily 
be detached and moved by runoff in the event of 
rainfall. The LST range of values where most of soil 
erosion took place was 24.20-32.64 0C as shown in 
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Table 1b. The locations with these highest LST values 
are the hottest regions in the study area. These 
locations have relatively low SMI values [11, 20] 
because solar radiations reduce the soil moisture 
content. Thus, erosion occurrence was prominent in 
those locations. Regions with NDVI values ranges 
between 1.174-1.494 and 1.623-1.759 are locations 

where most erosion occurred with highest 
experienced at NDVI range of 1.174-1.255 as shown 
in Table 1c. This region with relatively low NDVI 
indicates lesser vegetation abundance. Therefore, 
there is very high tendency to have erosion occurring 
in such locations as experienced in the study [21].  

 
Tables 1(a-h). Frequency ratio and prediction rates for soil erosion CFs 

a) Factor classes  
(SMI) Ratio RF 

b) Factor 
classes (LST) Ratio RF 

c) Factor classes 
(NDVI) Ratio RF 

0.852 - 0.993 4.153 0.095 15.95 - 19.87 22.105 0.437 0.984 - 1.173 0.000 0.000 
0.994 - 1.032 1.730 0.040 19.88 - 21.80 0.766 0.015 1.174 - 1.255 6.882 0.285 
1.033 - 1.060 0.962 0.022 21.81 - 22.23 0.597 0.012 1.256 - 1.327 4.965 0.205 
1.061 - 1.082 0.988 0.023 22.34 - 22.88 0.200 0.004 1.328 - 1.391 5.778 0.239 
1.083 - 1.104 0.751 0.017 22.89 - 23.47 0.202 0.004 1.392 - 1.449 3.616 0.150 
1.105 - 1.126 0.395 0.009 23.48 - 24.19 0.378 0.007 1.450 - 1.494 1.114 0.046 
1.127 - 1.151 0.523 0.012 24.20 - 25.04 1.114 0.022 1.495 - 1.534 0.079 0.003 
1.152 - 1.189 1.041 0.024 25.04 - 26.09 3.572 0.071 1.535 - 1.573 0.172 0.007 
1.190 - 1.249 3.004 0.069 27.60 - 27.60 7.826 0.155 1.574 - 1.622 0.157 0.006 
1.250 - 1.358 30.210 0.690 27.61 - 32.64 13.843 0.274 1.623 - 1.759 1.405 0.058 

d) Factor classes 
 (LS) Ratio RF 

e) Factor 
classes (LD) Ratio RF 

f) Factor classes 
(DD) Ratio RF 

0 - 2.22 0.000 0.000 0.09 - 0.134 0.116 0.012 13 - 18279 0.037 0.003 
2.23 - 7.76 0.000 0.000 0.135 - 0.170 0.447 0.048 18280 - 40203 0.520 0.045 

7.77 - 14.42 0.000 0.000 0.171 - 0.207 0.772 0.083 40204 - 62789 1.614 0.141 
14.43 - 21.07 0.000 0.000 0.208 - 0.242 1.180 0.127 62790 - 86690 1.033 0.090 
21.08 - 28.83 0.000 0.000 0.243 - 0.275 0.946 0.102 86691 - 110931 1.313 0.114 
28.84 - 38.81 3.356 0.001 0.276 - 0.307 1.206 0.129 110932 - 138357 0.864 0.075 
38.82 - 53.22 264.315 0.064 0.308 - 0.336 0.987 0.106 138358 - 170221 1.386 0.121 
53.23 - 80.94 596.648 0.144 0.337 - 0.369 1.593 0.171 170222 - 205077 2.644 0.230 

80.95 - 150.80 808.169 0.195 0.370 - 0.407 1.892 0.203 205078 - 244898 2.064 0.180 
150.81 - 282.75 878.384 0.597 0.408 - 0.477 0.298 0.032 244899 -319504 0.000 0.000 
g) Factor classes  

R-factor Ratio RF 
 (h) Model prediction rates 

 

2015.22 - 2086.83 1.309 0.136 CFs Min Max [Max-Min] 
Min 
tot. PR 

2086.84 -2146.89 1.959 0.203 SMI 0.009 0.690 0.681 0.191 3.576 
2146.90 - 2200.02 0.933 0.097 NDVI 0.000 0.285 0.285  1.494 
2200.03 - 2248.54 0.000 0.000 LST 0.004 0.437 0.433  2.272 
2248.55 - 2292.43 0.190 0.020 DD 0.000 0.230 0.230  1.209 
2292.44 - 2334.01 1.087 0.113 LS-Factor 0.000 0.597 0.597  3.133 
2334.02 - 2382.52 0.906 0.094 LD 0.012 0.203 0.191  1.000 
2382.53 - 2440.27 1.336 0.139 R-Factor 0.000 0.203 0.203  1.066 
2440.28 - 2500.34 1.923 0.199       
2500.35 - 2604.29 0.000 0.000       

 
The results for LS-factor in Table 1d showed that 

the highest ratio occurred in the region with highest 
value (i.e., 150.81-282.75). This underscores the 
influence of slope-length on occurrence of soil 
erosion as highlighted by many researchers [22]. 
Higher LD regions suggest high geological faults 
(i.e., presence of fractured and weathered terrain) in 
the watershed that could enhance soil erosion. This 
was experienced in the study area as depicted in Table  

1e and conformed to description made by Barrow, et 
al. [23]. The results for the remaining CFs such as DD 
and R-factor are presented in Tables 1f and 1g 
respectively. The prediction rates were evaluated for 
each factor by finding the minimum RF, maximum 
RF and the differences between both as shown in 
Table 1h. The obtained values were used to evaluate 
contribution of each factor. The analysis showed that 
all the CFs contributed significantly to the occurrence 



SEE - Nagoya, Japan, Nov.12-14, 2018 

1119 
 

of erosion. SMI had the highest impact on soil erosion 
followed by LS-factor and the least was LD as shown 
in Table 1h. The prediction rate values for each factor 
was then applied in ArcGIS 10.1 for the development 

of erosion susceptibility maps as shown in Figure 2. 
This predicts the potential locations where erosion 
could occur based on the CFs. 

 
 

  

 

 

 

 

 

 

Figure 1. Maps for erosion locations and CFs (a) Training points (b) DD (c) LS-factor (d) LD (e) NDVI (f) LST 
(g) SMI (h) R-factor 
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Figure 2. Erosion susceptibility map 

 
Accuracy of the soil erosion susceptibility map 
obtained was evaluated by using area-under-curve 
(AUC) technique. An AUC “measures the quality of 
probabilistic model describing its ability to reliably 
predict the occurrence or non-occurrence of events” 
[24]. Its values often range between 0 and 1 in which 
closer to 1 indicate perfect prediction and close to 0.5 
indicates that the model is inaccurate [25]. It is widely 
accepted and adopted by researchers for evaluation of 
susceptibility mapping accuracy [26]. The AUC value 
was estimated to be 68.6%. This indicates that FR 
method performed fairly well in erosion susceptibility 
assessment and the map could be used for sustainable 
management of the watershed. Susceptibility map 
produced was classified into five classes using natural 
break approach as in Figure 2. Most northeast and 
central regions of the study area were mostly 
identified as “very low” susceptible zones while 
“high” susceptible zones are distributed across the 
western region. The percentage area occupied by 
regions with very low, low, moderate, high and very 
high susceptible zones to soil erosion are 42.3, 36.9, 
16.4, 3.8 and 0.5% respectively. 

 
CONCLUSION 

 
This present study applied modified bivariate FR 

technique for geospatial prediction of soil erosion in 
Cameron Highlands. The study considered some 
important CFs which often neglected in many 
susceptibility analyses along with other non-
redundant CFs. As a result, DD, LD and LS were 
selected as static factors, and LST, SMI, NDVI and 
R-factor as dynamic factors. Correlations between 
subclasses of each CFs and occurrence of soil erosion 
were evaluated. The results showed that most erosion 
took place in the subclasses of 150.81 - 282.75, 0.337 
- 0.369 km/km2, 1.174 - 1.255, and 1.250 - 1.358 for 
LS, LD, NDVI, and SMI respectively. The analysis 
of prediction rates for all the factors showed that 
contributed significantly to the occurrence of erosion 
with the SMI having the highest value followed by 
LS. The results of prediction rates for the CFs were 
applied for the development of erosion susceptibility 

map. The accuracy of model was assessed using area-
under-curve method and was estimated to be 68.6% 
accurate. This suggests that the map is valid for 
geospatial erosion prediction and acceptable for 
optimal land-use and sustainable management of the 
watershed against erosion and it related hazards. 
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ABSTRACT 
 

 The effects of thermal lagging with high-order became essential to describe non-equilibrium heating in tissues. 
Our paper studies the temperature rise behavior in living tissues theoretically during the treatment by magnetic tumor 
hyperthermia based on the non-linear form of the dual-phase-lag model. Experimentally, it was found that the 
concentration of magnetic particles is in Gaussian distribution through the radial direction when magnetic fluid is 
injected into the living tissue space. Hence, the governing partial differential equation in concentric spherical space is 
solved in the Laplace transform domain. Some comparisons between the non-linear and linear effects of phase-lag 
time’s parameters on bio-heat transfer have been studied and discussed. The thermal damage quantity for the tumor 
has been calculated with different values of the phase-lag times. The results show that the non-linear and linear 
effects of phase-lag times on bio-heat transfer have significant effects on the tumor, the tissue, and the thermal 
damage quantity. 
 
Keywords: Nonlinear Behavior; Thermal Lagging; Thermal Damage; Living Tissue; Gaussian distribution Source 
 
INTRODUCTION 
 
 Hyperthermia (also called thermal therapy or 
thermotherapy) is a kind of medical treatment in 
cancer therapy; it is elevated body temperature to 40–
44 C. Hyperthermia is used with radiation therapy 
and chemotherapy to treat cancer [1]. Cells in these 
areas are often cell cycle arrest and so most resistant 
to growth prohibiting drugs. It remains unclear 
whether these cells are sensitive to heat damage; 
moreover, heat can motivate vascularization and 
increase oxygenation of the tissue, thermotherapy 
make cancer cells more motivate to radiation or harm 
other cancer cells that radiation cannot damage [2, 3]. 
These studies have been certain in a number of 
clinical studies [4, 5] which indicate that elevation of 
the temperature within a tumor has a cytotoxic 
influence on radio resistant cells when heated to 
temperatures above 42 C. There is a variety of 
techniques [3, 6] to increase the temperature within 
the human body. Hyperthermia for the processing of 
cancer is under study, including all body 
hyperthermia, partial or regional hyperthermia, and 
local hyperthermia. In several biologists studying the 
behavior of bio-heat transfer in tissues during 
magnetic fluid hyperthermia management, the 
distribution of the magnetic particles was always 
regarded as homogenous in a limited spherical 
domain [7-11]. Furthermore, Salloum et al. [12] 
experimentally evaluated magnetic nan-ofluid 

transport and heat distribution stimulated by 
commercially available magnetic nanoparticles 
injected into the extracellular area of biological tissue 
using agarose gel with porous structures alike to 
human tissue.  Pennes model [13] described 
temperature distribution in the living biological 
tissues. The connection between [14] arterial blood 
and the heat transfer in a living tissue are taken. The 
model known as the bioheat equation remains used 
today. Pennes inserted a medium response term to the 
basic heat equation that accounts for the mitigating 
effect of blood flow. This convective term depicts 
heat transport by means other than propagation. 
Wissler [15] explicated the validity of Pennes’ model 
connected to normal thermal distribution in living 
tissue. supposed mixed boundary conditions in resting 
tissue, Pennes’ model strictly describes the decay of 
temperature from the core of the body to the surface 
[14]. The Pennes bio-heat transfer equation (PBT) is 
based on the classical Fourier’s law, taken into 
account a blood perfusion term, which is 
proportionate to the volumetric rate of blood 
perfusion and the difference between the average 
arterial blood and tissue temperatures. Pennes bio-
heat model is true only if when the venous blood 
flows from the capillary bed to the main supply vein, 
its temperature remains the same as the tissue 
temperature disregard the size of the vessel and the 
flow rate. Youssef modified the theory of heat 
conduction in deformable bodies which have been 
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investigated by Chen and Gurtin, which depends 
upon two distinct temperatures, the conductive 
temperature and the thermodynamic temperature [16]. 
For time-independent situations, the difference 
between these two temperatures is proportional to the 
heat supply, and in the absence of any heat supply, 
the two temperatures are identical. Youssef 
considered the non-Fourier’s heat conduction based 
on one relaxation time. Youssef applies the two-
temperature heat conduction in many applications 
[17-21]. In this work, two-temperature bio-heat 
transfer equations based on second-order effects in 
thermal lagging was introduced and used to discuss 
the variation of temperature in a laser-irradiated 
biological tissue. 
 
FORMULATION OF THE PROBLEM 
 
 In a magnetic fluid hyperthermia, magnetic 
particles are injected into at the center of tumor 
surrounded by the normal tissue and radially diffuse 
from the injected point in Gaussian distribution [12]. 
For excitation of an alternating magnetic field, 
magnetic particles become the space-dependent 
heating sources in the tissue. For 0>t , the heat is 
transferring in the radius direction symmetrically. The 
small tumor is regarded as a solid sphere with the 
radius R [7-11]. The temperature distribution in the 
tumor 0 ≤ ≤r R and normal ≤ <R r h  tissues is the 
function of the distance r from the center of the 
sphere and time t. 
Youssef proposed the two-temperature model to 
differentiate between the conductive temperature and 
the dynamical temperature as: 
( ) ( ), , , 1, 2+ = − ∇ + =c

i qi i i Tiq r t K T r t iτ τ ,  (1)                                                

( ) ( ) ( )2, , , , 1, 2− = ∇ =C D C
i i i iT r t T r t T r t iβ . (2) 

Where 1 0 2= ≤ ≤ = ≤ <i for r R and i for R r h , 

iβ  is a non-negative parameter which is called two-
temperature parameter, 

c
iT  is the conductive 

temperature, D
iT  is the dynamical temperature, K the 

heat conductivity, q the heat flux, and t is the time, 
,q Tτ τ are the phase-lag time parameters of the heat 

flux and the temperature gradient, respectively. In 
general, the relaxation times ,q Tτ τ take a minimal 
value, while in the biological materials this parameter 
is more significant.  
The energy conservation equation of bio-heat transfer 
is described in the context of the two-temperature 
model as: 

( ) ( ) ( )( )
( ) ( )( )

0

,
, ,

, , , 1, 2

∂
= −∇ ⋅ − − +

∂
+ =

D
i D

i i i bi b p i

mi ri

T r t
C q r t w C T r t T

t
q r t q r t i

ρ ρ . (3) 

The term ( )( )0, −D
bi b iw C T r t T expresses the heat 

caused by convection within the tissue per unit mass 
of the tissue and it is considered to be homogenous 
and 0 37= oT C is the reference temperature of the 
tissue and the tumor. 
The second order Taylor series of the DPL model can 
be rewritten as 
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2 2
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Consequently, it gives 
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A high order differential equation of bio-heat transfer 
is obtained from equation (3) as: 
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  (6) 

where the values of the coefficients 1α  and 2α are 

1 2 0.0= =α α  for DPL type I equation, 

1 21.0, 0.0= =α α for DPL type II equation, and 

1 2 1.0= =α α for DPL type III equation. 
Consider the following functions: 
( ) ( )( )
( ) ( )( )

0

0

, , , 1, 2

, , , 1, 2

= − =

= − =

C
i i

D
i i

r t r T r t T i

r t r T r t T i

θ

ϕ
.  (7) 

Hence, we have from equations (6) and (7) that 
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( ) ( ) ( )2

2

,
, , , 1, 2

∂
= − =

∂
i

i i i

r t
r t r t i

r
ϕ

θ ϕ β  . (9) 

Assume the following spatial heating source 
 ( ) ( ) 2

0( / )
0, −= ir r

riq r t q H t e  , (10) 
where 0r  is a parameter which determines how far the 
diffusion of the injected magnetic particles occurs and 

0q  determines the maximum strength of the spatial 
heating source at the injection site. The function 

( )H t  is Heaviside unit step function 
Applying Laplace transform for equation (8) and (10) 
defined as: 

( ) ( )
0

∞
−= ∫ stf s f t e dt ,  (11) 

where we will use the following initial conditions: 
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Thus, we get 
2

2
2

, 1, 2
∂

− = − =
∂

i
i i if r i

r
ϕ

λ ϕ  , (13)                                                                         
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The general solution of the differential equation (13) 
takes the form 

( ) 1 1 1
1 11 12 2

1

, , 0 ,−= + + ≤ ≤r r fr s c e c e r r Rλ λϕ
λ

  (14) 

and 

( ) 2 2 2
2 21 22 2

2

, ,−= + + ≤ <r r fr s c e c e r R r hλ λϕ
λ

.  (15) 

Apply the boundary conditions 
( ) ( ) ( )

( ) ( ) ( )

1 1 20

1 21 2
2
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We get the following system of linear equations:  
11 12 0+ =c c ,  (17)             

1 1 2 2 2 1
11 12 21 22 2 2

2 1

− −  
+ − − = − 

 
R R R R f fe c e c e c e c Rλ λ λ λ

λ λ
 , (18) 

1 1 2

2

1 1 11 1 1 12 2 2 21
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f fK e c R
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λ
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λ
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,  (19) 

2 2 2
21 22 2

2

− + = −h h fc e c e hλ λ

λ
 . (20) 

We solve equations (17-20), we complete the solution 
in the Laplace transform domain. 
 
THE THERMAL DAMAGE 
 

The Arrhenius burn integration induced by 
Henriques and Moritz is widely used. Their results 
showed that progressively decreasing temperatures 
could produce a burn injury of standard threshold 
severity as the thermal insult period is logarithmically 
increased. They conducted two different experiments, 
which involved boundary conditions of constant 
temperature and constant heat flux in computing the 
time-temperature relationship at the dermal-epidermal 
junction. They worked out the solution of the Fourier 
heat conduction equation for a semi-infinite body to 
model the transfer of heat through the skin. Based on 
their observation, Moritz and Henriques proposed that 
skin damage could be represented as a chemical rate 
process, which is calculated by using a first order 
Arrhenius rate equation. Whereby damage is related 
to the rate of protein denaturation ( )Tκ  and 
exposure time t at a given absolute temperature T. 
The measure of thermal damage Ω was introduced, 
and its rate ( )Tκ  were postulated to satisfy: 

( ) /expΩ  = = − 
 

aEdT A
dt T

η
κ  , (21) 

which leads to 

0

/
exp Ω = − 

 
∫
t

aE
A dt

T
η ,  (22) 

where A is a material parameter (frequency factor); 
aE  is the activation energy; η  is the universal gas 

constant. Equation (37) indicates that a reaction 
proceeds faster with larger values of T or A for the 
same aE , or with smaller values of aE  for the same 
value of A. The constants A and aE  are usually 
obtained experimentally. After the pioneering work of 
Henriques and Moritz, many researchers have also 
proposed some other models, but most of them have a 
similar format. There are only differences in the 
coefficients used in the burn damage integral, which 
are mainly due to the different experimental databases 
used to define the models and the different emphasis 
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when analyzing the burn process where 

( )0
0 237= + +C i

iT C T
r
ϕ

.  

 
NUMERICAL INVERSION OF THE LAPLACE 
TRANSFORM 
 To determine the distribution ( ),i r tϕ  of each 
layer, we will use a Riemann-sum approximation 
method to obtain the numerical results in which, any 
function in Laplace domain can be inverted to the 
time domain as: 

( ) ( )
1

1( ) Re 1
2 =

  = + − +    
∑

t N n

n

e i nZ t Z Z
t t

κ πε ε  , (23) 

where Re is the real part and i is imaginary number 
unit. For faster convergence, numerous numerical 
experiments have shown that the value of ε satisfies 

the relation 4.7≈tε Tzou. The value of ( )1 ,r t
r

ϕ
 at 

0=r  is undefined value and it must be replaced by 

its limit as ( )1

0

,
→r

r t
Lim

r
ϕ

 and by using L’Hôpital’s rule 

as:  
( ) ( ) ( )1 1 1

0
0 0

, , ,
→

= =

= =
r

r r

r t r t d r t
Lim

r r dr
ϕ ϕ ϕ

. (24) 

 
NUMERICAL RESULTS AND DISCUSSION 
 
 To simulate the thermal response within a small 
spherical tumor of radius R = 0.005 m and its 
surround tissue, the thermal material properties of the 
tumor and the tissue are provided in Table1. The 
volumetric heat capacity of blood is

6 34.18 10 / /= ×b bC J m Kρ and the spatial heating 

source is specified with 6 3
0 6.15 10 /= ×q W m , 

0 0.75= ×r R and 4.0= ×h R . 
Table1: Properties of Tumor-Tissue Model 

Parameter Unit Tumor Tissue 
K  /W m K  0.778 0.642 
ρ  3/kg m  1660 1000 

C  /J kg K  2540 3720 

bw  3 3/ /m s m  0.0064 0.0064 

0T  oC  37 37 

mq  3/W m  29000 450 
x           m 0.005 0.02 
β  2−m  0.000001 0.000001 

Figure 1 shows the heat conduction increment along 
the distance range of tumor 0.0 0.005≤ ≤ =r R  and 

of tissue 0.005 0.02= ≤ ≤ =R r h at the instant time 
20=t s and 5.0 , 15.0= =T qs sτ τ . DPL type I, II, III 

for the one-temperature and two-temperature model, 
respectively, have been represented in this figure to 
discuss the effect of the two temperature parameter 
on the conductive temperature increment. The two-
temperature parameter β has significant effect where 
the conductive temperature increment decreases in 
the context of the two-temperature model for the 
three DPL types. The non-linear effects of 2 2,T qτ τ are 
very significant. The heat conduction temperature 
increment is greater in the context of DPL type III 
than DPL type I and Type II. The non-linear term of 

2
qτ plays a vital role to increase the heat conduction 

temperature increment in the context of the one-
temperature model and the two-temperature model. In 
the tumor space, the heat conduction temperature 
increment in the context of DPL type III is greater 
than DPL type I and DPL type I is greater than DPL 
type II. In the tissue space, the three types are much 
closed based on one-temperature parameter while 
they are coinciding based on the two-temperature 
model. The difference values of the heat conduction 
increment in the context of the one-temperature 
model and the two-temperature model are greater in 
the tumor space than its values in the tissue space 
because the positions 0 ≤ ≤r R  are in the range of 
the heating source. Figures 2-4 show the heat 
conduction increment of DPL type I, II, and III, 
respectively, in the context of the one-temperature 
model and two-temperature model, respectively. The 
non-linear effects of 2 2,T qτ τ are significant. The heat 
conduction temperature increment is greater in the 
context of the one-temperature model than the two-
temperature model. The non-linear term of 2

qτ plays a 
vital role to increase the heat conduction temperature 
increment in the context of the one-temperature 
model while it has a limited role in the context of the 
two-temperature model. In the tumor space, the heat 
conduction temperature increments when 

15.0 , 30.0= =T qs sτ τ  is greater when
10.0 , 20.0= =T qs sτ τ , and then 5.0 , 10.0= =T qs sτ τ , 

while the three cases are coinciding in the context of 
the two-temperature model. In the tissue space, the 
three types are much closed based on one-temperature 
parameter while they are coinciding based on the 
two-temperature model. The difference values of the 
heat conduction increment in the context of the one-
temperature model and the two-temperature model 
are greater in the tumor space than its values in the 
tissue space because the positions 0 ≤ ≤r R  are in 
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the range of the heating source. Figures 5-7 show the 
heat conduction increment of DPL type I, II, and III, 
respectively, in the context of the one-temperature 
model and two-temperature model, respectively. The 
non-linear effects of 2 2,T qτ τ are significant. The heat 
conduction temperature increment is greater in the 
context of the one-temperature model than the two-
temperature model. The non-linear term of 2

qτ  and 
the time t are playing vital roles to increase the heat 
conduction temperature increment in the context of 
the two models. The difference values of the heat 
conduction increment in the context of the one-
temperature model and the two-temperature model 
are greater in the tumor space than its values in the 
tissue space because the positions 0 ≤ ≤r R  are in 
the range of the heating source. Figures 8-10 shows 
the thermal damage of DPL type I, II, and III, 
respectively, in the context of the one-temperature 
model and two-temperature model, respectively. The 
line passing through the damage 1.0Ω = separates 
between the irreversible damage above and the 
reversible damage below.  The non-linear effects of 

2 2,T qτ τ are significant. The thermal damage is greater 
in the context of the one-temperature model than the 
two-temperature model. The non-linear term of 2

qτ  
and the position r are playing vital roles to increase or 
decrease the heat thermal damage in the context of 
the two models. The only one case that has 
irreversible damage occurred when >q Tτ τ for the 
one-temperature model and the two-temperature 
model and all the other cases when <q Tτ τ and 

=q Tτ τ  has reversible damage to the two models. 
The one-temperature model offers irreversible 
damage quantity more than the two-temperature 
parameter. The DPL type III offer irreversible 
damage quantity more than the DPL type I and then 
the DPL type II offers the smallest irreversible 
damage quantity.  
 

 
Figure 1: The heat conduction increment with 

different DPL types 

 
 

Figure 2: The heat conduction increment of DPL 
type I  

 
Figure 3: The heat conduction increment of DPL 

type II  

 
Figure 4: The heat conduction increment of DPL 

type III  
 

 
 

Figure 5: The heat conduction increment of DPL 
type I at a different time and various r 
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Figure 6: The heat conduction increment of DPL 

type II at a different time and various r 

 
Figure 7: The heat conduction increment of DPL 

type III at a different time and various r 

 
 

Figure 8: The thermal damage quantity of DPL type I 
of the tumor  

 
Figure 9: The thermal damage quantity of DPL type 

II of the tumor  

 
Figure 10: The thermal damage quantity of DPL type 

III of the tumor  
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ABSTRACT 

This paper presents the complex analysis of diverse field loading tests of ten large diameter deep bored piles 

in Aksai of the northwest Kazakhstan. Overall ten field tests on bored piles with diameter 600 mm, depth 15.51 

m and 21.85 m were performed correspondingly. Two static lateral, four static tensions and four static 

compression pile loading tests were carried out on the construction site of KPC Gas Debottlenecking Project. 

Static loading tests applied load to a deep-foundation element gradually for measuring foundation settlement. 

Applied load and head movement are measured for static axial compression and tension load tests. Applied loads 

are determined using a load cell and hydraulic jack pressure. The foundation’s head movement can be measured 

using digital or mechanical dial gages, a number of types of displacement transducers, string potentiometers, or a 

combination of these devices. The applied load and head movement is plotted and interpreted to define the 

foundation’s geotechnical load. The static loading tests were performed on axial compression by ASTM D1143, 

axial tension by ASTM D3689 and lateral by ASTM D3966. The load-settlement and the load-displacement 

curves were obtained from field tests. These curves were analyzed to identify the bearing capacity. Comparison 

of bearing capacity of bored piles with different length in problematic soil conditions of West Kazakhstan were 

discussed in this paper. The analysis showed that the bearing capacity of bored piles with different lengths 

corresponds to the design requirements. 

Keywords: Pile test, PLT, STPLT, SCPLT, SLPLT 

INTRODUCTION 

The Karachaganak field is one of the world’s 

largest oil and gas condensate fields located in 

northwest Kazakhstan and covering an area of more 

than two hundred eighty square kilometers. The 

Karachaganak field is located in a remote and 

challenging working environment with the ambient 

temperature ranging from minus forty degrees 

Celsius in winter to plus forty degrees in summer. 

The field, the top of which is located at a depth of 

around three thousand five hundred meters, is some 

one thousand six hundred meter thick and very 

complex and unique. Karachaganak Field is a gas 

condensate field in Kazakhstan. It is located about 

twenty three kilometers east of Aksai (Aksai) in the 

northwest of Kazakhstan. The field was once a 

massive Permian and Carboniferous reef complex 

covering an area thirty by fifteen square kilometers. 

ENGINEERING-GEOLOGICAL CONDITIONS 

OF THE CONSTRUCTION SITE AKSAI, IN 

NORTHWEST KAZAKHSTAN 

The Karachaganak Field is one of the world's 

largest gas condensate fields. It is located in the Pre-

Caspian Basin, which extends from the southeastern 

margin of the Russian Platform down to the northern 

coast of the Caspian Sea. The North Caspian is a 

pericratonic depression of Late Proterozoic-Early 

Paleozoic age (see Figure 1).  

Fig. 1 The geological structure of the 

Karachaganak field. 

Sediments in the five hundred thousand square 

km basin are up to twenty two km thick in places. 

The basin is subdivided into numerous zones by 

large salt domes, and the primary salt layer, the 

Permian Kungurian salt, separates strata vertically 

into subsalt and suprasalt layers. The basin is 

bounded to the east by the Hercynian Ural 
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Mountains and to the southeast and south by other 

orogenic belts. In the north, the basin lies on the 

flank of the Voronezh Massif in the west and the 

Volga-Ural Platform in the north. Numerous oil and 

gas fields have been discovered in this region in 

addition to Karachaganak, such as Astrakhan, 

Tengiz and Zhanazhol Fields [1]. 

The depositional setting of the field is also 

varied. On the basis of core sample analysis and 

seismic studies the following depositional settings 

have been identified: limestone, talus, normal 

marine, shallow marine, inner reef lagoon, reef core, 

relatively deep water, slope, and anhydrite (see 

Figure 2). 

In geological structures of a site of researches 

take part: EGE-1: Loam-heavy, dusty, yellowish-

brown, brown color, lumpy, weakly wet, from solid 

to semisolid consistence, setting; EGE-2: Clay-light, 

brownish black, yellowish-brown and brown color, 

lumpy, weakly wet, from solid to semisolid plastic 

consistence, setting; EGE-4: Clay-light, dusty, 

brown and light brown color, lumpy, weakly wet, 

from solid to tough plastic consistence; EGE-5: Clay 

reddish-brown, dark brown color with black free 

deigns, solid weakly wet, from solid to tough plastic 

consistence; EGE-6: Clay-light, dusty, greyish-

brown, dun color with free designs of grey color, 

average density, weakly wet, wet, from semisolid to 

tough plastic; EGE-7: Clay-light, dusty, dun, grey, 

dark grey color, average density, wet, tough plastic. 

Fig. 2 Location of earthquake epicenters to the 

northern coast of the Caspian Sea. 

Results of physic-mechanical properties of soil 

the bases of construction site are resulted from top to 

down in Table 1. 

Table 1 Standard and design values of physical and 

mechanical characteristics of soils 

N 
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Consist
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18 
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- 
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- 
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A 

Y 

1.98 

2.03 

0.020 

- 

19 

- 

8.33 

- 

250 

- 

Field testing of soils by cone penetration test was 

executed for more detailed partition of soils and 

determination of bearing capacity of piles on soils. 

Soil Field Tests PLT (Plate Load Test) 

Plate Load Test is a field test for determining the 

ultimate bearing capacity of soil and the likely 

settlement under a given load. The Plate Load Test 

basically consists of loading a steel plate placed at 

the foundation level and recording the settlements 

corresponding to each load increment. The test load 

is gradually increased till the plate starts to sink at a 

rapid rate. The total value of load on the plate in 

such a stage divided by the area of the steel plate 

gives the value of the ultimate bearing capacity of 

soil. The ultimate bearing capacity of soil is divided 

by suitable factor of safety to arrive at the value of 

safe bearing capacity of soil. PLT tests by loading a 

plate with a diameter of 300 mm are made in 

accordance with requirement GOST20276 (1999) or 

ASTM D 1194. The plate loading test (further PLT) 
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was carried out in the workings at a depth of 1.2 m 

while maintaining the natural addition of soil, with a 

flat die 300 mm in diameter, to determine the elastic 

modulus of deformation (see Figure 4) [2-3].  

Fig. 4 Plate load test: (a) Photo field test and (b) 

nature of load-settlement curve (PLT-1, PLT-2 and 

PLT-3). 

Testing with a flat stamp consisted in the fact 

that the stamp was placed on the bottom of the pit, 

on the previously cleaned and leveled surface of the 

ground, after which a step-by-step loading was 

performed on the stamp. The subsequent stage of 

loading was carried out after the decay of the deposit 

from the previous loading. As a support, beams 

fixed on both sides on the anchor piles were used. 

Totally three tests one test in Plate Load Test 1 

(further PLT-1), second test in Plate Load Test 2 

(further PLT-2) a depth of 1.2 m had been made. 

The load intensity and settlement observation of the 

plate load test are plotted. The figure shown below 

shows a set of typical load settlement curves. Figure 

4 shown the results the pressure-settlement diagrams 

of Plate load tests of PLT–1, PLT–2 and PLT-3. 

Modulus of deformation of soils in PLT–1 – 

108.8 MPa, PLT–2 – 86.1 MPa and PLT-3 - 61.7 a 

depth of 1.2 m. 

The pile installation through technology CFA 

Modern geoengineering face with engineers and 

designers modern requirements, therefore traditional 

technologies were replaced by resent economically, 

ecologically and energy-efficient technologies, 

including pile foundation. Pile foundation is a 

widespread type of foundations on construction sites 

of Kazakhstan. Expediency of pile foundation is 

explained by high value of bearing capacity of high-

rise buildings. At the same time settled design 

Standards is not corresponding with new emerged 

technologies, because of absence any 

recommendation for new pile design. CFA pile is a 

type of drilled foundation in which the pile is drilled 

to the final depth in one continuous process using a 

continuous flight auger. The use of the continuous 

flight auger rig avoids many of the problems of 

drilling and concreting piles experienced when using 

conventional power augers. The new CFA 

equipment can perform piles in most type of soils 

(including sand, gravel, silt, clay, chalk and weak 

weathered rock) with diameters up to 1200 mm and 

lengths down to 35-40 meters. So, with proper 

planning and design, performing equipment and 

skilled personnel, high production rates and high 

quality product can be achieved, Klosinski & 

Rychlewski (2003). Installation of CFA pile consist 

of following steps: placing the boring machine to the 

boring place; boring the pile hole to the design level; 

removing the screw with simultaneous concrete 

filling under the high pressure and replace the boring 

machine, installation of steel anchor into the pile 

body with preparation of pile head. In modern CFA 

technology the systematic employment of devices 

auto-recording the drilling data represent a real 

breakthrough considering that in the past the CFA 

method was not accurate, and relied on the 

operator’s ability: now such devices guarantee the 

control and recording of the data during the whole 

construction process. The recorded working data are 

usually drilling/withdrawal speed, rotation speed, 

depth, concrete pressure and delivery rate per 

increment of auger lift during casting. The CFA 

construction sequence is comprised of five stages in 

Figure 5. 

Stage 1. The digging tip of the auger is fitted 

with an expendable ca);  

Stage 2. The auger is drilled into the ground to 

the required depth; 

Stage 3. Concrete is pumped through the hollow 

stem, blowing off the expendable cap under 

pressure; 

Stage 4. Maintaining positive concrete pressure, 

the auger is withdrawn all the way to the surface; 

Stage 5. Reinforcement is placed into the pile up 

to the required depth. 

Fig. 5 The CFA construction sequence. 
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Static Pile Loading Test 

Static Compression Pile Loading Test 

In this article loading tests used for deep drilling 

piles in KPC Gas Debottlenecking Project near 

Aksai, Kazakhstan. Bored piles which have diameter 

600 mm and from 15.53 to 21.85 m depths have 

been executed at the Caspian Sea for more 

shipments platforms construction site. Some of the 

requirements of the designer of piled foundations 

and to what extent the accessible testing methods 

comply with these requirements are considered. 

Finally, some recommendations are made for testing 

methods suitable for problematical ground 

conditions of Kazakhstan are introduced. 

Static Compression Pile Loading Test (further 

SCPLT) one of the more reliable field tests in 

analyzing pile bearing capacity.  SCPLTs carried out 

for four piles on the construction site (see Figure 6). 

The measured relationships between the pile head 

load, L, and the head settlement, S, of the test piles 

are shown in Figure 7.  

It is seen from Figure 7 that the load-settlement 

curves of four piles SCPLT-1,-2, -3 and SCPLT-4 

are almost identical, having an ultimate shaft 

capacity of 1050 kN (SCPLT-3 and SCPLT-4),1310 

kN (SCPLT-2) and 1975kN (SCPLT-1). 

Standard – SNiP RK 5.01-03-2002 – ultimate 

value of settlement of the tested pile is determined as   

and depending on category of construction is equal 

to 16 or 24 mm. The last argument shows 

conditional character of SLT method [4-6]. 

According to Kazakhstan Standard 1% of 

constructed piles on construction site must be tested 

by SCPLT, but at least 2 SCPLTs in a site must be 

done. 

According to SCPLT results, the load-settlement 

diagrams were drawing (see Figure 7). The pressure 

in the jack was created with the help of manual 

electro-hydraulic pump station NER -1,6A40T1 with 

power distribution, the moving of concrete piles was 

fixed by caving in measurers MA100BU100, which 

were positioned on center of unmovable bearings 

with the benchmark system.  For reference beams 

using two H-beams with h=20 cm and length 5.3 m 

which bolted with clamp to screw piles BAU 

114*4*2000 drilled in soil with depth 1.5 m. 

Testing platform presented itself system from 

steel, which consists of metallic beam and 2 

platforms located on equidistant distances from the 

centre main beams (see Figure 6a). Most of the static 

pile load tests are performed using reaction systems 

(see Figure 6b). SCPLT is a highly accurate and 

robust system that enables you to monitor static pile 

tests whilst also ensuring the safety of site 

operatives. 

This test is used to measure the axial deflection 

of a vertical deep foundation when loaded in static 

axial compression. This vertical compression pile 

maintained load test is usually carried out to ensure 

the structural and geotechnical soundness of the pile 

and also to predict settlement of other piles. 

Fig. 6 Field pile test by SCPLT method a) 

platform b) anchors pile. 

The usual procedure is to increase the load in 

stages until the proposed working load and a certain 

factor of safety is reached and then to unload and to 

leave the load off until the rise or rebound 

substantially ceases, the test in standardized by 

ASTM D1143 [7]. Vertical static loading of piles 

using the SCPLT method is one of the most widely 

used field test methods for soil used to analyze pile 

bearing capacity. The pile may be tested in two 

standards cycles: 

- The 1st cycle tests the pile to its 150% of the 

Design Load. 

- The 2nd cycle tests the pile to its 200% of the 

Design Load. 

Fig. 7 Results of Static Compression Pile Load 

Test (piles SCPLT-1, -2, -3 and SCPLT-4). 

Static compression pile loading tests were 

performed on bored piles No. SCPLT-1,-2, -3 and 

SCPLT-4, which are with depth from 15.53 and 

21.85. In SCPLT testing, the test load on the pile is 
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specified for one and two cycles (one 1050 kN 

(SCPLT-3,-4) and two cycles from 786 kN to 1310 

kN (SCPLT-2) and from 1185kN to1975kN 

(SCPLT-1), respectively). Loading and unloading 

was carried out in the following sequence (SCPLT-

1): 0, 25, 50, 75, 100, 125, 150, 100, 50, 0, 25, 50, 

100, 125, 150, 175, 200, 225, 250, 200, 150, 100, 50 

and 0% of design. In the first cycle, the experimental 

pile was loaded to 150% of the design value (1185 

kN); during the second cycle, to 200% (1975 kN). 

The hold time while loading was 60 min; while 

unloading −15 min. It took 300 min, respectively, to 

attain peak load [7]. 

Static Tensile Pile Loading Test 

Static tensile loading test do not apply concrete 

and composite piles, prestressed reinforced concrete 

piles without transverse reinforcement bored piles 

with enlarged base and screw piles. It is allowed to 

use the piles with the help of which the soil test was 

tested with static top down load. The depth of the 

pile subsidence during test conducted for the 

purpose of determination of the negative friction in 

subsiding soils, apply equal to the distance from the 

surface of the soil to the depth where the soil 

additive from its own weight during soaking equal 

the maximum permissible draft for the planned 

building or structure. For the criterion of conditional 

stabilization deformation take the exit velocity of the 

pile from soil on each stage of the application tensile 

load must be no more than 0.1 mm in the last 1 hour 

of observation or pile foundations of buildings and 

structures (except bridges), and pile foundations for 

bridge piers - no more than 0.1 mm in the last hour 

of observation. Load at the control pile test with 

tensile load during construction should not exceed 

the design tensile load on pile indicated in 

calculation of the pile foundation. 

In this paper static tensile loading tests used for 

deep CFA bored piles in construction site Aksai (see 

Figure 8). Bored piles which have diameter 600 mm 

and from 15.51 to 21.71 m depths have been 

executed at the Caspian Sea for more shipments 

platforms construction site. 

Fig. 8 Static Tension Pile Loading Test. 

Loading and unloading was carried out in the 

following sequence (for STPLT): 0, 25, 50, 75, 100, 

125, 150, 100, 50, 0, 25, 50, 100, 125, 150, 175, 200, 

225, 250, 200, 150, 100, 50 and 0% of design. In the 

first cycle, the experimental pile was loaded to 360 

kN of the design value; during the second cycle, to 

600 kN. According to STPLT results, the load - 

settlement diagrams were drawing (see Figure 9) [7]. 

Fig. 9 Results of Static Tension Pile Load Test 

(piles SCPLT-1,-2,-3 and SCPLT-4). 

Static Lateral  Pile Loading Test 

This test method covers procedures for testing 

vertical and batter piles either individually or in 

groups to determine the load‐deflection relationship 

when subjected to lateral loading. It is applicable to 

all deep foundation units regardless of their size or 

method the actual lateral load capacity of the pile‐
soil system can best be determined by lateral testing. 

Such testing measures the response of the pile‐soil 

system to lateral loads and may provide data for 

research and development, engineering design, 

quality control, and acceptance or rejection under 

specifications. Under the iterative elastic method of 

analysis that considers the nonlinear response of the 

soils, lateral testing combined with proper 

instrumentation can be used to determine soil 

properties necessary for the structural design of the 

pile to resist the lateral load to be applied. 

Fig. 10 Static Lateral Pile Loading Test. 

In this article static Lateral loading tests used for 

deep CFA bored piles in construction site Aksai (see 

Figure 10). Bored piles which have diameter 600 

mm and from 15.51 to 20.50 m depths have been 
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executed at the Caspian Sea for more shipments 

platforms construction site. 

Loading and unloading was carried out in the 

following sequence (for SLPLT): 0, 25, 50, 75, 100, 

125, 150, 100, 50, 0, 25, 50, 100, 125, 150, 175, 200, 

225, 250, 200, 150, 100, 50 and 0% of design. In the 

first cycle, the experimental pile was loaded to 150% 

of the design value (120 kN); during the second 

cycle, to 250% (200 kN) [7]. According to SLPLT 

result, the load - displacement diagrams were 

drawing (see Figure 11). 

Table 2 presents a comparative analysis of the 

bearing capacity of piles, obtained by different 

methods in this research. 

Table 2 Results of complex of field piling static 

loading tests 

# Pile # L, m D, mm Load, 

kN 

S, 

mm 

Static Compression Pile Loading Test 

1 SCPLT-1 20.50 600 1975 2.14 

2 SCPLT-2 15.53 600 1310 1.48 

3 SCPLT-3 21.85 600 1050 0.94 

4 SCPLT-4 21.72 600 1050 1.08 

Static Tension Pile Loading Test 

1 STPLT-1 20.50 600 600 0.41 

2 STPLT-2 15.51 600 600 0.32 

3 STPLT-3 21.71 600 360 0.16 

4 STPLT-4 21.69 600 360 0.33 

Static Lateral Pile Load Test 

1 SLPLT-1 15.51 600 200 6.19 

2 SLPLT-2 20.50 600 200 7.27 

Fig. 11 Results of Static Lateral Pile Load Test 

(SLPLT-1 and SLPLT-2). 

CONCLUSION 

Existing pile foundation standards practiced in 

Kazakhstan are out-of-date and are in urgent need 

for modernization. This paper presented very short 

descriptions of coming changes to the concept of 

Kazakhstan pile foundation design. 

The results of the axial compression and tension 

loading tests performed in soft to firm or stiff clays 

demonstrated the suitability of CFA bored pile 

foundations. The results of the loading testing 

program confirmed that the CFA bored pile is a 

viable deep foundation option for construction Oil 

and Gas in remote areas West Kazakhstan and 

demonstrated their advantages. 

Static pile loading test is the most reliable 

method to obtain the load-settlement relation of 

piles. Most of the static pile load tests are performed 

using reaction systems. The number of pile load tests 

in construction site is limited to 2 piles in usual of 

construction site in Kazakhstan. 

The results of the full-scale load tests are also 

used to validate the theoretical model used for CFA 

bored pile design installed in soft and problematical 

soils of northwest of Kazakhstan. 

The bearing capacity of CFA boring piles 

according to the results of shown table 5 amounted 

to be maximal load 1975 kN, settlement from 0.94 

mm to 2.14 mm. These investigations are important 

for understanding of behavior of piles on 

problematical soil ground of Aksai, northwest of 

Kazakhstan. 
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	The main constituents of kenaf are cellulose (45–57 wt.%), hemicelluloses (21.5 wt.%), lignin (8–13 wt.%), and pectin (3–5 wt.%) [2]. Wambua et al. claimed that poor mechanical properties could be the result of lack of firmness between the polymers (hydrophobic) and the natural fiber (hydrophilic) [3]. Kenaf fiber offers better interfacial adhesion to matrix polymer than other natural fibers [4]. Matrix polymer can support the fibers, transfer the stresses to fibers to bear most of the load, prevent direct physical damage to fibers, and improve ductility and toughness of the whole composite [5]. Epoxy produces no toxic gases and offers high temperature resistance that enables it to be used at high temperature [6]. Hafizah et al. studied the tensile behavior of kenaf fiber reinforced with several polymer composites and concluded that kenaf reinforced epoxy composite had the highest ultimate tensile strength and the Young’s modulus [7]. Various research has been conducted and it has been proven that machining parameters possess significant effects on the performance and quality of natural fiber composite [8], [9].
	Delamination of a natural fiber composite can be described as the loss of adhesion between the layers that can lead to critical damage of the reinforcement layers (separation). Hocheng et al. believed that delamination can be worsened by increasing the feed rate of milling parameters [15]. The damage of the composite is greater if the operation is conducted with high cutting speed and high feed rate [14]. Furthermore, Hocheng et al. stated that delamination can be worsened by increasing the feed rate and tool life can be shortened by increasing the cutting speed that causes higher torque [15]. Davim et al. studied the effects of cutting speed and feed rate on delamination of glass fiber reinforced plastic during machining with two different matrices [16]. The damage of the composite is greater if operated with high cutting speed and high feed rate[14].
	Methodology
	
	Kenaf reinforced epoxy composite materials were prepared using vacuum-assisted resin transfer molding (VARTM) method. The method was used to transfer resin to natural fiber in a vacuum condition for molding with the assistance of a vacuum pump. The kenaf fiber in mat form was cut into the dimensions of 300 mm × 300 mm × 5 mm (thickness). Two layers of kenaf fiber mat were used and mixed with epoxy resin. The resin was prepared in the ratio of 4 (800 g epoxy) to 1 (200 g hardener). The VARTM manufacturer recommended this ratio for fabricating kenaf fiber reinforce plastic composite materials. The VARTM method is gaining the interest of manufacturers due to its ease of handling and low preparation cost. Figure 2 shows the actual setup of VARTM. The composite panels were then cut into small workpiece with the approximate dimensions of 75 mm × 30 mm × (8–10 mm) for milling process.
	
	Results and Discussion
	
	Fig. 3 Effect of B (Feed rate) for delamination factor (Fd)
	
	Fig. 4 Effect of AB (Spindle speed and Feed rate) interaction for delamination factor (Fd)
	Figure 2 shows the effect of spindle speed on Fd, where Fd increased slightly with the increase of spindle speed at tfeed rate of 700 mm/min and depth of cut of 2 mm. Fd decreased for lower spindle speed. This phenomenon is caused by the vibration of the cutting tool with high spindle speed during milling process. With large vibration, high Fd is produced on top of the ductile composite materials laminated. Besides, high feed rate (Figure 3) produced high Fd. Spindle speed and depth of cut remained in the middle range.
	In Figure 4, the depth of cut maintained at 2 mm, where the red line indicates the high level of feed rate (1,200 mm/min) and the black line indicates the low level of feed rate (200 mm/min). It can be clearly observed that low feed rate (200 min/mm) with high spindle speed will produce the worst delamination factor. A good Fd will be produced using lower feed rate (200 mm/min) with lower spindle speed. Davim et al. shared the same viewpoint that high cutting (spindle) speed caused great damage on glass fiber reinforced plastic composites during machining [19]. The non-linear relationship between the feed rate and Fd might be caused by opposite milling to the orientation of kenaf fiber. The results obtained might be less accurate if all the specimens are not milled in the direction of orientation of fiber. In addition, previous researchers concluded that low feed rate causes small damage on composites [8], [15].
	Optimum parameter and modeling equation for optimization of delamination factor
	The second order modeling equation for optimization of milling parameters on minimizing delamination factor (Fd) is shown in (1).
	Table 6 Optimum parameter and conformation test for delamination factor (Fd)
	Conclusion
	The suggested optimum milling parameters in this research for the minimization of Fd were 530 rpm of spindle speed, 310 mm/min of feed rate, and 2 mm of depth of cut. For the optimization of delamination, the curvature shown in ANOVA after the 23 factorial design of experiment was significant. This enabled the utilization of RSM with CCD approach that requires more experimental runs to collect data for constructing a second-order modeling equation. CCD approach was selected and eight additional experimental runs were added. Low spindle speed and low feed rate caused less delamination on milled kenaf composites. In addition, with deeper depth of cut, the possibility of delamination can be reduced.
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